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Abstract—Fundamentally, a stereo matching algorithm 

produces a disparity map or depth map. This map contains 

valuable information for many applications, such as range 

estimation, autonomous vehicle navigation and 3D surface 

reconstruction. The stereo matching process faces various 

challenges to get an accurate result for example low texture 

area, repetitive pattern and discontinuity regions. The 

proposed algorithm must be robust and viable with all of these 

challenges and is capable to deliver good accuracy.  Hence, 

this article proposes a new stereo matching algorithm based 

on a hybrid Convolutional Neural Network (CNN) combined 

with directional intensity differences at the matching cost 

stage. The proposed algorithm contains a deep learning-based 

method and a handcrafted method. Then, the bilateral filter is 

used to aggregate the matching cost volume while preserving 

the object edges. The Winner-Take-All (WTA) is utilized at 

the optimization stage which the WTA normalizes the 

disparity values. At the last stage, a series of refinement 

processes will be applied to enhance the final disparity map. A 

standard benchmarking evaluation system from the 

Middlebury Stereo dataset is used to measure the algorithm 

performance. This dataset provides images with the 

characteristics of low texture area, repetitive pattern and 

discontinuity regions. The average error produced for all pixel 

regions is 8.51%, while the nonoccluded region is 5.77%. 

Based on the experimental results, the proposed algorithm 

produces good accuracy and robustness against the stereo 

matching challenges. It is also competitive with other 

published methods and can be used as a complete algorithm.  

Keywords— Convolutional neural network, directional 

intensity difference, disparity map, matching cost 

computation, stereo matching algorithm,  

I. INTRODUCTION 

A disparity map is an output generated by using a stereo 

matching algorithm. This map is valuable for many 

applications such as 3D reconstruction, obstacle avoidance, 

robotics, and navigation. [1] also mentioned the importance 

of a disparity map and 3D model for the agriculture 

industry.  

 

The study on disparity estimation has attracted many 

researchers in the computer vision field[2]. [3] also 

mentioned the stereo matching algorithm remains a 

challenging problem in recent years. The stereo matching 

algorithm generates the disparity map by identifying 

matching features from the left and right image pair. The 

disparity values computed in the disparity map represent 

the difference in pixel locations of matching elements in 

the left and right images. This map also can help to 

determine the distance between an object and the stereo 

camera. 

The monocular method is another camera-based method 

that can also provide depth-related data. A monocular depth 

method can generate a disparity map using a single image. 

However, as pointed out by [4], the monocular depth 

method was less accurate than the stereo-based approach. It 

is because the multi-view contains a broader amount of 

information compared to the single-view navigation. 

Light Detection and Ranging (LiDAR) is another 

approach to provide depth-related information. LiDAR uses 

the laser approach to sense the depth and perform the depth 

measurement. Even though the LiDAR method can provide 

accurate 3D points, this method is not very cost-effective 

and time-consuming [5]. Furthermore, LiDAR also has a 

constraint on limited spatial density. In terms of 

computational cost, a vision-based approach will be a more 

viable option to choose. Due to the highlighted 

shortcomings in monocular and LiDAR methods, we are 

inspired to continue working on the stereo vision approach 

and proposed our stereo matching algorithm. 

II. LITERATURE REVIEW 

The implementation of the stereo vision algorithm can 

be divided into two types: local and global approaches. In 

the local approach, the computation of disparity values is 

based on pixels’ intensity values in a predetermined support 

region. In contrast, the global method computes the 

disparity values by taking the full image context.  



 
International Journal of Emerging Technology and Advanced Engineering  

Website: www.ijetae.com (E-ISSN 2250-2459, Scopus Indexed, ISO 9001:2008 Certified Journal, Volume 11, Issue 06, June 2021) 

88 

 

As a result, it produces a more accurate disparity map 

but with a higher computational cost. 

The crucial steps for the stereo matching algorithm can 

be illustrated in Figure 1. This formalization of the main 

steps also mentioned in several other works of 

literature([6]–[8]). It begins with The stereo vision 

algorithm begins with matching cost computation. Some 

researchers utilize the directional intensity difference to 

compute matching cost [9]. The calculation of absolute 

difference and the squared difference is also commonly 

used because of its low computational complexity. This 

step produced initial matching costs.  

 
Figure 1 Stereo Matching Algorithm Steps 

The second step, cost aggregation, is responsible for 

decreasing the errors in the initial matching cost. As 

highlighted in our previous study [8], the edge-preserving 

filters such as bilateral filter (BF)[10] and guided filter 

(GF) [11] can achieve the purpose. These filters maintain a 

good edge while smoothing the input. Thus it provides 

better results in the aggregation step than the low pass 

filters (Gaussian and Box filter). This step is commonly 

associated with the local approach due to its operation over 

a support region [12].  

The third step is in charge of assigning a value to the 

disparity map. Winner-Take-All (WTA) optimization is the 

most popular method for this step for the local approach. In 

WTA, the smallest cost value disparity will be selected for 

every pixel location [7] to generate an initial disparity map. 

The third step’s initial disparity may still contain errors 

caused by occlusions, low textures, and invalid 

matches[13]. So, the final step may contain single or 

multiple post-processing steps to refine the map. The 

authors of [11] used the left-to-right consistency check 

(LRC) process to identify the invalid matched pixels. The 

median filter is also commonly used for local refinement 

[14]–[16].  

Artificial intelligence (AI) has been a hot subject in the 

media, with many hypes surrounding it[17]. Machine 

learning is one of the fascinating areas of artificial 

intelligence these days. The machine learning algorithm’s 

beauty can tell the computer how to respond or make 

decisions in specific circumstances without literal 

instruction code programmed to the computer.  

As a subclass of machine learning, deep learning has 

recently become the driving force behind advancements in 

the stereo vision field. Deep learning consumes a large 

amount of data to feed the artificial neural networks for 

learning purposes. Several researchers highlighted that the 

implementation of deep learning improved the execution of 

the task. [18] described that, for recognition tasks, 

conventional stereo vision could not outperform human 

results, but the implementation of deep learning will 

improve their algorithm’s performance. [19] also 

mentioned the deep learning enhances the accuracy for 

disparity estimation tasks.  

We can categorize deep learning implementation on 

stereo vision into two ways. The first approach combines 

deep learning with a traditional handcraft algorithm (MC-

CNN-acrt [14]). MC-CNN-acrt architecture outperforms 

other stereo matching conventional methods on Middlebury 

[20] benchmarking systems. [14] construct and train their 

convolutional neural network (CNN) based network using 

binary classification to solve matching cost computation 

steps. [15] mentioned that CNN used in stereo matching 

because of its capability to extract features and vigorous 

radiometric difference.  

The second approach is the pure deep learning end-to-

end network. This approach does not require any 

handcrafted algorithm. The end-to-end style deep learning 

network performs all stereo matching stages in one 

combination network. GC-Net [21] uses 2D CNN to form 

cost volumes and used soft argmin layer to regress the 

disparity values. [22] introduce PSMNet and produced a 

faster and more accurate disparity map than GC-Net.  

A recent hybrid method between learning and handcraft 

algorithm also published by [23] as illustrated in Figure 2. 

The authors remodelled deep learning network based on 

PSMNet[22] into their deep learning network,PSMNU[23]. 

PSMNU produces a disparity map and predictions of 

aleatoric uncertainties.  

 

Figure 2 Overview of SGBMP Algorithm[23] 
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The initial disparity output is then refined using a 

Guided filter. The authors also propose a handcrafted 

method to enhance their disparity map using SGBMP [23]. 

It is based on the Semi Global Block Matching method to 

produce their final disparity map. Their final Middlebury 

evaluation results were also discussed with other published 

methods and compared in this paper. 

 

Figure 3 Hybrid CNN-CRF Architecture [24]  

A hybrid network between the CNN and learning-based 

conditional random field (CRF) model was introduced [24], 

as illustrated in Figure 3. The authors transformed the 

handcraft CRF into a learning model and combined it with 

CNN to form an end-to-end learning network to produce a 

disparity map. Their Unary-CNN extract features from 

image pair (left image(I0) and right image(I1)). Both 

features extracted from I0 and I1 will be compared using the 

Correlation layer to generate matching cost volume. The 

Pairwise-CNN will estimate contrast-sensitive pairwise 

costs. The learned-based CRF used both cost volumes 

(unary and pairwise) to create a disparity map. Their results 

on Middlebury datasets also discussed in this paper and 

labelled as JMR(based on Middlebury online benchmarking 

system).  

As mentioned by [25], the end-to-end method still has 

some demerits in the ill-posed region and computationally 

expensive. Additionally, [14] also pointed out that the raw 

disparity map generated by a convolutional neural network 

(CNN) prone to errors in the low texture and the occluded 

region. Several authors ([3], [11], [15], [26]) also 

highlighted the problem with radiometric changes.  

 

 

 

 

 

 

 

 

 

This may affect the accuracy output produced by the 

stereo matching algorithm. So, this paper will present our 

proposed stereo matching algorithm. This paper’s main 

contribution is the hybrid CNN fused with directional 

intensity information for the matching cost computation 

stage to combat the mentioned causes of errors. 

III. THE PROPOSED METHOD 

We present our proposed algorithm as categorized in [6]. 

Summary view of our algorithm illustrated in Figure 4. Our 

proposed algorithm contains several techniques grouped 

into four stages as follows: 

 
Figure 4 The Proposed Stereo Vision Algorithm Steps 

A. Matching Cost Computation 

The CNN model implemented was inspired by the MC-

CNN-acrt architecture. Our current Siamese-based CNN 

model performs better in this paper than our implemented 

CNN model [27]. We improved the matching cost 

computation step in this paper by tuning the CNN 

hyperparameters. We also fused the improved CNN model 

with directional intensity information to enhance the 

accuracy of matching costs. We changed the model into 

seven layers model. Finally, we improve the classification 

part of our CNN model into a more comprehensive 

architecture. The proposed CNN part for this stage is 

illustrated in the following Figure 5.  
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Figure 5 Proposed CNN Architecture 

Layer 1 of the model contains a convolutional layer 

where the input of the layer comes from the input layer that 

produces 9x9 input patches from the left and right image 

pairs. The convolutional layer in layer 1 of the model’s left 

and right arm served as feature extractors. The layer’s 

output will be flattened into a 1-dimensional feature vector 

before supplied to layer 2. Layer 2 contains a fully 

connected (FC) layer or dense layer that produces 200 

neurons. Similar to MC-CNN-acrt architecture mentioned 

in [8], the feature vectors from left and right are 

concatenated and supplied to the classification part. The 

next layer in the classification part, DEN4, is a fully 

connected layer or dense layer. It contains 600 neurons 

while neurons of the following layers DEN5, DEN6, and 

DEN7 are set to 500, 400, and 300 neurons. The final layer 

FC8 remains unchanged, set to 2 neurons. This CNN model 

is broader and shorter as compared to our previous model 

[27]. 

The network in Figure 5 will provide a binary 

classification of good or bad matching. Based on Equation 

(1), CCNN reflects the cost value for all disparities d at each 

pixel position p. 

 

     (   )    (  
 ( )   

 (   )) (1) 

Input patches of NxN size from left and right image,   
  

and   
  were supplied to the CNN as illustrated in Figure 5. 

As mentioned earlier, the patch size used is 9x9.  

Another improvement done in this matching cost 

computation stage is the directional intensity difference 

information. The following Equation (2) contains the 

directional intensity difference part. 

 
   (   )       (   ( )    ( )     )

 (   )     (     ( )      ( )     )
 (2) 

The I(p) is the color vector of a pixel at position p. While 

the    is the directional intensity difference in the x-

direction. α balances the directional intensity difference 

values, while τ1 and τ2 are truncation values. This paper 

improves the matching cost step by combining CNN-based 

cost volume with the directional intensity difference-based 

cost volume, CDI, as in the following Equation (3). 

 
    (   )     (   )        (   ) (3) 

The parameter λ will balance the CDI cost volumes. For 

the parameter, the optimum value chosen for λ is 0.034. 

The matching cost volume cost from this stage defined as 

CIM. 

B. Cost Aggregation 

In the second stage, we refine the raw matching costs to 

create a more accurate disparity map. It is because the 

initial cost volume generated from the previous stage is 

prone to noises. We aggregate cost volumes in this stage 

using a Bilateral filter (BF). The BF is responsible for 

performing smoothing operations while keeping the edges 

sharp on the matching costs. The BF will aggregate the raw 

matching cost volume and defined in the following 

equations (4) and (5) [10]. 

 

   [ ]  
 

  
∑   
   

(     )   (       ) (4) 

    ∑   
   

(     )   (       ) (5) 

Where Wp is the normalization factor.    and    

represent the intensity at pixel position   and  , 

respectively.   represents the (   ) coordinates pixel of 

interest while the neighboring pixel coordinate   is within 

support region  .  
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The two main parameter,    act as the spatial parameter 

of the kernel, and    responsible for the range parameter. 

The higher value of    will smooth larger feature while the 

   is the second term to include the effect color difference 

around p. Increasing the value of    too large will turn the 

filter closer to the Gaussian filter. However, according to 

[10], no smoothing effect will occur if any parameter value 

is set to 0. The aggregated cost at the end of this step 

denoted as CAGG in the following Equation (6). 

 

     (   )    [ ]   (   ) (6) 

C. Disparity Computation / Optimization 

Based on our previous literature [8], we employ a simple 

yet effective Winner-Take-All (WTA) optimization to 

compute the disparity map in this stage. As per the 

following Equation (7), WTA optimization will produce an 

initial disparity map,  ( ). 
 

  ( )  argmin
    

(    (   )) (7) 

The sets of disparity value of    obtained from the 

ground truth. The  ( ) is the chosen disparity value for 

position  ( ), which represents 2D coordinates (   ). 

D. Disparity Refinement 

This stage consists of several steps. Firstly, we employ 

LRC to identify invalid pixels. Then the detected invalid 

pixel is replaced with a valid pixel using the hole-filling 

process. The hole-filing process described as pseudocode in 

Figure 6.  

 

Figure 6 Pseudocode for Hole-filing 

After that, we implemented a guided image filter (GIF) 

due to its good edge-preserving capabilities. The filter 

kernel for GIF implemented in this paper defined in 

Equation (8). 

 

     ( )  
 

   
 ∑ (  

(     )(     )

  
   

)

    

 (8) 

where I the guidance image and p represent the (x; y) 

coordinates pixel of interest. Another pixel position, q, 

denote the neighbouring pixel in the support region wk. 

Then, σ and µ are the variance and mean of the intensity 

values, respectively. The parameter,   is used as a control 

element for the smoothness term. Then we refined the 

disparity map using GIF defined as     in Equation (9). 

 

    ( )      ( ) ( ) (9) 

The Weighted Median (WM) filter was implemented to 

remove any existing outliers in the disparity map. We use 

the following cosine similarity weight function as defined 

in (10) for the weighted median filtering. 

 

   
    

     

         
  (10) 

   ( )    
    ( )   ( ) (11) 

After the WM filter implemented, the final disparity map 

generated from the whole proposed algorithm represented 

by   ( ) in Equation (11). The next section will provide 

an overview of the proposed method’s performance 

quantitatively and qualitatively. 

IV. RESULTS AND DISCUSSION  

We performed several experiments using the training 

dataset of the Middlebury v3 online benchmarking system 

[20]. The dataset contains indoor-type stereo image pairs 

with very accurate ground truth as reference. The 

experiment conducted using a personal computer (PC) 

platform to examine the proposed method’s performance. 

We used the Keras library with Tensorflow as the back-end 

using Python programming for the deep learning network 

training. We performed the training for 500 epochs with a 

batch size of 128, which will save the best performing 

weightage for the network upon completion. The learning 

rate is set to 0.0001 using Adam optimizer.  
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The training images from Middlebury datasets are split 

into two parts for network training and validation. The 

OpenCV[28] library is also used in the proposed algorithm 

for image acquisition and post-processing operations. 

To show the competitiveness of the proposed algorithm, 

we also performed a comparison with other published 

methods, MC-CNN-acrt[14], PSMNet_ROB[22], JMR[24], 

SGBMP[23], MC-CNN-WS[29], HGIF[30], and 

LS_ELAS[31]. The quantitative comparison performed as 

illustrated in Table 1 and 2. We also conducted a 

qualitative comparison with the methods as in Figure 7. 

The metrics used in the comparison is the average error 

percentage for invalid disparity values in the whole image 

and nonoccluded region (denoted as All and NonOcc error, 

respectively).   

Table 1 shows the comparison of All errors between the 

methods mentioned above. We are comparing methods that 

utilize the Siamese-based network (MC-CNN-acrt [14] and 

MC-CNN-WS[29] ) and our approach. We can see that our 

method outperformed both methods. Our results on All 

error is 8.51%, while for MC-CNN-acrt and MC-CNN-WS 

are 11.80% and 13.70%, respectively. This show 

significant improvement our proposed method as compared 

to other Siamese based implementation.  

Comparing our result to other hybrid algorithms such as 

JMR[24] and SGBMP[23]. The output produced by the 

proposed algorithm also outperformed the other two hybrid 

algorithms. The JMR algorithm had an average error of 

9.57%, and SGBMP made an 11.20% error based on 

quantitative data on TABLE 1. 

TABLE 1  

RESULTS FROM MIDDLEBURY BENCHMARK – ALL ERROR 
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TABLE 2  

RESULTS FROM MIDDLEBURY BENCHMARK – NONOCC ERROR 

The average error on the nonoccluded region, NonOcc, 

is illustrated in TABLE 2. The overall results obtained show 

that the proposed algorithm performed competitively 

among the other algorithms. The proposed algorithms 

ranked fourth in TABLE 2, where the proposed algorithm 

produced output with 5.77% of error. The proposed 

algorithm performed better than the hybrid method 

SGBMP algorithm (7.25%) and the end-to-end network-

based algorithm, PSMNet_ROB(9.60%).  

When we compared the PianoL image (image with 

different lighting conditions) to the original Piano image, 

we found that the proposed method performed better than 

the other algorithms when there are radiometric changes. 

The amount of error percentage difference between PianoL 

and Piano image generated by the proposed method is the 

smallest among all other algorithms. This result valid for 

the result as illustrated in TABLE 1 and TABLE 2.  

The comparison shows that the proposed method is 

robust against radiometric changes and performed better 

than other algorithms. 

In terms of qualitative comparisons, we compared the 

output sample from the Playtable image generated by the 

proposed algorithm with the output from other algorithms, 

as illustrated in Figure 7. Overall comparison, the disparity 

map produced by the proposed algorithm exhibit a smooth 

output compared to other algorithms except for the bottom-

left of the output. However, this error also exists in other 

algorithms in the figure. We also focused on the low 

texture area at the bottom of the table in image pairs. 

Based on our observation, the output produced by the 

proposed algorithms smoother as compared to the output 

produced by the SGBMP algorithm. The qualitative 

comparison reflects quantitative results recorded in TABLE 

1. The other sets of disparity maps generated based on the 

Middlebury dataset are also displayed in Figure 8. 
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Figure 7 Middlebury – Playtable Image Comparison 
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Figure 8 The Generated Disparity Map using Proposed Algorithm 
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V. CONCLUSION  

In conclusion, we demonstrated our proposed stereo 

matching algorithm, which contains a hybrid learning-

based method combined with a handcrafted technique to 

perform matching cost computation. We found that the 

initial cost volume created in the first stage still contains 

noises. The cost aggregation step was implemented using 

BF  to reduce noises and errors. BF is proven effective in 

our experiments as an edge-preserving filter to maintain the 

sharp edge while smoothing the input. To compute the 

initial disparity map, we used simple yet effective WTA 

optimization to produce the initial disparity map. Several 

post-processing steps in the final stage, including LRC, the 

hole filing process, GIF, and WMF, delivered the final 

disparity map. Based on the final disparity map sample in 

Figure 7, the proposed algorithm can improve the disparity 

map’s accuracy in the low texture region while maintaining 

the object edge. Based on the overall performance, as 

shown in Table 1 and Table 2, the proposed algorithm can 

perform competitively compared to other published 

methods based on the Middlebury stereo benchmarking 

system. The Piano and PianoL image results in the tables 

proved that the proposed algorithm is robust against 

radiometric changes compared to other published 

algorithms. So, for our future work, we will focus on 

improving and further testing the algorithm on outdoor 

datasets such as KITTI dataset due to this promising result.  
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