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Implementation of a Least Squares
Navier-Stokes Solver

By Ja’Nya Breeden, Taylor Boatwright, and Jada Lytch

Abstract. The Navier-Stokes equations are used to model fluid flow. Example applications include fluid
structure interactions in the heart, climate and weather modeling, and flow simulations in computer
gaming and entertainment. The equations date back to the 1800s, but research and development of nu-
merical approximation algorithms continues to be an active area. To numerically solve the Navier-Stokes
equations we implement a least squares finite element algorithm based on work by Roland Glowinski
and his colleagues. The solver is coded using the C++ language and the deal Il finite element library. We
investigate convergence rates, apply the least squares solver to the lid driven cavity problem, and discuss

results.

1 Navier-Stokes Equations

1.1 Introduction

The Navier-Stokes equations are a set of partial differential equations first developed by
French engineer Claude-Louis Navier and Irish physicist George Gabriel Stokes. Navier
and Stokes used the work of Swiss Mathematician Leonhard Euler to derive the equations.
The equations are used to describe the flow of incompressible, viscous fluids and consist
of the momentum and continuity equations.

1.2 Continuity Equation

We derive the Navier-Stokes equations using a control element with the volume V =
AxAyAz. Figure 1 illustrates changes in mass flux across the element. The variable p
represents the mass density and # = (u;, Uy, us) represents the flow velocity in the x, y,
and z directions.

Mathematics Subject Classification. 65M60, 76M10
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2 Implementation of a Least Squares Navier-Stokes Solver
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Figure 1: Control volume showing mass flux

Given a control element with volume AxAyAz, we know, by conservation of mass,
that the mass accumulation equals the mass inflow minus the mass outflow [2]. In three
dimensions, the mass accumulation in the control volume is given by the equation:

0 . . . .
AxAyAza—F; = AyAz [(ptin)|x — (PT1) I x+ax] + AxAZ [(pii2) |y — (PT2) | y+ay]
(x,,2)

+AxAy[(pli3)|z — (PU3)|z4az) (1)

where p = p(x, ¥, z) is the fluid’s density and # = (i, Ui, ti3) is the velocity vector field
of the fluid with &; = ii(x, y, z) for 1< j <3.

Dividing both sides of (1) by AxAyAz and letting Ax,Ay, Az — 0, we use the limit
definition of the partial derivatives to obtain the continuity equation

Op  0lpin)  Olpiiz) Olpids) _
ot 0x oy 0z

For steady-state (time-independent), incompressible flow problems having relatively
constant density, the equation simplifies to

0. 2

I N Ol N Otis o,
ox Oy 0z

3)
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Ja’Nya Breeden, Taylor Boatwright, and Jada Lytch 3

1.3 Momentum Equation

The momentum equation (or equation of motion) is based on Newton’s second law,
where the sum of forces F”) acting on a body equals mass times acceleration,

Fi d
ZF(’) =md or Z E,[=m|d
i i F;la, Zi3

We consider a fixed control volume element (see Figure 2) as in the continuity equa-
tion. We note that the acceleration d is with respect to an object’s (fluid volume’s) moving
reference frame (moving with the body). To change to a fixed control volume (fixed ref-
erence frame), the total time derivative (or substantial derivative) is used, viewed as
a chain rule [2]. Considering the x-component (the first component in Newton’s law
having md,), the right-hand side of Newton’s law has the approximation (the y- and z-
component derivations are similar)

. 0(piiy) - Lo
mi ~  AxAyAzl———1+ [AyAz(piiy i) xrax — AyAz(pily i) ]
+ [AxAz(pﬁg ﬁ1)|y+Ay - AXAZ(pﬁZ ﬁl)ly]
+ [AxAy(pilsiin)|z+az = AxAy(piisiiy) ] .

The forces E®” acting on the fluid element can be surface forces (such as shear forces)
and body forces (like gravitational or magnetic forces). The gravitational body force
g =(g1, 8>, &3) is used below as an example. The left-hand side of Newton’s Second Law
then takes the form

Y Fl = AyAz(p + Tan)lxrax — AYAZ(D + Trx) I
i

+ [AXAZ(Ty)ly+ay — AxAZ(Ty0)ly]
+ [AXAY (T2l zvaz — AXAY (T2 ] + AxAyAzpg,

where p is the pressure and Ty, Ty, and T, are the tensile stress and shear stresses,
respectively, acting on the surface of the volume element in the x-direction (figure 2).
Similar to the continuity equation, we divide both sides by AxAyAz, let Ax, Ay, Az — 0,
and use the limit definition for the partial derivatives to obtain

dpii)) O(p(ii))*) (plixihy)  (pliziiy) Op oty  OTxy Oty =
or | oax oy | oz =~5x T or t oy T or HPEL
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Implementation of a Least Squares Navier-Stokes Solver
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Figure 2: Control volume showing stresses [8]

For a fluid whose behavior is not changing over time (in a steady state), the first
term on the left-hand side is zero. We assume the fluid to be incompressible (p is
constant) and the fluid motion to be independent of time. Further, we assume the fluid
to be Newtonian, where stresses are proportional to the symmetric part of the velocity
gradient with viscosity p being the proportionality constant [4]:

I 0l

(* e e ﬁl)
7 u u
b "ox 26y %0z

The y and z components are

+ Uy + U3

(l’l Otip _ Oilp _ Oty
"ox oy

and

(17 6ﬁ3+* 6ﬁ3+ﬁ O3
i
P Vox Zay 3oz

2 - -
_p+u(a u1+6 u1+6 u1)+f1.

dx? 9y? 022

62u3 + 62

_ _0op i3 | 0°1i3 ry
- az+“(ax2 9y? +6z2)+f3

respectively, where we represent the sum of all body forces (including the gravitational

force) with f = (fi, fo, f5).

In vector form, the Navier-Stokes equations are

Rose-Hulman Undergrad. Math. J.
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Ja’Nya Breeden, Taylor Boatwright, and Jada Lytch 5

—UAsi+pu-Vii+Vp :f
V-u =0.

The organization of the rest of the paper is as follows. In Section 2 we introduce the
Stokes equations, review the weak formulation, introduce the finite-dimensional dis-
cretization, and construct the system matrix. We are particularly interested in the Stokes
system matrix, since it is the main component of Glowinski’s least squares algorithm.
In Section 3, we review system matrices that result from Newton and Picard iteration
methods applied to the Navier-Stokes equations, for comparison with the Stokes system
matrix. In Section 4, we outline the least squares algorithm with an emphasis that all five
different finite element matrix solves are for Stokes matrix systems.

2 Stokes Equations

2.1 Stokes Equation

The Stokes equations

~Ali+Vp = finQ
V- = 0inQ
u = gonT,

result from dropping the advection term #- Vi of the Navier-Stokes equations. Stokes
equations can be used to model slow moving or creeping fluid flow. Note that Q is the
domain of the fluid and T is the boundary of the fluid domain. The third equation
indicates that the velocity is controlled and equal to g at the boundary I of the fluid
domain. Note, the boundary condition g is not to be confused with the gravitational
force.

2.2 Weak Formulation

We use the Galerkin finite element method (FEM) to obtain the system of equations
that we solve. We step through the mechanics of FEM for the Stokes equations below,
since this relates directly to our least squares algorithm code. Our first step is to obtain
the weak formulation. We multiply the Stokes equations by smooth functions 7 and g,
called test functions. We integrate over the domain and apply integration by parts on
different terms, reducing differentiability requirements on the unknowns (the velocity
and pressure).

Rose-Hulman Undergrad. Math. J. Volume 23, Issue 1, 2022



6 Implementation of a Least Squares Navier-Stokes Solver

<

fw-va dQ—f Py dQ:ff-ﬁ Q.
Q Q Q
—0

f qVv-u dQ
Q
The velocity 77 components belong to the space

Hl(Q)::{f:fode<ooandeVf-VfdQ<oo}

and the pressure p belongs to the space [7]
L2(Q) := {f: f fPda = 0}
Q

The weak formulation can be rewritten as

a(ii, ) + b, p) = (f, 1) Ve H'(Q)
b(il,q) =0 Vg el?(Q)

where

a(ii, ) = vaﬁ:Vﬁ dQ Vi, v e H(Q)
b(u,q):—fqv-ﬁ dQ viie HY(Q) and g € L2(Q).

The : symbol is a double dot product of the gradient vectors (we think of these as
Jacobians) defined by

3 3. 9il; 0U; 0il; OU; 0ii; T,
Vii:VU = Viu;-Vv; = _
vy Z Hit Vv ; 0x O0x Oy 0y 0z 0z

i=1 i

2.3 Discretization

We discretize the equations and approximate the infinite dimensional unknowns #
and p with basis functions from the finite-dimensional subspaces Vg c H'(Q) and
S"  12(Q) where h represents the size of the grid discretizing Q. We note that the
boundary condition & = g on I' is indicated by the subscript in Vg. We use Taylor-Hood
finite elements in the discretization, since they are numerically stable [7]. One advantage

Rose-Hulman Undergrad. Math. J. Volume 23, Issue 1, 2022



Ja’Nya Breeden, Taylor Boatwright, and Jada Lytch 7

of the finite element method is its use of basis functions that have compact support and
are non-zero on only a small portion of the domain, which lead to sparse matrices (and
potentially less arithmetic operations in the solving process) that are non-zero in only a
small portion of entries. To indicate the finite-dimensional approximation with finite
elements, the h subscript is used:

) Vﬁhexﬁ

a@", o™+ b@", p™M = (f
)=0 vg"esh. 4)

Substituting in the basis function linear combination

K J
i"(x) =Y oy Uk (x) p"x) =Y Brar(x),
k=1

=1
we have
K J N
Zaka(ﬁk, 171)+Z[3]'b(171,6]j):(f, Up) foralll</=<K
k=1 j=1
K
orb(U,q) =0 foralll<l<]J,
k=1

2.4 Matrix Formation

For each test (basis) function the corresponding equation can be written as a vector-
vector dot product. For the momentum equation we have

o]
(00]
[a(vi,v1) a(ve, 1) ... alvg,v)] *
| OK )
For the continuity equation we have
1 ]
B2
[b(vi,q1) b(v1,q2) ... b(vi,qp]*
| Bx]

Rose-Hulman Undergrad. Math. J. Volume 23, Issue 1, 2022



8 Implementation of a Least Squares Navier-Stokes Solver

Grouping these equations, we obtain the matrix system for Stokes:

F
= 0], )

A BT
B 0

(04

§

where the block matrices A and B and block vector F have the form

A=la;j]l =la(vj,v;)] 1<i,j<K
BZ[bij]:[b(l)j,qi)] 1<i<]and1<j<K
F=[f;]=(f,v0).

3 Newton and Picard Iterations

Two common methods used to solve the Navier-Stokes equations are the Newton itera-
tion and Picard iteration. The goal of this section is to compare the Stokes matrix system
to the Navier-Stokes matrix systems that result from the Newton and Picard iterations.
The Newton and Picard iterations are obtained by linearizing the (nonlinear) Navier-
Stokes equations. From this point onward, we work in two dimensions, corresponding
to our code.

3.1 Newton Iteration

To obtain the Newton iteration, we apply Newton’s method

H'(X4) (86X) = ~-HXg).

to the Navier-Stokes equations, where 8X represents the difference between the
unknown variables for two consecutive iterations in the Newton Method. We iterate to
find the zero of the function

R (i * Uy + U * ﬁly)+px_”(ﬁ1xx+ﬁ1yy_ﬁ)
HX) = | p(ty * liax + U * Upy) + py — W(loxx + U2yy — f2)
ﬁX + ﬁy
To obtain H' (X4 1) (6X) we use the Gateaux derivative
HXj+1 +€6X) — HXj41)
€

H{ (X+1) (5X) = lim

where X is

Rose-Hulman Undergrad. Math. J. Volume 23, Issue 1, 2022
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and
TLak 8l
—_ | pk+1 -
Xp+1+€0X = | iy +€ |0ty |,
k+1
p dp
where
oty ﬁ{““—iif
60X =|06uy| = ﬁf“—ﬁg
k+1 &
&p pc—p

Substituting the results into Newton’s method and simplifying, we obtain

—Adlgyy + g - Vigyy + Uy - Vidg + Vprgr = |+ g - Vil

3.2 Picard Iteration

The Picard iteration can be obtained by dropping the two terms i Viiy and i, Viiy of
the Newton iteration, resulting in

-

—Aly + g Vg1 +Vprer = [

3.3 Matrix Systems

Similar to the Stokes equations, we can obtain the weak formulation for both Newton
and Picard iterations, discretize the weak forms, and formulate the matrix equations.
We state the corresponding system matrices for both the Newton iteration and Picard
iteration below.

The matrix equation for the Newton iteration is

A+Ci+Cy BT
B 0

Ci

o)Ll

“l:

where c; and ¢, are the unknown values of the discretized velocity and pressure,

The matrix equation for the Picard iteration is

A+C, BT
B 0

7

)

Cp

— 1l

c(ﬂ/,ﬁ,ﬁ):f(w-Vﬁ)-ﬁ aQ Vi, v, weH (Q)

and

Rose-Hulman Undergrad. Math. J. Volume 23, Issue 1, 2022



10 Implementation of a Least Squares Navier-Stokes Solver

1 - - -
C1 = [¢;;] = cliig, lig+1, V)

2 - -
Cz = [¢j;] = c(ibg41, Uik, D).

Comparing the matrix systems that result from the Newton and Picard iterations,
we see that the Picard iteration has a simpler system matrix (with one less term in the
upper left block). However, simpler still is the Stokes matrix, with only one term in
the upper left block. For large problems (having many unknowns corresponding to
highly refined meshes) matrices are inverted approximately (in iterations) and the Stokes
system is easier and costs less to invert using iterative methods in comparison to the
Newton and Picard iterations [5]. This fact motivates the development of our code and
the implementation of the least squares solver proposed by Glowinski and colleagues
[6].

4 Code

4.1 System Initialization

Our least squares solver minimizes the least squares function [7]

1
I(ﬁh)=§a( hahy, @y, (6)

where 7" in Vg‘ is obtained from ii" by solving the Stokes system

a", o™+ b@", 6" = a@", oM + c@", a", oM - (f, oM vilevh
bG", g" =0 vg"esh.
We note the boundary condition 7" = 0 on I for the system and that it is indicated by
the subscript in Vé‘ (similar to section 2.3. Prior to solving the system above, a Stokes

solve (see equations (4) and (5)) is performed (with boundary conditions " = g) to

obtain an initial guess ﬁg. The equations above are then solved (let 3751 correspond to
=11
Uuy).

0

Our next step is to determine g” (not to be confused with the boundary condition g)
by solving

a@", v +b@",0" = a@", 0" + c@", 7", M + c@", v", ) Vol evl

bE" g =0 vg"esh. @)

Rose-Hulman Undergrad. Math. J. Volume 23, Issue 1, 2022



Ja’Nya Breeden, Taylor Boatwright, and Jada Lytch 11

We note that this system is also a Stokes system and let the solution be g’(’; The next
Stokes system solves take place in the main algorithm loop (step 4 in flowchart figure
3). The parameter p,, is determined (see figure 3 - step 4A) by searching for a minimum
of the least squares function. Recall that the least squares function definition (6) has to
do with J7h. Newton’s method is used to find the minimum ([6] explains this in detail).
Overall, each pass through the search requires two Stokes system solves shown below.
First we solve for )7{‘ € Vé’ (and 9{1) in

aGp, o + b(@",00) = a(@", 5" + c@", @", oM + c@", @' vhy  vitev)

b q" =0 vg"esh.

We then solve for j/'zh in V(’)1 (and 6?) in

a7}, o+ b@", ) = c@", @", 7" vi'evy

b, q" =0 vg"esh.
The relationship (see [6] for details)

"= —pit +0°7; ®)

is used in the Newton’s method minimization process to obtain the minimum p,
(substituting the relation for j/'h into the definition of the least squares function). After
the minimum is found, #"* and 7" are updated (step 4B in figure 3). The system (7) is
then solved again in step 4C (its norm also gets smaller like the least squares function
J(u"""1) and it can be checked for falling below a certain tolerance - see [6]). If the relative
tolerance on the least squares function is met, the code returns. If not, y, and w*+! are
determined (steps 4E and 4F) and the loop continues.

Overall, the algorithm implementation is a series of Stokes solves. The steps of
this algorithm are a conjugate gradient method applied to the Navier-Stokes equations.
Conjugate gradient algorithm properties and the convergence of the algorithm are
discussed in [6].

4.2 Algorithm

The following algorithm utilizes the aforementioned Stokes solves to implement the
minimization algorithm used in [6]. The variable k represents the iteration number for
the Stokes solve.

Rose-Hulman Undergrad. Math. J. Volume 23, Issue 1, 2022



12 Implementation of a Least Squares Navier-Stokes Solver

1. Initializa-

tion: u® e V" llgkl?
8 A. Calculate p,, =
is chosen Pn = ek wh)
2. Solve
for g°

B. Set i1 = ik — p,,wk

3. Set w® = g°

C. Solve for gk*'n e V for
the equation (g**1,v) =
(g, v) —pna(wk,v)VveVv

4. Loop.

S k+1 N
D.If 1) < ¢ get i =
J(u9)

l #1k*1 and set flag to on

5. End Loop if flag == on

k

E Set w* =gl 4y, w

‘ 7. Stop ’

Figure 3: Flowchart for Navier-Stokes least squares solve.

The figure above visualizes the flow of the least squares code, based on the algorithm
by Roland Glowinski and his colleagues [6]. We note the inner loop implementation to
determine p,, using Newton’s method with a relative error tolerance of 107° (as discussed
above). The code’s outer loop continues until the relative error of J, is less than the
stopping criterion 107%. The least squares code utilizes the academic library deal.Il to
assist in the implementation of the finite element method [1, 3].

Rose-Hulman Undergrad. Math. J. Volume 23, Issue 1, 2022
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5 Results and Discussion

5.1 Exact Solution Convergence Rates

The test functions, ii and p

. i e*sin(y)
u= - = X
U e*cos(y)
1, 1
=—=e"+ =
P 2 2

on the unit square domain were chosen so that the right hand side of the exact solution,
E will equal 0:
10
=1ol-

Below are the convergence results in Table 1 for the exact solution. The convergence
rates were calculated between each pair of consecutive runs using the formula

f _[—(e*sin(y) —e*sin(y)) + (e*sin(y))(e*sin(y)) + (e*cos(y))(e*cos(y)) — e2x
| —(e*cos(y) —e*cos(y) + (e sin(y)) (e cos(y)) + (e“cos(y)) (—e*sin(y))

ln(g—;)

iy

where the errors E; have been measured using the H; or L, norms. We see that the rates
of convergence are as expected since the velocity finite elements are quadratic (order 2)
in each coordinate direction and the pressure finite elements are linear (order 1) in each
coordinate direction.

H Mesh L, Convergence H; Convergence H

8x8  2.659e-05 - 1.611e-03 -
16x16 3.061e-06 3.1188 3.778e-04 2.0923
32x32  3.740e-07 3.0329 9.264e-05 2.0279
64x64 4.648e-08 3.0084 2.304e-05 2.0075

Table 1: Velocity Convergence Table

Rose-Hulman Undergrad. Math. J. Volume 23, Issue 1, 2022



14 Implementation of a Least Squares Navier-Stokes Solver

H Mesh L Convergence H, Convergence H

8x8  5.122e-03 - 2.639¢e-01 -
16x16 1.264e-03 2.0187 1.321e-01 0.9984
32x32 3.141e-04 2.0087 6.604e-02 1.0002
64x64 7.828e-05 2.0045 3.302e-02 1.0000

Table 2: Pressure Convergence Tables

5.2 Lid-Driven Cavity Problem

Definition 3.1 The Reynolds number (Re) helps predict flow behavior in fluid flow

problems. Defined by
ul.  puL
Re= — ="—,
v M
it can be used to determine if a flow is laminar or turbulent.

Definition 3.2: The Lid-Driven Cavity problem is a test problem that calculates the
velocity of a system where a shear force interacts with the surface of a unit square. We
set the velocity to be 1 when y =1 and 0 at all other points.

Table 3 shows results for the lid-driven cavity test problem for Reynolds numbers
between 100 and 2,000. It shows the number of iterations needed to converge to an
error tolerance of 107 are given at two different mesh sizes. We note that as the mesh
is refined (and the number of mesh cells increases), the number of iterations to reach
convergence decreases for each Reynolds number. For a 32x32 mesh at a Reynolds
number of 2,000 the results of the lid-driven cavity are as expected and comparable to
those of Glowinski [6].

H Re 32x32  64x64 H

100 9 9
200 50 49
500 335 313
800 539 408

1000 708 153
2000 4013 1886

Table 3: Iteration Count

Rose-Hulman Undergrad. Math. J. Volume 23, Issue 1, 2022
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DB: navier_stokes-0.0005.vtk DB: navier_stokes-0.0005.vtk
Cycle:5  {ime:5 Cycle:5 = {Time: | / \
N \\ )
/ { \ T
/ |
1 \ |
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/ by \ /
/ NI \
f \ \ /
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\ y — /
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(a) Velocity Contour (b) Pressure Contour

Figure 4: 32x32 Mesh, Reynolds Number 2000

DB: navier_stokes-0.0005.vik
Cycle: 5 ime:5

0.2 0.2 . 0.8
2

user: ubuntu user: ubuntu
SatMay 11901202021 SatMiay 119:0036 2021

(a) Pseudocolor of Velocity (b) Velocity Vectors

Figure 5: 32x32 Mesh, Reynolds Number 2000

6 Future Work

In the short term, we would like to test the code with higher Reynolds’ numbers and
finer mesh sizes (like 128x128 and 256x256) and compare them to Glowinski’s time-
dependent code [6]. If the results are promising, we would like to parallelize the code
and utilize an indirect solver to achieve finer mesh sizes at higher Reynolds numbers.
The indirect solver would require a preconditioner, and we could therefore exploit the
simplicity of the Stokes system matrix. Successful results would lead to developing this
code for real-world applications, such as seen in computer graphics gaming simulations
or fluid structure interaction modeling. Finally, we are also interested in extending this
implementation to the least squares algorithm having time dependence.
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