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Abstract. In this paper we look for PDEs that arise as limits of values
of Tug-of-War games when the possible movements of the game are
taken in a family of sets that are not necessarily euclidean balls. In this
way we find existence of viscosity solutions to the Dirichlet problem for
an equation of the form −〈D2v · Jx(Dv); Jx(Dv)〉(x) = 0, that is, an
infinity Laplacian with spatial dependence. Here Jx(Dv(x)) is a vector
that depends on the the spatial location and the gradient of the solution.

1. Introduction

Our main goal in this work is to look for PDEs that may arise as continuos
values of Tug-of-War games when the sets of possible movements are not
restricted to be euclidean balls. In this way we obtain what we can call a
natural way of defining a infinity Laplacian with spatial dependence.

First, let us recall that the infinity Laplacian is the nonlinear degenerate
elliptic operator, usually denoted by ∆∞, given by the following expression:

∆∞v := 〈D2v ·Dv; Dv〉 =
N∑

i,j=1

∂v

∂xi

∂v

∂xj

∂2v

∂xi∂xj
.

Note that this expression can be read as the second derivative of v in the
direction of its gradient. The infinity Laplacian arises from taking limit as
p → ∞ in the p-Laplacian operator in the viscosity sense, see [2] and [7].
In fact, let us present a formal derivation. First, expand (formally) the
p−laplacian:

∆pv = div
(|Dv|p−2Dv

)
=

= (p− 2)|Dv|p−4





1
p− 2

|Dv|2∆v +
∑

i,j

vxivxjvxi,xj





and next, using this formal expansion, pass to the limit in the equation
−∆pv = 0, to obtain −∆∞v = −∑

i,j vxivxjvxi,xj = −〈D2v ·Dv; Dv〉 = 0.
Note that this calculation can be made rigorous in the viscosity sense.
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The infinity Laplacian operator appears naturally when one considers
absolutely minimizing Lipschitz extensions (AMLE) of a Lipschitz function
F defined on the boundary; see the survey [2]. It turns out (see [2]) that
the unique AMLE of F (defined on ∂Ω) to Ω is the unique solution to

(1.1)

{
−∆∞v(x) = 0 x ∈ Ω,

v(x) = F (x) x ∈ ∂Ω.

A fundamental result of Jensen [16] (see also [1] and [3]) establishes that
this Dirichlet problem for ∆∞ has existence and uniqueness of solutions
in the viscosity sense. Solutions to −∆∞v = 0 (that are called infinity
harmonic functions) are also used in several applications, for instance, in
optimal transportation and image processing. Also the eigenvalue problem
related to the ∞-laplacian has been exhaustively studied, see [9], [17], [18].

Recently, this equation (and also the p−Laplacian) was related to contin-
uous values of Tug-of-War games, see [28]. See also [1], [4], [8], [19], [21],
[22], [23], [24], [27], [29] and, for numerical approximations, [26].

The Tug-of-War game related to the infinity Laplacian studied in [28]
can be briefly described as follows (see Section 2 for details): a Tug-of-War
game is a two-person, zero-sum game, that is, two players are in contest
and the total earnings of one are the losses of the other. The rules of the
game are the following: consider a bounded domain Ω ⊂ RN , and take a
strip around the boundary Γ ⊂ RN \ Ω. Let F : Γ → R be a Lipschitz
continuous function (the final payoff function). At an initial time, a token
is placed at a point x0 ∈ Ω. Then, a (fair) coin is tossed and the winner
of the toss is allowed to move the game position to any x1 ∈ Bε(x0). At
each turn, the coin is tossed again, and the winner chooses a new game state
xk ∈ Bε(xk−1). Once the token has reached some xτ ∈ Γ, the game ends
and the first player earns F (xτ ) (while the second player earns −F (xτ )).
This game has a expected value uε(x0) (called the value of the game) that
verifies the Dynamic Programming Principle (DPP),

(1.2) uε(x) =
1
2

sup
y∈Bε(x)

uε(y) +
1
2

inf
y∈Bε(x)

uε(y) ∀x ∈ Ω,

here it is understood that uε(x) = F (x) for x ∈ Γ. This formula can be
intuitively explained from the fact that the first player tries to maximize
the expected outcome (and has probability 1/2 of selecting the next state
of the game) while the second tries to minimize the expected outcome (and
also has probability 1/2 of choosing the next position).

As ε → 0 we have that
uε ⇒ v

uniformly and this limit v (that is called the continuous value of the game)
turns out to be the unique solution to (1.1). The fact that the limit is a
solution to the equation can be intuitively explained as follows: for a smooth
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function φ with non-zero gradient the maximum in Bε(x) is attained at a
point on the boundary of the ball ∂Bε(x) that lies close to the direction of the
gradient, that is, the location of the maximum is close to x+εDφ(x)/|Dφ(x)|.
Analogously the minimum is close to x − εDφ(x)/|Dφ(x)| and hence the
DPP, equation (1.2), for the smooth function φ reads as

0 ∼ 1
2
φ
(
x + ε

Dφ(x)
|Dφ(x)|

)
+

1
2
φ
(
x− ε

Dφ(x)
|Dφ(x)|

)
− φ(x),

that is a discretization of the second derivative in the direction of the gra-
dient. This formal calculation can be fully justified when one works in the
viscosity sense, see [8], [13], [14] and [28].

Our main concern in this paper is to answer the following question:

What are the PDEs that can be obtained as continuous values of Tug-of-
War games when we replace the ball Bε(x) with a more general family of
sets Aε(x) ?

To answer this question we have to assume certain conditions on the
family of sets Aε(x) and the way that they behave as ε → 0 (see Section 2
for details). In our case the DPP reads as

uε(x) =
1
2

sup
y∈Aε(x)

uε(y) +
1
2

inf
y∈Aε(x)

uε(y).

Following our previous discussion for the case of balls we can guess that the
limit PDE as ε → 0 will depend on the point at which a smooth function
φ with non-zero gradient attains its maximum (and its minimum) in Aε(x).
Our conditions on the sets Aε(x) are such that there is a preferred direction
where the maxima and the minima of a smooth function φ with non-zero
gradient are closely located when ε → 0. This preferred direction depends
on the spatial location and on the gradient of φ at that point. We call such
direction Jx(Dφ(x)).

Our main result reads as follows:

Under adequate conditions of the family of possible movements Aε(x) (see
Section 2.1) and assuming that the set Ω has boundary with strictly positive
curvature, the values of the Tug-of-War game described above with the ball
Bε(x) replaced by Aε(x) converge uniformly (along subsequences) to some
continuous limit v that is a viscosity solution to

(1.3)

{
−〈D2v · Jx(Dv); Jx(Dv)〉(x) = 0 x ∈ Ω,

v(x) = F (x) x ∈ ∂Ω.

Here, as we have mentioned, Jx(Dv) depends on x (this dependence comes
from the dependence of the sets Aε(x) on x) and on Dv(x). Note that in this
limit equation we also have a second derivative of v but now the direction is
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not given by Dv(x) but by the vector Jx(Dv(x)) that depends also on the
spatial location x. In this sense we have found a natural way of introducing
spatial dependence in the infinity Laplacian.

As a first example of possible sets Aε(x) we mention balls in `q with
1 < q < +∞, that is,

(1.4) Aε(x) = B`q

ε (x) =



y ∈ RN :

(
N∑

i=1

|yi − xi|q
)1/q

≤ ε



 .

In this case, given a direction v, the resulting Jx(v) does not depend on x
and read as

Jx(v) =

(
|v1|−

q−2
q−1 v1, ..., |vN |−

q−2
q−1 vN

)
∥∥∥
(
|v1|−

q−2
q−1 v1, ..., |vN |−

q−2
q−1 vN

)∥∥∥
`q

.

Then, the limit PDE that appear in (1.3) is given by

−〈D2v · J(Dv);J(Dv)〉 = −
∑

i,j

∣∣∣∣
∂v

∂xj

∣∣∣∣
− q−2

q−1 ∂v

∂xj

∣∣∣∣
∂v

∂xi

∣∣∣∣
− q−2

q−1 ∂v

∂xi

∂2v

∂xi∂xj
= 0.

This equation also appear as limit of p−Laplacian type operators when
p →∞, see [6].

To obtain an equation with dependence on x we can just consider q = q(x)
in the previous example, that is, we play in balls of `q with different q at
each point (we have to assume here that q(x) is continuous and bounded
away from one and infinity to fulfill our hypothesis on the sets Aε(x)).

As another example we can also consider Aε(x) as ellipses as long as the
eccentricity does not degenerate.

We can also consider balls in `q with q < 1, but in this case the sets
Aε(x) given by (1.4) does not fulfill our hypothesis. Hence we treat this
case separately in the last section of this paper. In this case we obtain as
the limit PDE,

∑

i∈I(Dv)

∣∣∣∣
∂v

∂xi

∣∣∣∣
2 ∂2v

∂x2
i

= 0,

where I(Dv) = {i : | ∂v
∂xi
| = maxj | ∂v

∂xj
|}. This equation also appears as

the limit equation of a values of the game when we play in lattices, that
is, when we take Aε(x) = {x± εei, i = 1, ..., N}. This case also has to be
treated separately, see Section 5.

This equation can also be obtained as limit of p−Laplacian type equations
as p → ∞ and is known as the pseudo infinity Laplacian in the literature,
see [5], [15] and [30].
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Let us point out that for the general case of Jx depending on x in (1.3) it
seems difficult to obtain existence of solutions as limits of p−Laplacian type
problems. Hence, our results also provide a new existence result for (1.3).

The paper is organized as follows: In section 2 we introduce the precise set
of conditions that we assume on the family of possible movements, describe
with some detail the Tug-of-War game and prove some of its properties
(among them, there is a comparison principle for values of the game); in
Section 3 we show that, taking a subsequence if necessary, the values of
the game converge uniformly to a continuos limit; in Section 4 we prove
that a uniform limit of the values of the game is a viscosity solution of the
limit PDE and finally, in Section 5 we analyze briefly the case of possible
movements in balls of `q with q < 1 or in a lattice.

2. Preliminaries

First, let us introduce the properties that we will assume for the family
of sets {A(x)} that encode the possible movements of the game.

2.1. Conditions on {A(x)}. We assume that {A(x)} is a family of compact
subsets of RN that verifies the following conditions:

(1) For every x, A(x) 6= {x}, 0 ∈ A(x) − x and A(x) − x is symmetric
with respect to the origin;

(2) {A(x)} has uniformly bounded diameters,

(2.1) diam(A(x)) ≤ L;

(3) For every x and for every v ∈ RN , v 6= 0 there exists a unique
z ∈ A(x)− x such that

min
z∈(A(x)−x)

〈v; z〉 = 〈v; z〉.

From now on we will denote by Jx(v) the point z, that is, Jx(v) is
the point where the linear function z 7→ 〈v; z〉 attains its minimum
in the set A(x)− x. Note that

〈Jx(v); v〉 6= 0 and Jx(λv) = Jx(v) for λ > 0.

Hence, Jx(v) depends only in the direction of v, i.e, Jx : SN−1 → RN .
Also remark that the point where the maximum of z 7→ 〈v; z〉 in
A(x)− x is located is −Jx(v) (we use that A(x)− x is symmetric).
Therefore, the direction given by the minimum of the linear function
is collinear with the direction of the maximum.

In addition, we requiere that

(2.2) Jx : SN−1 → ∂(A(x)− x) is surjective.

That is, for any z ∈ ∂A(x) − x there exists a direction v ∈ SN−1

such that Jx(v) = z.
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(4) (Continuity with respect to x) Given x0 ∈ Ω, if xn → x0 as n →∞,
then

(2.3) for every z ∈ A(x0)− x0 there exists zn ∈ A(xn)− xn

such that zn → z;

(2.4) if zn ∈ A(xn)− xn, zn → z, then z ∈ A(x0)− x0.

(5) We also assume that, given K > 0 there exists 1 > α > 0 and C > 0
independent of ε such that, if Jx(v) = z then

(2.5) {y ∈ A(x)− x : 〈y; v〉 > 〈z; v〉 −Kε} ⊂ BCεα(z),

for ε small enough. Note that this condition holds (with α = 1/2) if
the sets A(x)−x have boundaries with uniformly positive curvature.

Now, the set of possible movements at each location x ∈ Ω for ε small is
given by the family {Aε(x)} defined as

(2.6) Aε(x) = ε(A(x)− x) + x,

that is, Aε(x) is the contraction by ε (centered at x) of the set A(x).

Note that Aε(x) → {x} as ε → 0.

Remark 1. The last assumption (condition (2.5)) is used only in the proof
of uniform convergence of the values of the game uε, see Section 3, while
the rest of the assumptions are needed also in the proof of the fact that a
uniform limit is a viscosity solution to the limit problem, see Section 4.

Remark 2. The positions of the game are not assumed to be reversible, that
is, we can have that y ∈ Aε(x) and x 6∈ Aε(y). Hence, in this case, there is
no distance d(x, y) such that Aε(x) = Bd

ε (x) = {y : d(x, y) ≤ ε}.

As we have mentioned in the introduction examples of sets A(x) that
fulfill our conditions are the balls in `q given by (1.4). As another example,
one can also consider a family of ellipses depending on x as Aε(x) as long
as they do not degenerate (the eccentricity needs to be bounded away from
zero). As a non-smooth example in R2 we mention the set A(x) − x =
{(y1, y2) ∈ R2 : (y1)2 − 1 ≤ y2 ≤ 1− (y1)2}.

Now, let us consider J : SN−1 → RN and try to find conditions under
which there is a set A (satisfying our previous assumptions) such that J(v)
has the same direction that the point where the linear function 〈v; z〉 attains
its minimum (or maximum) in the set A.

Let v(θ) = v(θ1, ..., θN−1) ∈ SN−1 be a local parametrization of the sphere
and consider J(v(θ)). We look for a surface (that is going to be the boundary
of A) of the form a(θ)J(v(θ)). Since, for any θ, the minimum of z 7→ 〈z; v(θ)〉
has to be attained at the point a(θ)J(v(θ)) we need to impose that

(2.7) 〈 ∂

∂θi
(a(θ)J(v(θ)); v(θ)〉 = 0, ∀i = 1, ..., N − 1,
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that is, using that we have 〈J(v(θ)); v(θ)〉 6= 0,

∂

∂θi
(ln(a(θ)) = −〈

∂
∂θi

[J(v(θ))]; v(θ)〉
〈J(v(θ)); v(θ)〉 .

Hence, is we assume that

Θ(θ) =

(
−〈

∂
∂θ1

[J(v(θ))]; v(θ)〉
〈J(v(θ)); v(θ)〉 , ...,−

〈 ∂
∂θN−1

[J(v(θ))]; v(θ)〉
〈J(v(θ)); v(θ)〉

)

is conservative, we have a function b such that Db(θ) = Θ(θ) and then we
can set

a(θ) = eb(θ)

to obtain (2.7). Note that this function a(θ) can be computed in terms of
J and its derivatives.

Therefore, we have obtained the following result.

Proposition 3. Let J : SN−1 → RN be such that 〈J(v); v〉 6= 0 and consider
the surface a(θ)J(v(θ)) with a(θ) as above. If this surface is the boundary
of a symmetric set A with 0 an interior point of A and with boundary of
positive curvature, then J is such that J(v) is the direction where the linear
function 〈v; z〉 attains its minimum (or maximum) in the set A (and this
set A verifies our previous conditions).

Remark that this result (look at the calculations made before) imposes
restrictions on the functions J : SN−1 → RN that can appear in the limit
equation (1.3).

As an example, let us consider the linear case in which J is given by
J(v) = M · v in R2. When M is assumed to be symmetric and positive
definite it has two eigenvectors ξ1, ξ2, with associated eigenvalues λ1, λ2 > 0.
In this case J is associated to a set A that verifies our conditions. We can
take A to be the ellipse with principal directions the eigenvectors given
by A = {s1ξ1 + s2ξ2 : s2

1 + λ1
λ2

s2
2 ≤ 1}. In fact, an easy calculation

gives that the minimum of (s1, s2) 7→ 〈(s1, s2); (v1, v2)〉 in A is given by
J(v1, v2) = α(v1,

λ2
λ1

v2) for some α > 0 (here we use coordinates in the base
(ξ1, ξ2)). Note that the case M negative definite is analogous (λ1, λ2 < 0 in
this case) and that M semidefinite (λ1 = 0) or indefinite (λ1 > 0, λ2 < 0) is
impossible since in this case there is a vector v 6= 0 such that 〈M · v; v〉 = 0.

2.2. Description of the game. We follow [28]. Let Ω ⊂ RN be a bounded
smooth domain. For a fixed γ > 0, consider a strip around the boundary
Γ ⊂ RN \ Ω given by

Γ =
{
x ∈ RN \ Ω : dist(x, ∂Ω) ≤ γ

}
.

Let F : Γ → R be a Lipschitz continuous function.
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A Tug-of-War is a two-person, zero-sum game, that is, two players are in
contest and the total earnings of one are the losses of the other. Hence, one
of them, say Player I, plays trying to maximize his expected outcome, while
the other, say Player II is trying to minimize Player I’s outcome (or, since
the game is zero-sum, to maximize his own outcome).

At an initial time a token is placed at a point x0 ∈ Ω and we fix ε > 0
(with Lε < γ, L being a bound for diam(A), hypothesis (2.1)). Then, a
(fair) coin is tossed and the winner of the toss is allowed to move the game
position to any x1 ∈ Aε(x0). At each turn, the coin is tossed again, and
the winner chooses a new game state xk ∈ Aε(xk−1). Once the token has
reached some xτ ∈ Γ, the game ends and Player I earns F (xτ ) (while Player
II earns −F (xτ )). This is the reason why we will refer to F as the final payoff
function. In more general models, it is considered also a running payoff g(x)
defined in Ω, which represents the reward (respectively, the cost) at each
intermediate state x, and gives rise to nonhomogeneous problems. We will
assume here that g ≡ 0. This procedure yields a sequence of game states
x0, x1, x2, . . . , xτ , where every xk except x0 are random variables, depending
on the coin tosses and the strategies adopted by the players.

Note that the relevant values of F are those taken in the set

Γε =
⋃

x∈Ω

Aε(x) ∩ Γ

since those are the the points at which the game could end. As the diameters
of the sets A are uniformly bounded by L we have that

(2.8) Γε ⊂
{
x ∈ RN \ Ω : dist(x, ∂Ω) ≤ Lε

}
.

Now we want to give a precise definition of the value of the game. To
this end we have to introduce some notation and put the game into its
normal or strategic form (see [29] and [25]). The initial state x0 ∈ Ω is
known to both players (public knowledge). Each player i chooses an action
ai

0 ∈ Aε(x0) which is announced to the other player; this defines an action
profile a0 = {a1

0, a
2
0} ∈ Aε(x0) × Aε(x0). Then, the new state x1 ∈ Aε(x0)

is selected according to a probability distribution p(·|x0, a0) in Ω which, in
our case, is given by the fair coin toss. At stage k, knowing the history
hk = (x0, a0, x1, a1, . . . , ak−1, xk), (the sequence of states and actions up to
that stage), each player i chooses an action ai

k. If the game ends at time
j < k, we set xm = xj and am = xj for j ≤ m ≤ k. The current state xk

and the profile ak = {a1
k, a

2
k} determine the distribution p(·|xk, ak) (again

given by the fair coin toss) of the new state xk+1.

Denote Hk = (Ω∪Γ)× (
(Ω∪Γ)× (Ω∪Γ)× (Ω∪Γ)

)k, the set of histories
up to stage k, and by H∞ =

⋃
k≥1 Hk the set of all histories. Notice that Hk,

as a product space, has a measurable structure. The complete history space
H∞ is the set of plays defined as infinite sequences (x0, a0, . . . , ak−1, xk, . . .)
endowed with the product topology. Then, the final payoff for Player I, i.e.
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F , induces a Borel-measurable function on H∞. A pure strategy Si = {Sk
i }k

for Player i, is a sequence of mappings from histories to actions, such that
Sk

i is a Borel-measurable mapping that maps histories ending with xk to
elements of Aε(xk) (roughly speaking, at every stage the strategy gives the
next movement for the player, provided he win the coin toss, as a function
of the current state and the past history). The initial state x0 and a profile
of strategies {SI , SII} define (by Kolmogorov’s extension theorem) a unique
probability Px0

SI ,SII
on the space of plays H∞. We denote by Ex0

SI ,SII
the

corresponding expectation.

Then, if SI and SII denote the strategies adopted by Player I and Player II
respectively, we define the expected payoff for Player I as

Vx0,I(SI , SII) =
{
Ex0

SI ,SII
[F (xτ )], if the game terminates a.s.

−∞, otherwise.

Analogously, we define the expected payoff for Player II as

Vx0,II(SI , SII) =
{
Ex0

SI ,SII
[F (xτ )], if the game terminates a.s.

+∞, otherwise.

Finally, we can define the ε-value of the game for Player I as

uε
I(x0) = sup

SI

inf
SII

Vx0,I(SI , SII),

while the ε-value of the game for Player II is defined as

uε
II(x0) = inf

SII

sup
SI

Vx0,II(SI , SII).

In some sense, uε
I(x0), uε

II(x0) are the least possible outcomes that each
player expects to get when the ε-game starts at x0. Notice that, as in [28],
we penalize severely the games that never end.

In [28], see also [20], it is shown that, under very general hypotheses that
are fulfilled in the present setting, uε

I = uε
II := uε. The function uε is called

the value of the ε-Tug-of-War game.

2.3. Properties of the value of the game. Now let us state the Dynamic
Programming Principle (DPP) applied to our game.

Lemma 4 (DPP). The value function for Player I satisfies

uε
I(x) =

1
2

{
sup

y∈Aε(x)
uε

I(y) + inf
Aε(x)

uε
I(y)

}
, x ∈ Ω,

uε
I(x) = F (x), x ∈ Γ.

(2.9)

The value function for Player II, uε
II , satisfies the same equation.

Formulas similar to (2.9) can be found in Chapter 7 of [20]. A detailed
proof adapted to our case can also be found in [22].
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Let us explain intuitively why the DPP holds by considering the expecta-
tion of the payoff at x. If Player I wins the fair coin toss (probability 1/2),
she tries to move to a point maximizing the expectation and if Player II
wins, he points to a point minimizing the expectation. The expectation at
x can be obtained by summing up these two different alternatives.

By adapting the martingale methods used in [28], we can show a compar-
ison principle. Note that in the next results (Theorems 5, 6 and 7) we don’t
need the full set of conditions on the sets A(x) stated in Section 2.1.

Theorem 5. Let Ω ⊂ RN be a bounded open set. If vε is a function verifying
the (DPP) with values H in Γ such that H ≥ F , then

vε(x) ≥ uε
I(x), ∀x ∈ Ω.

Proof. The strategy of the proof is as follows: we show that by choosing
a strategy according to the minimal values of vε, Player II can make the
process a supermartingale. The optional stopping theorem then implies
that the expectation of the process under this strategy is bounded by vε.
Moreover, this process provides an upper bound for uε

I .

Fix η > 0. Player I follows any strategy and Player II follows a strategy
S0

II such that at xk−1 ∈ Ω he chooses to step to a point that almost minimizes
vε, that is, to a point xk ∈ Aε(xk−1) such that

vε(xk) ≤ inf
Aε(xk−1)

vε + η2−k.

We start from the point x0. It follows that

Ex0

SI ,S0
II

[vε(xk) + η2−k |x0, . . . , xk−1] ≤ 1
2

{
inf

Aε(xk−1)
vε + η2−k + sup

Aε(xk−1)
vε

}

≤ vε(xk−1) + η2−(k−1),

where we have estimated the strategy of Player I by sup and used the fact
that vε verifies the DPP. Thus Mk = vε(xk) + η2−k is a supermartingale.
Since H ≥ F in Γ, we deduce

uε
I(x0) = sup

SI

inf
SII

Ex0
SI ,SII

[F (xτ )] ≤ sup
SI

Ex0

SI ,S0
II

[H(xτ ) + η2−τ ]

≤ sup
SI

lim inf
k→∞

Ex0

SI ,S0
II

[vε(xτ∧k) + η2−(τ∧k)]

≤ sup
SI

ESI ,S0
II

[M0] = vε(x0) + η,

where τ ∧ k = min(τ, k), and we used Fatou’s lemma as well as the optional
stopping theorem for Mk. Since η was arbitrary this proves the claim. ¤

Similarly, we can prove that uε
II is the largest function that satisfies the

DPP. To see this fact, Player II follows any strategy and Player I always
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chooses to step to the point where vε is almost maximized. This implies
that vε(xk)− η2−k is a submartingale. The rest of the proof runs as before.

Next we show that the game has a value. This together with the previous
comparison principle proves the uniqueness of functions that verify the DPP
with given values in Γ.

Theorem 6. Let Ω ⊂ RN be a bounded open set, and F a given datum in Γ.
Then uε

I = uε
II , that is, the game has a value.

Proof. Clearly, uε
I ≤ uε

II always holds, so we are left with the task of showing
that uε

II ≤ uε
I . To see this we use the same method as in the proof of the

previous theorem: Player II follows a strategy S0
II such that at xk−1 ∈ Ω,

he always chooses to step to a point that almost minimizes uε
I , that is, to a

point xk such that
uε

I(xk) ≤ inf
Aε(xk−1)

uε
I + η2−k,

for a fixed η > 0. We start from the point x0. It follows that from the choice
of strategies and the dynamic programming principle for uε

I that

Ex0

SI ,S0
II

[uε
I(xk) + η2−k |x0, . . . , xk−1] ≤ 1

2

{
sup

Aε(xk−1)
uε

I + inf
Aε(xk−1)

uε
I + η2−k

}

= uε
I(xk−1) + η2−(k−1).

Thus Mk = uε
I(xk) + η2−k is a supermartingale. We get by Fatou’s lemma

and the optional stopping theorem that

uε
II(x0) = inf

SII

sup
SI

Ex0
SI ,SII

[F (xτ )] ≤ sup
SI

Ex0

SI ,S0
II

[F (xτ ) + η2−τ ]

≤ sup
SI

lim inf
k→∞

Ex0

SI ,S0
II

[uε
I(xτ∧k) + η2−(τ∧k)]

≤ sup
SI

ESI ,S0
II

[uε
I(x0) + η] = uε

I(x0) + η.

Similarly to the previous theorem, we also used the fact that the game ends
almost surely. Since η > 0 is arbitrary, this completes the proof. ¤

Theorems 5 and 6 imply that with a fixed boundary data there exists a
unique solution to the DPP.

Theorem 7. Let Ω ⊂ RN be a bounded open set. Then there exists a unique
function in Ω that verify the (2.9) with value F in Γ.

Proof of Theorem 7. Due to the dynamic programming principle, the value
functions of the games are functions that verify (2.9), this proves the exis-
tence part. Theorems 5 and 6 imply the uniqueness part. ¤
Corollary 8. The value of the game with pay-off function F coincides with
the unique function that verifies the DPP with value F in Γ.
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3. Uniform convergence

Our main goal in this section is to prove that, extracting a subsequence
if necessary, we have uniform convergence of uε to a continuous limit v as
ε → 0.

Theorem 9. Assume that Ω has C2 boundary with strictly positive curva-
ture. Let {uε} be the family of values of the game in Ω with a fixed Lipschitz
continuous datum F in Γ. Then, taking a subsequence if necessary,

uε → v uniformly in Ω

as ε → 0.

First, let us prove uniform convergence of the values of the game when
there is a solution to the limit problem

(3.1)

{
−〈D2v · Jx(Dv);Jx(Dv)〉(x) = 0 x ∈ Ω,

v(x) = F (x) x ∈ ∂Ω,

that is C3 in a slightly bigger domain Ω ⊂ Ω′ with Dv 6= 0 in Ω′. To this
end we need a lemma that says that v verifies the DPP except for an error
term that can be controlled in terms of ε. Here we use condition (2.5) on
the sets A(x).

Lemma 10. If v ∈ C3(Ω′) is a solution to (3.1) with Dv 6= 0 in Ω′, then

v(x) =
1
2

(
max

y∈Aε(x)
v(y) + min

y∈Aε(x)
v(y)

)
+ O(ε2+α).

Here the error term depends on bounds for v in C3 and on the family A(x)
trough the hypothesis (2.5).

Proof. First, we obtain an lower bound for the error. Taking xε
M a point

where v attains its maximum in Aε(x) and x̃ε
M its symmetrical point with

respect to x, that is given by,

(3.2) x̃ε
M = 2x− xε

M , (x̃ε
M − x = x− xε

M ),

we have

A := v(x)− 1
2

(
max

y∈Aε(x)
v(y) + min

y∈Aε(x)
v(y)

)
≥ v(x)− 1

2
v(xε

M )− 1
2
v(x̃ε

M ).

Now, a simple Taylor expansion gives (recall that we assume that v ∈ C3(Ω′),
expansions

v(xε
M ) = v(x)+ 〈Dv(x); (xε

M −x)〉+ 1
2
〈D2v(x) · (xε

M −x); (xε
M −x)〉+O(ε3)

and

v(x̃ε
M ) = v(x)+ 〈Dv(x); (x̃ε

M −x)〉+ 1
2
〈D2v(x) · (x̃ε

M −x); (x̃ε
M −x)〉+O(ε3).
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Adding the two previous expansions and using (3.2) we get

(3.3) v(xε
M ) + v(x̃ε

M ) = 2v(x) + 〈D2v(x) · (xε
M − x); (xε

M − x)〉+ O(ε3).

Hence, we obtain

A ≥ −1
2
ε2〈D2v(x) · (xε

M − x)
ε

;
(xε

M − x)
ε

〉+
O(ε3)

ε2
.

Now we claim that

(3.4)
∣∣∣∣
(xε

M − x)
ε

− Jx(Dv(x))
∣∣∣∣ ≤ Cεα.

Assuming the claim, we obtain

A ≥ −Cε2+α +
O(ε3)

ε2
≥ −Cε2+α.

Therefore, we need to prove the claim. Let

V (z) =
1
ε
(v(x + εz)− v(x)).

Note that V is well defined in 1
ε (Ω−x) for ε small enough. The point where

V attains a maximum in A(x)− x is given by zε
M = xε

M−x
ε . Hence, to prove

the claim we have to show that

(3.5) |zε
M − (−Jx(Dv(x)))| ≤ Cεα.

Note that Jx(Dv(x)) is the point at which z 7→ 〈Dv(x); z〉 attains the min-
imum in A(x) − x, and hence the maximum of such function is located at
−Jx(Dv(x)). As v is C3 we have that there exists C1 such that

|V (z)− 〈Dv(x); z〉| ≤ C1ε

for every z ∈ A(x)− x. Now, we observe that, as Dv 6= 0 in Ω′ there exists
a constant c2 such that

|Dv| ≥ c2

in Ω. Hence, taking K = 2C1 we have

zε
M ∈ {y ∈ A(x)− x : 〈y; v〉 > −〈Jx(Dv(x)); v〉 −Kε}

and the claim follows using condition (2.5).

The proof of the upper bound for the error is analogous. ¤

Theorem 11. Let v be a C3(Ω′) solution to (3.1) with nonvanishing gradient
in Ω′ as above and let uε be the values of the game in Ω with values u in Γ.
Then

uε → v uniformly in Ω

as ε → 0.
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Proof. The proof uses some ideas from the proof of Theorem 2.4 in [29], see
also [23]. From our previous lemma we have

(3.6) v(x) =
1
2

(
max

y∈Aε(x)
v(y) + min

y∈Aε(x)
v(y)

)
+ O(ε2+α).

with a uniform error term for x ∈ Ω as ε → 0. The error term is uniform
due to our assumptions on v.

Now, Player II follows a strategy S0
II such that at a point xk−1 he chooses

to step to a point that minimizes u, that is, to a point xk ∈ Aε(xk−1) such
that

v(xk) = min
Aε(xk−1)

v(y).

Choose C1 > 0 such that
∣∣O(ε2+α)

∣∣ ≤ C1ε
2+α. Under the strategy S0

II

Mk = v(xk)− C1kε2+α

is a supermartingale. Indeed,

ESI ,S0
II

(v(xk)− C1kε2+α |x0, . . . , xk−1)

≤ 1
2

{
max

Aε(xk−1)
v + min

Aε(xk−1)
v

}
− C1kε2+α

≤ v(xk−1)− C1(k − 1)ε2+α.

(3.7)

The first inequality follows from the choice of the strategy and the second
from (3.6). Now we can estimate uε

II(x0) by using Fatou’s lemma and the
optional stopping theorem for supermartingales. We have

uε
II(x0) = inf

SII

sup
SI

Ex0
SI ,SII

[F (xτ )]

≤ sup
SI

Ex0

SI ,S0
II

[v(xτ )]

≤ sup
SI

Ex0

SI ,S0
II

[v(xτ ) + C1τε2+α − C1τε2+α]

≤ sup
SI

(
lim inf
k→∞

Ex0

SI ,S0
II

[v(xτ∧k)− C1(τ ∧ k)ε2+α] + C1ε
2+αEx0

SI ,S0
II

[τ ]
)

≤ v(x0) + C1ε
2+α sup

SI

Ex0

SI ,S0
II

[τ ].

This inequality and the analogous argument for Player I implies for uε =
uε

II = uε
I that

v(x0)− C1ε
2+α inf

SII

Ex0

S0
I ,SII

[τ ] ≤ uε(x0) ≤ v(x0) + C1ε
2+α sup

SI

Ex0

SI ,S0
II

[τ ].

Letting ε → 0 the proof is completed if we prove that there exists C such
that

Ex0

SI ,S0
II

[τ ] ≤ Cε−2.

To establish this bound, we show that

M̃k = −v(xk)2 + v(x0)2 + C2ε
2k
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is a supermartingale for small enough ε > 0. If Player II wins the toss, we
have

v(xk)− v(xk−1) ≤ −C3ε

because Dv 6= 0, as we can choose C3 depending on minx∈Ω |Dv| and on the
sets A(x). It follows that

ESI ,S0
II

[
(
(v(xk)− v(xk−1)

)2 |x0, . . . , xk−1]

≥ α

2
(
(−C3ε)2 + 0

)
+ β · 0 =

αC3
2

2
ε2.

(3.8)

We have
ESI ,S0

II
[M̃k − M̃k−1 |x0, . . . , xk−1]

= ESI ,S0
II

[−v(xk)2 + v(xk−1)2 + C2ε
2 |x0, . . . , xk−1]

= ESI ,S0
II

[−(
v(xk)− v(xk−1)

)2 |x0, . . . , xk−1]

− ESI ,S0
II

[2
(
v(xk)− v(xk−1)

)
v(xk−1) |x0, . . . , xk−1] + C2ε

2.

(3.9)

By subtracting a constant if necessary, we may assume that v < 0. Moreover,
v(xk−1) is determined by the point xk−1, and thus, we can estimate the
second term on the right hand side as

−ESI ,S0
II

[2
(
v(xk)− v(xk−1)

)
v(xk−1) |x0, . . . , xk−1]

= −2v(xk−1)
(
ESI ,S0

II
[v(xk) |x0, . . . , xk−1]− v(xk−1)

)

≤ 2 ‖v‖∞C1ε
3.

The last inequality follows from (3.6) similarly as estimate (3.7). This to-
gether with (3.8) and (3.9) implies

ESI ,S0
II

[M̃k − M̃k−1 |x0, . . . , xk−1] ≤ −ε2αC3
2/2 + 2 ‖v‖∞C1ε

3 + C2ε
2 ≤ 0.

This holds if we choose, for example, C2 such that C3 ≥ 2
√

C2/α and take
ε small enough. Thus, M̃k is a supermartingale. According to the optional
stopping theorem for supermartingales

Ex0

SI ,S0
II

[M̃τ∧k] ≤ M̃0 = 0,

and thus
C2ε

2Ex0

SI ,S0
II

[τ ∧ k] ≤ Ex0

SI ,S0
II

[v(xτ∧k)2 − v(x0)2].

The result follows by passing to the limit as k → +∞ since v is bounded
in Ω. ¤

Above we have obtained the convergence result under the extra assump-
tions that v ∈ C3 and that Dv 6= 0. Now we give a proof for the uniform
convergence result without using these hypotheses but assuming that Ω has
boundary with strictly positive curvature, Theorem 9. The proof is based on
a variant of the classical Arzela-Ascoli’s compactness lemma, see Lemma 12
below, whose proof is contained in [23] but we include the details here for
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the sake of completeness. Note that the functions uε are not continuous in
general, see [23]. Nonetheless, the jumps can be controlled and we will show
that they are asymptotically uniformly continuous.

Lemma 12. Let {uε : Ω → R, δ ≥ ε > 0} be a set of functions such that

(1) there exists C > 0 so that |uε(x)| < C for every δ ≥ ε > 0 and every
x ∈ Ω,

(2) given η > 0 there are constants r0 and ε0 such that for every ε < ε0
and any x, y ∈ Ω with |x− y| < r0 it holds

|uε(x)− uε(y)| < η.

Then, there exists a uniformly continuous function v : Ω → R and a subse-
quence still denoted by {uε} such that

uε → v uniformly in Ω,

as ε → 0.

Proof. First, we find a candidate to be the uniform limit v. Let X ⊂ Ω be a
dense countable set. Because functions are uniformly bounded, a diagonal
procedure provides a subsequence still denoted by {uε} that converges for
all x ∈ X. Let v(x) denote this limit. Note that at this point v is defined
only for x ∈ X.

By assumption, given η > 0, there exists r0 such that for any x, y ∈ X
with |x− y| < r0 it holds |v(x)− v(y)| < η. Hence, we can extend v to the
whole Ω continuously by setting v(z) = limX3x→z v(x).

Our next step is to prove that {uε} converges to v uniformly. We choose
a finite covering Ω ⊂ ∪N

i=1Br(xi) and ε0 > 0 such that

|uε(x)− uε(xi)|, |v(x)− v(xi)| < η/3

for every x ∈ Br(xi) and ε < ε0 as well as

|uε(xi)− v(xi)| < η/3,

for every xi and ε < ε0. To obtain the last inequality, we used the fact that
N < ∞. Thus for any x ∈ Ω, we can find xi so that x ∈ Br(xi) and

|uε(x)− v(x)| ≤ |uε(x)− uε(xi)|+ |uε(xi)− v(xi)|+ |v(xi)− v(x)| < η,

for every ε < ε0, where ε0 is independent of x. ¤

Next we show that for fixed F , the family of functions that are values of
the game, with ε as the parameter, satisfies the conditions of Lemma 12.
First observe that the values of the game are bounded since

min
y∈Γ

F (y) ≤ F (xτ ) ≤ max
y∈Γ

F (y)

for any xτ ∈ Γ implies the following result:
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Lemma 13. The value of the game uε with value F in Γ satisfies

(3.10) min
y∈Γ

F (y) ≤ uε(x) ≤ max
y∈Γ

F (y).

Next to show that values of the game are asymptotically uniformly con-
tinuous we assume that ∂Ω is C2 with strictly positive curvature. The proof
of this fact applies Theorem 5 and the fact that linear functions are solu-
tions to the limit problem (these are trivial solutions since all the second
derivatives are identically zero). We also use Theorem 11 for these linear
solutions, which satisfy the conditions of the theorem. The proof follows
closely ideas from [29] and [22].

Lemma 14. Assume that Ω has C2 boundary with strictly positive curva-
ture. Let {uε} be the family of values of the game in Ω with a fixed Lip-
schitz continuous datum F in Γ. Then this family satisfies condition (2) in
Lemma 12, that is, given η > 0 there are constants r0 and ε0 such that for
every ε < ε0 and any x, y ∈ Ω with |x− y| < r0 it holds

|uε(x)− uε(y)| < η.

Proof. Observe that the case x, y ∈ Γ follows from the Lipschitz continuity
of F , and thus we can concentrate on the cases x ∈ Ω, y ∈ Γ, and x, y ∈ Ω.

We divide the proof into three steps: First for x ∈ Ω, y ∈ Γε, we employ
comparison with a function (that is the value of the game played in the
region between two parallel hyperplanes) that converge to a linear function
(thanks to our previous result on convergence for C3 solutions with non-
vanishing gradient). It follows that the value of the game with the datum F
is bounded close to y ∈ Γε by a slightly smaller constant than the maximum
of the values of F . Next, we iterate this argument to show that the value
of the game is close to the boundary values near y ∈ Γ when ε is small.
Finally, we extend this result to the case x, y ∈ Ω by translation, by taking
the boundary values from the strip already controlled during the previous
steps.

To start, we choose an hyperplane π0 that is tangent to Ω at some point
y0 ∈ ∂Ω such that y lies in the exterior normal direction to ∂Ω at y0.
By a translation and a rotation of coordinates we can assume that y0 = 0,
π0 = {xN = 0} and moreover, using that ∂Ω has positive curvature, we have
that there is a constant K and a neigbourhood U = Bk(0)×{−k < xN < k}
of y0 = 0 such that

Ω ∩ U ⊂
{

(x1, ..., xN ) ∈ U : xN ≤ −K
N−1∑

i=1

x2
i

}
.

If w = (w1, ..., wN−1, wN ) ∈ Γε, we have that there exists z ∈ ∂Ω such that
|w − z| ≤ Lε (recall (2.8)). Then, when −8δ ≤ zN ≤ 8δ,

K|(w1, ..., wN−1)|2 ≤ 2K|(z1, ..., zN−1)|2+2K|w−z|2 ≤ 16δ+2K(Lε)2 < 32δ
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for every ε small enough. Therefore, we conclude that, for ε small,

Γε ∩ {−8δ < wN < 8δ} ⊂
{

32δ ≥ K
N−1∑

i=1

w2
i

}
× {−8δ < wN < 8δ}.

Note that
F (w) ≤ sup

B
(64δ/K)1/2 (y0)∩Γε

F

for every w ∈ {−8δ < wN < 8δ}.
Now, we consider the problem





−〈D2v · Jx(Dv); Jx(Dv)〉(x) = 0, −4δ < xN < 0,

v(x) = supB
(64δ/K)1/2 (y0)∩Γε

F, xN = 0,

v(x) = supΓ F, xN = −4δ.

This problem has an explicit linear solution of the form

v(xN ) = axN + b,(3.11)

with

a = − 1
4δ


sup

Γ
F − sup

B
(64δ/K)1/2 (y0)∩Γε

F


 , b = sup

B
(64δ/K)1/2(y0)∩Γε

F.

First, assume that a 6= 0 and extend the solution to the slightly larger
set {Lε > xN > −4δ − Lε} (here, as before, L stands for a unform bound
for diam(A(x)), (2.1)) and use the same notation for the extensions. Now
because Dv 6= 0, Theorem 11 implies convergence for the values of the game
{vε} in {0 > xN > −4δ} with values v in {Lε ≥ xN ≥ 0} ∪ {−4δ ≥ xN ≥
−4δ − Lε} to v, that is, it holds that

vε → v, uniformly in {Lε ≥ xN ≥ −4δ − Lε}
as ε → 0. It follows that

|vε − v| = o(1) in {Lε ≥ xN ≥ −4δ − Lε},
where o(1) → 0 uniformly as ε → 0. For small enough ε, the comparison
principle, Theorem 5, implies that in {−δ−Lε < xN < Lε}∩ (Ω∪Γε) there
holds

uε ≤ vε.

From the uniform convergence and the fact that v is linear in xN , (3.11), we
obtain

vε ≤ v + o(1) ≤ sup
B

(64δ/K)1/2 (y)∩Γε

F + θ


sup

Γ
F − sup

B
(64δ/K)1/2 (y)∩Γε

F


 ,
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for some 0 < θ < 1 independent of δ and ε. Therefore, we conclude that

uε ≤ sup
B

(64δ/K)1/2 (y)∩Γε

F + θ


sup

Γ
F − sup

B
(64δ/K)1/2 (y)∩Γε

F


 ,

in {−δ − Lε < xN < Lε} ∩ (Ω ∪ Γε).

Now, we iterate this bound with an analogous construction in the set
{0 > xN > −δ} to obtain

uε ≤ sup
B

(64δ/K)1/2 (y)∩Γε

F + θ2


sup

Γ
F − sup

B
(64δ/K)1/2 (y)∩Γε

F




in {Lε > xN > −δ/4 − Lε}. Continuing in this way, we see that for small
enough ε > 0 that

uε ≤ sup
B

(64δ/K)1/2 (y)∩Γε

F + θk


sup

Γ
F − sup

B
(64δ/K)1/2 (y)∩Γε

F




in {Lε > xN > −δ/4k − Lε}. This gives an upper bound for uε.

In the case a = 0 the upper bound is easier, since in this case we have,

uε ≤ sup
Γ

F = sup
B

(64δ/K)1/2 (y)∩Γε

F.

The argument needed to obtain an analogous lower bound is similar.

Now we observe that, using that F is Lipschitz, we have∣∣∣ sup
B

(64δ/K)1/2 (y)∩Γ
F − F (y)

∣∣∣ ≤ Cδ1/2

for |y − y0| < δ.

Therefore, we conclude that, given η > 0, we can choose small enough
δ > 0, large enough k, and small enough ε > 0 so that for x ∈ Ω, y ∈ Γε

with |x− y| < δ/4k it holds

(3.12) |uε(x)− F (y)| < η.

This shows that the second condition in Theorem 12 holds when x ∈ Ω,
y ∈ Γε.

Next we extend the estimate to the interior of the domain. First choose
small enough δ and large enough k so that

(3.13)
∣∣F (x′)− F (y′)

∣∣ < η

whenever |x′ − y′| < δ/4k, and ε > 0 small enough so that (3.12) holds.

Next we consider a slightly smaller domain

Ω̃ = {z ∈ Ω : dist(z, ∂Ω) > δ/4k+2}
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with the boundary strip

Γ̃ = {z ∈ Ω : dist(z, ∂Ω) ≤ δ/4k+2}.
Suppose that x, y ∈ Ω with |x− y| < δ/4k+2. First, if x, y ∈ Γ̃, then we can
estimate

(3.14) |uε(x)− uε(y)| ≤ 3η

by comparing the values at x and y to the nearby boundary values and using
(3.12). Finally, let x, y ∈ Ω̃ and define

F̃ (z) = uε(z − x + y) + 3η in Γ̃.

We have
F̃ (z) ≥ uε(z) in Γ̃

by (3.12), (3.13), and (3.14). Let ũε be the value of the game in Ω̃ with the
boundary values F̃ in Γ̃. By the comparison principle and uniqueness, we
deduce

uε(x) ≤ ũε(x) = uε(x− x + y) + 3η = uε(y) + 3η in Ω̃.

The lower bound follows by a similar argument. ¤

The previous lemmas give the proof of Theorem 9.

Proof of Theorem 9. Lemma 13 and Lemma 14 show that the family {uε}
verifies the hypotheses in Lemma 12 and hence we have convergence to a
uniform continuous limit v along a subsequence of uε. ¤
Remark 15. The hypothesis on the curvature of the boundary of the domain
could be avoided if we have for each point y ∈ Γε a C3 solution of the limit
equation that is like a cone centered at y, see [23] for the details. For
example, when one plays using balls in `q (1 < q < ∞ fixed) in R2 (that is
Aε(x) = B`q

ε (x)) we have that

v(x1, x2) = ((x1 − y1)q + (x2 − y2)q)1/q

is a C3 solution to −〈D2v · J(Dv);J(Dv)〉(x) = 0 in B`q

1 (y1, y2) \ {(y1, y2)}.
Also if one plays with ellipses in R2 of the form A(x)−x = {z2

1 +kz2
2 ≤ 1}

then
v(x1, x2) =

(
(x1 − y1)2 + k(x2 − y2)2

)1/2

is a C3 solution to −〈D2v · J(Dv); J(Dv)〉(x) = 0 in the set {(x1 − y1)2 +
k(x2 − y2)2 < L} \ {(y1, y2)}. Here J(v1, v2) = α(v1, v2/k) for some α > 0.

Note that in both examples the limit equation involve a function J that
does not depend on x. For the general case in which Jx depends on x it seems
difficult to obtain existence of a C3 solution like a cone centered at y ∈ Γ.
Hence we used linear functions instead of cones to obtain the estimates,
but this fact involves an extra requirement for the set Ω (the boundary is
assumed to have strictly positive curvature).
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4. Viscosity solutions to the limit PDE

4.1. Viscosity solutions. Recall that, associated with the family of sets
A(x) we have functions Jx that, given a direction v give the point in A(x)
where the function z 7→ 〈z; v〉 attains its minimum (see Section 2.1).

Let G : SN×N × RN × Ω → R be given by

(4.1) G(M, ξ, x) =

{
−〈M · Jx(ξ);Jx(ξ)〉 ξ 6= 0,

0 ξ = 0.

As in [15], we denote with G∗ and G∗ the upper and lower semicontinuous
envelopes of G defined by

G∗(M, ξ, x) = lim sup
ε→0

{
F (M̃, ξ̃, x̃) : ‖M − M̃‖+ |ξ − ξ̃|+ |x− x̃| < ε

}
,

and
G∗(M, ξ, x) = −(−F )∗(M, ξ, x),

for every (M, ξ, x) ∈ SN×N × RN × Ω.

The next result characterizes the upper and lower envelopes for the func-
tion G given in (4.1).

Lemma 16. For G defined by (4.1) it holds

(4.2) G∗(M, ξ, x) =




−〈M · Jx(ξ); Jx(ξ)〉 ξ 6= 0,

max
z∈A(x)−x

−〈M · z; z〉 ξ = 0,

and

(4.3) G∗(M, ξ, x) =




−〈M · Jx(ξ); Jx(ξ)〉 ξ 6= 0,

min
z∈A(x)−x

−〈M · z; z〉 ξ = 0.

Proof. Let us begin with G∗. Let Mn → M , ξn → ξ and xn → x. We want
to compute G∗(M, ξ, x) = lim supn G(Mn, ξn, xn).

Assume first that ξ 6= 0 and therefore ξn 6= 0. By the definition of G we
have G(Mn, ξn, xn) = −〈Mn · Jxn(ξn);Jxn(ξn)〉.

Let us prove that Jxn(ξn) → Jx(ξ), where Jxn(ξn) is the point where the
function fn(z) = 〈ξn; z〉 attains a minimum in the set A(xn)−xn, and Jx(ξ)
is the point where the function f(z) = 〈ξ; z〉 attains a minimum in A(x)−x.
Now we observe that there exists a ball BL(0) such that for every large n,
Jxn(ξn) ⊂ BL(0). Then we can extract a subsequence Jxnj

(ξnj ) in A(xnj )−
xnj such that Jxnj

(ξnj ) → v con v ∈ A(x)−x by the property (2.4) that we
assume on the family of sets A(x). Then, 〈ξ; z〉 ≥ 〈ξ;Jx(ξ)〉. Assume that
〈ξ; z〉 > 〈ξ;Jx(ξ)〉. By property (2.3), there exists a sequence znj ∈ A(xnj )−
xnj such that znj → Jx(ξ). Hence we have 〈ξnj ; znj 〉 → 〈ξ;Jx(ξ)〉 and then,
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for j large enough, it holds 〈ξnj ;Jxnj
(ξnj )〉 > 〈ξnj ; znj 〉. But as Jxnj

(ξnj )
is the point where z 7→ 〈ξnj ; z〉 attains the minimum in the set A(xnj ) −
xnj and znj ∈ A(xnj ) − xnj the previous inequality yields a contradiction.
Hence 〈ξ; v〉 = 〈ξ; Jx(ξ)〉, and then, by the uniqueness of the minimum,
we have v = Jx(ξ). Therefore, G∗(M, ξ, x) = lim supn G(Mn, ξn, xn) =
−〈M · Jx(ξ); Jx(ξ)〉.

Assume next that ξ = 0. If ξn = 0 for n large, then G(Mn, ξn, xn) = 0 ≤
maxz∈(A(x)−x)−〈M · z; z〉 since 0 ∈ A(x) − x. Now, if ξn 6= 0 for n large
we have G(Mn, ξn, xn) = −〈Mn · Jxn(ξn); Jxn(ξn)〉 and its lim supn is of the
form −〈M · z; z〉 (using condition (2.4) on the sets A(x))). Then we get

G∗(M, ξ, x) = lim sup
n

G(Mn, ξn, xn) ≤ max
z∈A(x)−x

−〈M · z; z〉.

To see that equality holds we observe that there exists Z ∈ A(x) − x such
that maxz∈A(x)−x−〈M · z; z〉 = −〈M ·Z; Z〉. If Z = 0 we take the sequence
Mn = M , ξn = 0, xn = x and we obtain

G∗(M, ξ, x) ≥ lim sup
n

G(Mn, ξn, xn) = 0

= −〈M · Z; Z〉 = max
z∈A(x)−x

−〈M · z; z〉.

If Z 6= 0 then we can assume that Z ∈ ∂(A(x) − x) and by condition (2.2)
there exists a direction v ∈ SN−1 such that Jx(v) = Z. Note that also
Jx(av) = Z for any a > 0. In this case we take Mn = M , ξn = 1

nv, xn = x,
and we get

G∗(M, ξ, x) ≥ lim supn G(Mn, ξn, xn) = −〈M · Jx

(
1
nv

)
; Jx

(
1
nv

)〉
= −〈M · Z; Z〉 = max

z∈A(x)−x
−〈M · z; z〉.

The characterization of G∗ is analogous. ¤

Now we can introduce the definition of a viscosity solution to our PDE,
see [10] and [15].

Definition 17. A function v ∈ C(Ω) is a viscosity solution to the problem

(4.4)

{
G(D2v(x), Dv(x), x) = 0 x ∈ Ω,

v(x) = F (x) x ∈ ∂Ω.

if v(x) = F (x) for every x ∈ ∂Ω and the following two conditions hold:

(i) for every φ ∈ C3(Ω) such that v − φ has a strict minimum at x0 ∈ Ω
we have

G∗(D2φ(x0), Dφ(x0), x0) ≥ 0;

(ii) for every ψ ∈ C3(Ω) such that v − ψ has a strict maximum at x1 ∈ Ω
we have

G∗(D2ψ(x1), Dψ(x1), x1) ≤ 0.
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Now we are ready to prove that a uniform limit of the values of the game
uε is a viscosity solution of the limit PDE.

Theorem 18. Let v ∈ C(Ω) be such that uε ⇒ v uniformly as ε → 0. Then
v is a viscosity solution to

{
G(D2v(x), Dv(x), x) = 0 x ∈ Ω,

v(x) = F (x) x ∈ ∂Ω,

in the sense of Definition 17, where G is given by (4.1).

Proof. From the uniform convergence and the fact that uε = F on ∂Ω we
obtain that v = F on ∂Ω.

Now, let us begin with the proof of condition (i) in Definition 17. Let
φ be such that v − φ has a strict minimum at x0 ∈ Ω. Assume first that
Dφ(x0) 6= 0. By the uniform convergence of uε to v there exists a sequence
xε such that xε → x0 and

(uε − φ)(y) ≥ (uε − φ)(xε)− ε3 for every y ∈ Ω,

that is,

(4.5) uε(y) ≥ φ(y) + uε(xε)− φ(xε)− ε3 for every y ∈ Ω.

Now we use the fact that the values of the game satisfy the Dynamic Pro-
gramming Principle, that is uε verify

uε(xε) =
1
2

(
sup

y∈Aε(xε)
uε(y) + inf

y∈Aε(xε)
uε(y)

)
.

Hence, by (4.5), we get

uε(xε) ≥ 1
2

max
y∈Aε(xε)

(φ(y) + uε(xε)− φ(xε)− ε3)

+
1
2

min
y∈Aε(xε)

(φ(y) + uε(xε)− φ(xε)− ε3)

and then

(4.6) φ(xε) ≥ 1
2

(
max

y∈Aε(xε)
φ(y) + min

y∈Aε(xε)
φ(y)

)
− ε3.

Now, let xε
m be a point where φ attains a minimum in Aε(xε), that is,

(4.7) min
y∈Aε(xε)

φ(y) = φ(xε
m).

Let x̃ε
m be the symmetrical point of xε

m with respect to xε, that is given by,

(4.8) x̃ε
m = 2xε − xε

m, (x̃ε
m − xε = xε − xε

m).
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By the symmetry of Aε(xε), we have that x̃ε
m ∈ Aε(xε) and hence

(4.9) max
y∈Aε(xε)

φ(y) ≥ φ(x̃ε
m).

From (4.7) and (4.9) in (4.6) it follows that

(4.10) φ(xε) ≥ 1
2

(
φ(x̃ε

m) + φ(xε
m)

)
− ε3.

As φ ∈ C3(Ω), we obtain the following Taylor expansions

φ(xε
m) = φ(xε)+〈Dφ(xε); (xε

m−xε)〉+1
2
〈D2φ(xε)·(xε

m−xε); (xε
m−xε)〉+o(ε2)

and

φ(x̃ε
m) = φ(xε)+〈Dφ(xε); (x̃ε

m−xε)〉+1
2
〈D2φ(xε)·(x̃ε

m−xε); (x̃ε
m−xε)〉+o(ε2).

Adding the two previous expansions and using (4.8) we obtain

(4.11) φ(xε
m) + φ(x̃ε

m) = 2φ(xε) + 〈D2φ(xε) · (xε
m − xε); (xε

m − xε)〉+ o(ε2).

Hence, (4.10) becomes

0 ≥ 〈D2φ(xε) · (xε
m − xε)

ε
;
(xε

m − xε)
ε

〉+
o(ε2)
ε2

.

Now, we claim that
xε

m − xε

ε
→ Jx0(Dφ(x0))

when Dφ(x0) 6= 0. From this claim, taking the limit ε → 0, we get

0 ≥ 〈D2φ(x0) · Jx0(Dφ(x0));Jx0(Dφ(x0))〉,
and we have proved condition (i) in this case.

To prove the claim, consider the function

Φε(z) =
1
ε
(φ(xε + εz)− φ(xε)).

We have that A(xε) − xε ⊂ BL(0) for every ε small enough (recall that L
is a bound for the diameter of the sets A). Note that Φε is well defined
in 1

ε (Ω − xε) ⊇ BL(0) for ε small enough. The point where Φε attains a
minimum is given by, zε

m = xε
m−xε

ε . Hence, to prove the claim we have to
show that zε → Jx0(Dφ(x0)). As

φ(xε + εz) = φ(xε) + ε〈Dφ(xε); z〉+ o(ε),

we have that

Φε(z) = 〈Dφ(xε); z〉+
o(ε)
ε

,

and then, Φε(z) converges uniformly to z 7→ 〈Dφ(x0); z〉 in the ball BL(0)
as ε → 0. Let us call this limit function Φ0(z).

Since zε
m ∈ A(xε)− xε ⊂ BL(0), there exists a subsequence z

εj
m → ẑ with

ẑ ∈ BL(0), and as z
εj
m ∈ A(xεj )−xεj by the property (2.4) of the family A(x)
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we have that ẑ ∈ A(x0)− x0. Hence, Φ0(ẑ) ≥ miny∈A(x0)−x0
Φ0(y). Assume

that Φ0(ẑ) > miny∈A(x0)−x0
Φ0(y), that is, there exists z ∈ A(x0)− x0 such

that Φ0(ẑ) > Φ0(z).

By the uniform convergence we have Φεj (z
εj
m) → Φ0(ẑ). By property (2.3),

there exists zεj in A(xε)−xε such that zεj converge to z, and hence Φεj (zεj )
converge to Φ0(z). Then, for j large enough Φεj (z

εj
m) > Φεj (zεj ), which is a

contradiction with the fact that z
εj
m is a point where Φεj attains a minimum

in A(xε)− xε. Therefore, we have

Φ0(ẑ) = min
z∈A(x0)−x0

Φ0(z) = min
z∈A(x0)−x0

〈Dφ(x0); z〉.

By Property (3) of the family of sets A(x) (uniqueness of the minimum of
a linear nontrivial function in A(x) − x), we have ẑ = Jx(Dφ(x0)). This
proves the claim.

Now, for the case Dφ(x0) = 0, we argue as above until we reach

0 ≥ 〈D2φ(xε) · (xε
m − xε)

ε
;
(xε

m − xε)
ε

〉+
o(ε2)
ε2

,

and we just observe that, taking a subsequence if necessary and using con-
dition (2.4),

xε
m − xε

ε
→ z ∈ A(x0)− x0.

Hence we obtain

0 ≥ 〈D2φ(x0) · z; z〉, for some z ∈ A(x0)− x0,

and therefore,

0 ≤ max
z∈A(x0)−x0

−〈D2φ(x0) · z; z〉 = G∗(D2φ(x0), Dφ(x0), x0).

That is, condition (i) holds also in this case.

The fact that v verifies Condition (ii) in Definition 17 is analogous and
we omit the details. ¤

4.2. Uniqueness of the limit. When we consider Aε(x) as balls in `q with
q > 1 independent of x (recall the introduction) there is a unique solution to
the limit PDE, see [3]. Therefore in this case the whole family uε converge
uniformly to the solution of the limit PDE.

In the general case, when we have spatial dependence of J in x, the results
in [3] are not directly applicable since only equations which are translation
invariant are considered in the above mentioned reference. The general
uniqueness question (as well as the regularity issue, see the explicit example
below) for solutions to the limit PDE remains as a challenging problem.
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4.3. An explicit solution. To end this section let us present an explicit
example in R2 of a solution to the equation −〈D2v ·Jx(Dv); Jx(Dv)〉(x) = 0
when J does not depend on x and is associated to the set A = {(y1, y2) ∈
R2 : (y1)2 − 1 ≤ y2 ≤ 1− (y1)2}. Let

v(x1, x2) = 2x1 + f(x2).

Then, if f is such that −2 ≤ f ′(s) ≤ 2 then

J(Dv) = J((2, f ′(s))) = (1, 0)

and hence

−〈D2v · Jx(Dv); Jx(Dv)〉 = −∂2v

∂x2
1

= 0.

Note that we can even consider a non-differentiable f , for example, f(s) =
|s| and obtain that v(x1, x2) = 2x1 + |x2| is a viscosity solution to our
equation. The fact that this solution is not C1 has to be contrasted with
the regularity results for solutions to the infinity laplacian, see [31] and
also [11] and [12]. Note that solutions to the pseudo infinity laplacian are
not necessarily C1, see [30]. At this point one can consider the following
question: is there a connection between the C1 regularity result for solutions
to the equation −〈D2v · Jx(Dv); Jx(Dv)〉(x) = 0 and the smoothness of the
sets A(x) associated to Jx ?. We leave this open.

5. Playing with balls in `q with q < 1 or in the lattice x0 + εZN .

In this last section we analyze the case in which the positions of the game
are given by the family of sets

Aε(x) =



y ∈ RN :

(
N∑

i=1

|yi − xi|q
)1/q

≤ ε



 , (q < 1)

or
Aε(x) = {x± εei, i = 1, ..., N} .

Note that in this last case the positions of the game are restricted to the
lattice

x0 + εZN

where x0 is the initial position of the game.

Also remark that these families of sets do not verify the uniqueness of
the minimum for linear functions condition that we assumed previously. In
fact, if we take the direction v = (1, 1) (we restrict ourselves to N = 2 for
simplicity) then, for both examples,

min
z∈Aε(x)−x

〈v; z〉 = 〈v; ε(−1, 0)〉 = 〈v; ε(0,−1)〉.

That is, J is multivalued, J(1, 1) = {(−1, 0), (0,−1)}.
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The proof of the fact that a uniform limit of uε is a viscosity solution of
the limit PDE, that is known as the pseudo-infinity Laplacian,

(5.1)
∑

i∈I(Dv)

∣∣∣∣
∂v

∂xi

∣∣∣∣
2 ∂2v

∂x2
i

= 0,

where I(Dv) = {i : | ∂v
∂xi
| = maxj | ∂v

∂xj
|}, runs as before, but let us point out

where is a difference (see below). In this case there is uniqueness of solution
to the limit PDE, see [3] and [30]. Therefore, the whole family uε converge
uniformly to the unique solution of the limit PDE with Dirihlet datum F .

To emphasize the difference with the previous analysis, let us look for the
case in which there is no uniqueness of the point where the minimum of the
linear function z 7→ 〈Dφ(x0); z〉 in A(x0) is attained. The other cases can
be treated exactly as in the previous section, Section 4.

Recall that, to simplify, we have assumed that we are in R2 and let us
focus in the case when ∣∣∣∣

∂φ

∂x
(x0, y0)

∣∣∣∣ =
∣∣∣∣
∂φ

∂y
(x0, y0)

∣∣∣∣ .

Otherwise, the minimum of z 7→ 〈Dφ(x0); z〉 in A(x0) is attained at a unique
point. Also to simplify, we restrict to Dφ(x0, y0) 6= 0.

In this case, arguing as before, we are lead to consider xε
m a point where

φ attains a minimum in Aε(xε), that is,

min
y∈Aε(xε)

φ(y) = φ(xε
m).

Now, we observe that we have four possibilities,
xε

m − xε

ε
→ (±1, 0) or

xε
m − xε

ε
→ (0,±1).

In any of the first two possibilities we obtain

0 ≥ ∂2φ

∂x2
(x0, y0)

and in any of the other two

0 ≥ ∂2φ

∂y2
(x0, y0).

Therefore, we have

0 ≥ min
{

∂2φ

∂x2
(x0, y0);

∂2φ

∂y2
(x0, y0)

}
,

that coincides with the condition 0 ≤ G∗(D2φ(x0, y0), Dφ(x0, y0)) for the
semicontinuous envelope of the function

G(M, ξ) =




−m11 |ξ1| > |ξ2|,
−m22 |ξ1| < |ξ2|,
−m11 −m22 |ξ1| = |ξ2|,
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that is the discontinuos function that is involved in the definition of viscosity
solution to (5.1) when Dv 6= 0, c.f. Definition 17. See also [15].

Acknowledgments: This work was partially supported by Ministerio de
Ciencia e Innovación grant MTM2008-05824, Spain and CONICET, Ar-
gentina.

References

[1] S. N. Armstrong and C. K. Smart, An easy proof of Jensen’s theorem on the unique-
ness of infinity harmonic functions. Calc. Var. Partial Differential Equations 37
(2010), no. 3-4, 381–384.

[2] G. Aronsson, M.G. Crandall and P. Juutinen, A tour of the theory of absolutely
minimizing functions. Bull. Amer. Math. Soc. 41 (2004), 439–505.

[3] G. Barles and J. Busca, Existence and comparison results for fully nonlinear degener-
ate elliptic equations without zeroth-order terms. Comm. Partial Diff. Eq. 26 (2001),
2323–2337.

[4] E.N. Barron, L.C. Evans and R. Jensen, The infinity laplacian, Aronsson’s equation
and their generalizations. Trans. Amer. Math. Soc. 360 (2008), 77–101.

[5] M. Belloni and B. Kawohl, The pseudo p−Laplace eigenvalue problem and viscosity
solutions as p →∞. ESAIM: Control Opt. Calc. Var. COCV 10 (2004), 28–52.

[6] M. Belloni, B. Kawohl and P. Juutinen, The p-Laplace eigenvalue problem as p →∞
in a Finsler metric. J. European Math. Soc. 8 (2006), 123–138.

[7] T. Bhattacharya, E. Di Benedetto and J. Manfredi, Limits as p → ∞ of ∆pup = f
and related extremal problems. Rend. Sem. Mat. Univ. Politec. Torino (1991), 15–68.

[8] F. Charro, J. Garcia Azorero and J. D. Rossi, A mixed problem for the infinity lapla-
cian via Tug-of-War games. Calc. Var. Partial Differential Equations 34(3) (2009),
307–320.

[9] F. Charro and I. Peral, Limit branch of solutions as p → ∞ for a family of sub-
diffusive problems related to the p-Laplacian. Comm. Partial Differential Equations
32 (2007), no. 10-12, 1965–1981.

[10] M.G. Crandall, H. Ishii and P.L. Lions, User’s guide to viscosity solutions of second
order partial differential equations. Bull. Amer. Math. Soc. 27 (1992), 1–67.

[11] L. C. Evans and O. Savin, C1,α regularity for infinity harmonic functions in two
dimensions. Calc. Var. Partial Differential Equations 32 (2008), no. 3, 325–347.

[12] L. C. Evans and C. K. Smart, Everywhere differentiability of infinity harmonic func-
tions. Preprint.

[13] E. Le Gruyer, On absolutely minimizing Lipschitz extensions and PDE ∆∞(u) = 0.
NoDEA Nonlinear Differential Equations Appl. 14 (2007), 29–55.

[14] E. Le Gruyer and J. C. Archer, Harmonious extensions. SIAM J. Math. Anal. 29
(1998), 279–292.

[15] T. Ishibashi and S. Koike, On fully nonlinear PDEs derived from variational problems
of Lp norms. SIAM J. Math. Anal. 33 (2001), no. 3, 545–569.

[16] R. Jensen, Uniqueness of Lipschitz extensions: minimizing the sup norm of the gra-
dient. Arch. Rational Mech. Anal. 123 (1993), 51–74.

[17] P. Juutinen and P. Lindqvist, On the higher eigenvalues for the ∞-eigenvalue problem,
Calc. Var. Partial Differential Equations 23(2) (2005), 169–192.

[18] P. Juutinen, P. Lindqvist and J.J. Manfredi, The ∞-eigenvalue problem, Arch. Ra-
tional Mech. Anal. 148 (1999), 89–105.

[19] R.V. Kohn and S. Serfaty, A deterministic-control-based approach to motion by cur-
vature, Comm. Pure Appl. Math. 59(3) (2006), 344–407.



TUG-OF-WAR GAMES AND THE INFINITY LAPLACIAN 29

[20] A. P. Maitra and W. D. Sudderth, Discrete Gambling and Stochastic Games. Appli-
cations of Mathematics 32, Springer-Verlag (1996).

[21] J. J. Manfredi, M. Parviainen and J. D. Rossi, An asymptotic mean value character-
ization of p-harmonic functions. Proc. Amer. Math. Soc. 138 (2010), 881–889.

[22] J. J. Manfredi, M. Parviainen and J. D. Rossi, Dynamic programming principle for
tug-of-war games with noise. To appear in Control Optim. Calc. Var. COCV.

[23] J. J. Manfredi, M. Parviainen and J. D. Rossi, On the definition and properties of
p-harmonious functions. Preprint.

[24] J. J. Manfredi, M. Parviainen and J. D. Rossi, An asymptotic mean value characteri-
zation for a class of nonlinear parabolic equations related to tug-of-war games. SIAM
J. Math. Anal. 42(5) (2010), 2058–2081.

[25] A. Neymann and S. Sorin (eds.), Sthocastic games & applications, pp. 27–36, NATO
Science Series (2003).

[26] A. M. Oberman, A convergent difference scheme for the infinity-laplacian: construc-
tion of absolutely minimizing Lipschitz extensions, Math. Comp. 74 (2005), 1217–
1230.

[27] Y. Peres, G. Pete and S. Somersielle, Biased Tug-of-War, the biased infinity Laplacian
and comparison with exponential cones. Calc. Var. Partial Differential Equations 38
(2010), no. 3-4, 541–564.

[28] Y. Peres, O. Schramm, S. Sheffield and D. Wilson, Tug-of-war and the infinity Lapla-
cian, J. Amer. Math. Soc. 22 (2009), 167–210.

[29] Y. Peres and S. Sheffield, Tug-of-war with noise: a game theoretic view of the p-
Laplacian. Duke Math. J. 145(1) (2008), 91–120.

[30] J. D. Rossi and M. Saez, Optimal regularity for the pseudo infinity Laplacian. ESAIM.
Control Opt. Calc. Var. COCV. 13(2) (2007), 294–304.

[31] O. Savin, C1 regularity for infinity harmonic functions in two dimensions. Arch.
Ration. Mech. Anal. 176 (2005), no. 3, 351–361.

Ivana Gómez
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Ciudad Universitaria, Pab 1 (1428),
Buenos Aires, ARGENTINA.

E-mail address: julio.rossi@ua.es


