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Abstract— A simple control strategy was
studied for harmonic disturbance rejection in
magnetic field compensation systems for low-
field magnetic resonance techniques. The strat-
egy is based on the simultaneous action of a
conventional PID and a selective harmonic-
compensation controller. The system consists
of a set of compensating coils fed by indepen-
dent current sources driven by a digital con-
troller. A series of hall magnetic sensors close
the control loop. Despite its simplicity, it is
shown that the performance of the dual con-
troller improves within the frequency range
where the waterbed effect becomes dominant,
by selectively enhancing the rejection of the
harmonic component. The proposed solution is
particularly useful for selective harmonic rejec-
tion of slowly varying frequency and amplitude
dependent harmonic perturbations. An exten-
sion to multiple-harmonic components pertur-
bations is possible.

Keywords— Automatic frequency control,
waterbed effect, harmonic rejection, periodic
control.

I. INTRODUCTION

Field-cycling nuclear magnetic resonance (NMR) tech-
niques require magnetic field compensation in order to
run experiments at very low or zero-field conditions
(Anoardo and Ferrante, 2003). In NMR relaxome-
try applications, it is desirable to extend the oper-
ative magnetic field range of the hardware in order
to scan relaxation parameters up to very weak mag-
netic fields (Kimmich and Anoardo, 2004). A magnetic
field compensator is also atractive for Zero-field NMR
spectroscopy and double resonance nuclear quadrupole
spectroscopy (NQR) as well. More recently, field-
cycling magnetic resonance imaging (MRI) has been
performing as a new paradigm of potential massive
use in medical diagnosis (Lurie et al., 1998; Matter et
al., 2006). For all of these, a quality compensation of
the magnetic field not only demands for cancellation
of time-independent components, but also for time-
dependent and harmonic contributions arising from

the environment.

The problem is more general however. There are
many applications where the attenuation or cancela-
tion of periodic disturbances are necessary. Active
shielding (Kuriki et al., 2002; Platzek et al., 1999;
Sergeant et al., 2003; Sergeant et al., 2007; ter Brake
et al., 1993) and active noise cancellation (Kuo and
Morgan, 1999; Nelson and Elliot, 1992) are examples.
The problem of rejecting periodic disturbances with
uncertain frequency is common in mechanical and elec-
tronic systems. Different solutions were considered, as
for example, adaptive algorithms to estimate the fre-
quency and the amplitude of the disturbance in com-
bination with a phase-locked loop (Bodson and Dou-
glas, 1997) or, internal model (IM)-based adaptive al-
gorithms (Brown and Qing Zhang, 2004).

In most cases, the solution is based on controllers op-
erating in the time domain. In the case of a noise per-
turbation composed of several frequency components,
those within the bandwidth of the controller will be
attenuated, while those occurring at higher frequen-
cies will be amplified; phenomena called ”waterbed ef-
fect” (Skogestad and Postlethwaite, 2005). If these
last components can be selectively mitigated by other
means, it would be possible to extend the effective
dynamic range of the controller, while keeping the re-
quired quality of attenuation within the bandwidth of
the controller. This strategy cannot be implemented
with a conventional feedbacked controller working in
the time domain. Feedforward controllers are not sub-
jected to the waterbed effect, but can only be used for
a detailed plant estimation and a harmonic spectrum
constant in time (Akogyeram and Longman, 2001).
In this work, a controller that combines the action
of both, time and frequency domains, fixing the wa-
terbed effect problem is presented. The used frequency
domain algorithm is related to the more sophisticated
gradient algorithms (Nelson and Elliot, 1992), and also
to higher harmonic control (HHC) or Multicyclic Con-
trol (Johnson, 1982; Patt et al., 2005).

The simplification in the proposed method relays
in the use of the Fast Fourier Transform (FFT) to ex-
tract the information from the measured output signal,
necessary to close the control loop using a simple PI
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Figure 1: Description of the system

controller. This is an important characteristic of the
algorithm since, in the context of the present problem,
it is not possible to measure the perturbation alone as
it is frequently done in active noise cancellation.

In this manuscript we deal with a magnetic field ac-
tive shielding system designed for Fast Field Cycling
(FFC) Nuclear Magnetic Resonance (NMR) experi-
ments. The experimental situation has already been
described in an earlier publication (Forte et al., 2010).

II. CONTROL STRATEGY

Non-periodic disturbances are canceled with a conven-
tional PID controller (C1) working in the time domain.
A second PI controller (C2) working in the frequency
domain is added to deal with harmonic perturbations
(Fig. 1). Controller in the time or frequency domain
refers to how is it expressed its input signal (Palani,
2010). While C1 works with the signal as it is mea-
sured by the magnetic field sensor, C2 works with its
Fourier Transform.

If a harmonic component occurs at a frequency
where the waterbed effect manifests for C1, the ac-
tion of C2 will compensate the effect thus extending
the dynamic range of the combined system.

All magnetic fields are time-dependent. For simplic-
ity, it is not included the time dependence (t) of the
different magnetic field variables explicitly in the text.
The relevant signals affecting the system of Fig. 1 are:

Bt = Bd +Bc = Brt +Bwt (1)

where Bt is the total magnetic field sensed, Bd rep-
resent all the disturbances, Bc is the compensating
magnetic field, Brt is the fr frequency component of
the total magnetic field and Bwt includes all frequency
components of Bt different from fr.

Bd = Brd +Bwd (2)

where Brd is the armonic disturbance that will be can-
celled by C2 and Bwd represents all other disturbances
that will be cancelled by C1.

Brd(t) = B̂rdsin[2πfrdt] (3)

where B̂rd is the amplitude of Brd(t) and frd is the
frequency of Brd(t).

Bc = Brc +Bwc (4)

where Brc is the compensation signal generated by C2
and Bwc is the compensation signal generated by C1.

Brc(t) = B̂rcsin[2πfrct+ θrc(t)] (5)

where B̂rc is the amplitude of Brc(t), frc is the fre-
quency of Brc(t) and θrc(t) is the phase of Brc(t) with
respect to Brd(t).

For any controller working in harmonic noise miti-
gation, the solution will be equivalent to the addition
of an antiphase signal, with same frequency and ampli-
tude than that of the perturbation. If the parameters
(B̂rd and frd) of the harmonic perturbation (Eq. 3)
are well known, it is possible to eliminate Brd if we do:

B̂rc = B̂rd (6)

frc = frd (7)

θrc = Kri

∫
T

|Brn|dt (8)

where Kri is a design parameter, T is the control loop
period of C2 and Brn is the normalized amplitude of
Brt defined as Brt

B̂rd

.

If Eqs. 6 and 7 hold, it is possible to find a value of
Kri (Eq. 8) that satisfies θrc(t) → π when t → ∞. As
it is assumed constant (or slowly varying) frequency
and amplitude characteristics for the harmonic com-
ponent of the perturbation Brd, both B̂rd and frd can
be approximated through a high-resolution FFT be-
fore starting the active cancellation process. Once the
controllers are fully active, Brt is cyclically calculated
trough a fast FFT performed on the samples acquired
during the C2 loop period (T).

B̂rc ≈ B̂rd (9)

frc ≈ frd (10)

θrc = Kri

∫
T

ik|Brn|dt (11)

where: k is the control iteration index.

ik =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

−ik−1 if dB̂rt

dt > α and d2B̂rt

dt2 > 0 or

if dB̂rt

dt < −α and d2B̂rt

dt2 > 0

ik−1 otherwise

α is a design parameter used to introduce a hystere-
sis in the swith condition of ik. For the first iteration
(k = 1) ik is initilized with 1.

In Eq. 11, the sign of the integral argument is
changed every time Brt passes throught a minimum.
In this way, it is possible to keep both signals (Brd and
Brc) near antiphase, although their magnitude were
different. In steady state, the system behaves as an
on-off controller, keeping Brt oscillating around their
minimum value (amplitude modulation - AM - with
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a small depth index). This behavior seems to be a
common feature of this kind of controllers (see for in-
stance Sergeant et al., 2007). The amplitude of the
oscillation depends on the time interval between the
moment at which Brt reaches the minimum, and the
change in the sign of the C2 integral argument (Eq.
11). Ideally, if this time interval is reduced to zero,
the amplitude of the oscillation cancels (there is no
modulation). However, for robustness, it is manda-
tory to admit a certain hysteresis (like in every on-off
controller) by setting α > 0.

It is desired that the total magnetic field at fr fre-
quency never becames larger than the disturbance at
the same frequency, that is:

Brt < Brd (12)

This condition can be expressed in therms of the
phase angle:

π − π

3
< θrc < π +

π

3
(13)

Which implies that it must be satisfied that:

Kri

∫
T

|Brn|dt < π

3
(14)

As Brn is normalized, its maximum possible value
is 2 (when Brc and Brd are in phase). Then,

KriT2 <
π

3
⇒ Kri <

π

6T
= Krimax (15)

Now, if the disturbance frequency suddenly change,
making frd �= frc while the amplitude does not suffer
any change, the envelope of the sum of Brc +Brd will
be:

envelope of Brc +Brd = 2A sin(
|frc − frd|

2
t) (16)

where A = B̂rc = B̂rd.
Using Eq. 16, to preserve inequality 12, it must be

satisfy that:

T <
2

df
asin(

1

2
) ⇒ T <

π

3df
(17)

df = |frd − frc| .
Since the dynamics of the plant is intrinsically

driven by the control algorithm of C2, the command
signal uc applied to the plant will just depend on the
gain Kp of the plant transfer function:

uc = K−1
p ∗Brc (18)

where Kp is the gain of the plant transfer function.
Controllers C1 and C2, do not affect their perfor-

mance each other. C1 can only modify the magnitude
of the disturbance view by C2, but in steady way over
time. In addition, C1 views the magnetic field gener-
ated by C2 as any other perturbation.
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Figure 2: Simulation model: general diagram.
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Figure 3: Details inside blocks of Fig. 2: a) Plant
model. b) Perturbation (with two frequency harmonic
components and offset) and c) Brc generator.

III. SIMULATED ALGORITHM
PERFORMANCE TESTS

The algorithm was applied to a controller aimed for
a magnetic field active shielding (Forte et al., 2010).
The controlled variable Bc(t) is the mean magnetic
field along one axis direction. The actuator consists
of a set of coils generating a homogeneous magnetic
field along the same axis of Br(t). The current flowing
through these coils are handled by the combined action
of controllers C1 and C2. The plant is modeled by a
second order transfer function with delay:

G(s) =
Kpe

−sTp

ω2s2 + 2ξωs+ 1
, (19)

where G(s) is the transfer function in the Laplace do-
main (s), Tp is the time delay [s], ξ is the damping
factor and ω is the natural frequency [r/s].

The transfer function parameters values are:
Kp = 25.54, Tp = 510e-5, ξ = 0.647 and ω = 1.4e-
3 (Forte et al., 2010).

Simulations were carried out using the Simulink
toolbox of MatLab. A general block-scheme of the
system can be observed at Fig. 2. The plant has been
modeled with a linear transfer function of second or-
der, including delay and a saturation block represent-
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ing the largest current output allowed by the hardware
(Fig. 3a). As an example, it can be considered here the
case where the system has to deal with a perturbation
composed of two definite frequency components and
an offset (Fig. 3b).

C1 attenuates constant disturbances and one of the
harmonics (with its frequency defined within the band-
width of the controller). A compensating signal was
added to cancel the second harmonic, with frequency
defined within the range where the waterbed effect
dominates the response of the C1 controller. This sig-
nal is generated by the subsystem shown in Fig. 3c and
it is managed by the specifically designed controller
C2.

The input signal to the C1 controller is the error e
defined as follows:

e(s) = r(s)− c(s) (20)

where c is the controlled variable and r is the reference
signal.

The purpose of the control is to cancel the magnetic
field, that is, e(s) = −c(s). The PID controller equa-
tion (Ziegler and Nichols, 1942) is:

uw(s) = Kw

[
1 +

1

Tiws
+ Tdws

]
e(s) (21)

where uw(s) is the controller output and the plant in-
put and Kw, Tiw and Tdw are the parameters of the
controller.

The controller was tuned following the Sung method
(Sung et al., 1998) (Kw = 13.6e-3, Tiw = 2.7 and
Tdw = 1.5e-3). Simulations were done by discretiza-
tion (Ogata, 1987).

When the frequency domain controller C2 is turned
on, a FFT with a large number of samples is performed
to determine the amplitude and frequency of the per-
turbation (Brd and frd). During this step, both con-
trollers are inoperative. Once the system is fully work-
ing, a faster FFT (few samples) is cyclic performed to
close the loop of the phase-tracking procedure. The
subsystem that tracks the phase, integrates all the
time the amplitude component of the resulting mag-
netic field Brc(t) +Brd(t) at frc frequency. This feed-

back signal is normalized dividing it by B̂rd, in order
to keep the loop gain independent of the perturbation
intensity.

Parameters of controller C2 were set as follow: Sam-
ple frequency fs = 1KHz, control loop period T =
64ms, Kri = 5 < π/(6 ∗ T ). So, the largest possi-
ble change of the disturbance frequency during T is:
dfmax

= π/(3 ∗ T ) = 16.4Hz.
The most important block of this controller is that

checking the sign of the integral argument, used to de-
fine the sign of the phase step of θc(t). The decision
of switching from phase increment to phase decrement
(or vice versa) is taken in the moment at which the per-
turbation intensity crosses a minimum (see Fig. 4). A

Figure 4: Details of the block involved in the minimum
intensity condition detection for the phase-tracking al-
gorithm.

moving average filter is applied before and after calcu-
lating the derivatives. A J-K flip-flop managed by the
sign of the previously calculated derivative detects the
condition of passing through a minimum. At the end
of this block, the output is multiplied by the absolute
value of the derivative, only when Brt is decreasing in
time.

Initially, C1 was tested with two frequency compo-
nents (20Hz and 80Hz), one within the bandwidth
of the controller, and the other in the range where
the PID amplifies. Frequencies beyond the limit im-
posed by the sample rate will be rejected by the an-
tialiasing filter and will not be affected by the system
(Oppenheim et al., 1983). In turn, a step was added
at t = 3.5s. As expected, the low-frequency compo-
nent is attenuated while the other is amplified. The
C1 controller behaves satisfactorily with the step per-
turbation, which drives it to zero immediately. The
same perturbation was later applied to C2. Since the
algorithm was designed to cancel only one frequency
component (the highest), C2 attenuates that compo-
nent without affecting the other. However, the step is
not affected by this controller.

Figure 5 shows the simulated result when both C1
and C2 are working simultaneously. At t = 2.5s C2
starts attenuating the perturbation using the informa-
tion recovered until that time. C1 is turned on at
t = 3s. Two small lateral bands arise around the fre-
quency component of 80Hz as a consequence of the
AM modulation effect of the C2 controller. The to-
tal disturbance spectral energy is conveniently reduced
when both controllers are working.

IV. EXPERIMENTAL

Experiments were carried out using the platform al-
ready described in Forte et al., 2010. A new dedicated
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Figure 5: a) Total magnetic field when both controllers
are active. At time t=3.5s a step perturbation is in-
troduced. b) Spectrum of the magnetic field after the
step perturbation have been added.

hardware executes the control tasks that were previ-
ously based on PC environment. The system is based
on a TMX320F28335 digital signal controller (DSC).
The magnetic field feedback information is read from
the hall sensors using two MAX1316 analogue to dig-
ital converters (ADC), providing 10 input channels.
The controller also has 8 analogue outputs provided by
two DAC8544 digital to analogue converters (DAC),
used to manage the currents flowing through the com-
pensating coils. Data are moved between ADCs and
the DSC by direct memory access (DMA) thus op-
timizing the system speed. The control loop sample
time is governed by an internal timer which reduces
the hitter to the minimum. This issue critically af-
fects the performance of the controller, being however
this a minor problem at the present stage of concept
testing.

As a first experiment, the frequency response of C1
was characterized. The waterbed effect starts to man-
ifest at a frequency of about 10Hz. In contrast to
C1, controller C2 does not have a region where dis-
turbances are amplified, but if a step is applied, this
controller has no effect (Fig. 6a). The two controllers
have been lump together resulting in a system with
good frequency characteristics and capability of step
compensation (Fig. 6b). Experiments of Fig. 6 were
done with a perturbation having its frequency within
the bandwidth of C1. Figure 7 shows that the negative
effect of C1 at a frequency where the waterbed effect
dominates, can be practically eliminated by the action
of C2, when both controllers are working.

V. DISCUSSION

A deficiency of the proposed solution is related to the
phase-tracking algorithm. A hysteresis is introduced
from the determination of the sign of the phase steps
(increments or decrements) which is based on the cal-
culation of derivatives. As this operation is highly
sensibly to noise, the controller changes the sign of
the feedback signal before Brt passed through its min-
imum value. This situation would produce a momen-
tarily loss of control, resulting in an undesirable peak
in Brt (of magnitude B̂rc+B̂rd). The added hysteresis
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Figure 7: System behavior for a perturbation of fre-
quency where C1 acts as an amplifier. a) Time domain
signals. b) Spectral representation.

demands checking that dBrt/dt remains positive for a
while after crossing the minimum.

The amplitude and frequency of the compensating
signal differ from the real disturbance due to unavoid-
able errors of the FFT. The controller must be con-
stantly tracking the phase of Brd(t) to cancel the har-
monic perturbation, thus imposing a frequency limit
for the algorithm loop. Moreover, every control loop,
the FFT of Bt(t) is performed to measure the feedback
signal. This FFT should have the minimum quan-
tity of samples needed to characterize Brt, also affect-
ing the frequency response of the controller. There-
fore, the algorithms used to measure the frequency and
amplitude of the perturbation and the phase-tracking
procedure, are critically affecting the dynamic range
of the system. This drawback could be overcame by
sensing the perturbation outside the exclusion volume
and using a feedborward controller. However, in our
application, the surroundings of the exclusion volume
are affected by the time dependent disperse field of the
main magnet of the relaxometer.

Unlike other control strategies, like repetitive con-
trol (Hara et al., 1985) or iterative learning control
(Arimoto et al., 1986), the simple method proposed
in this work can selectively reject harmonic pertur-
bations. This is an important issue when, at the out-
put of the system, the perturbation contains harmonic
components that should remain unaffected. Existing
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control strategies for the rejection of harmonic com-
ponents are based on the estimation of the main com-
ponent (see for example Bodson et al., 2001). In this
work, every control cycle the systems seeks perturba-
tion information, thus avoiding the risk that the esti-
mator does not converge. If for any circumstance, the
controller looses the control of the antiphase signal,
the system recovers itself after a transient time where
the perturbation can be amplified at most by a factor
of two.

VI. CONCLUSIONS

It was shown that the waterbed effect associated to
controlled signals in the time domain can be circum-
vented with the addition of a conventional PI con-
troller working in the frequency domain. In this way,
the dynamic range and the performance of the com-
bined controller can be improved. A deeper mathe-
matical analysis is needed to explore the limits of oper-
ation, particularly analyzing other alternatives to the
FFT and the phase-tracking algorithms. The present
scheme can be adapted for the selective rejection of two
or more harmonic components, particularly in the case
of steady conditions. Experimental results depicted in
Fig. 7 clearly shows that the practical implementation
of the proposed solution, although involving very sim-
ple control concepts, can be extremely efficient.
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