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Effect of particle-hole symmetry on the behavior of tracer and jump diffusion coefficients
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This paper analyzes the effect of particle-hole symmetry on the behavior of the tracer diffusion coefficient as
well as the jump diffusion coefficient. The coefficients are obtained by performing a random walk of individual
atoms in a two-dimensional square lattice at monolayer, using the n-fold way Monte Carlo simulation. Different
hopping mechanisms have been introduced to study the effect of particle-hole symmetry. For hopping kinetics
where the initial-state interactions are involved, the diffusion coefficient at high coverage falls several orders of
magnitude due to the effect of particle-hole symmetry. For hopping kinetics where the final-state interactions are
present, the effect is the opposite. For those involving both initial- and final-state interactions, like the so-called
interaction kinetics, the effect of particle-hole symmetry is also discussed. This effect seems to be critical for
repulsive lateral interactions, for which the behavior of the diffusion coefficients is modified by introducing the
particle-hole symmetry condition.
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I. INTRODUCTION

The theoretical description of the collective diffusion
process is a complicated many-body problem and various
approaches have been applied to it, ranging from analytic
ones based on master, Fokker-Planck, or Kramers equations to
numerical Monte Carlo simulations. An important background
is provided in Refs. [1–7].

The kinetic lattice gas model (KLGM) is usually an
adequate background in which to describe diffusion of
individual or collective motion of atoms in one-, two-,
or three-dimensional systems. Besides this approximation,
the diffusion can be described, e.g., by using the Frenkel-
Kontorova model [8].

In the framework of the KLGM, diffusion coefficients
represent the most important nonequilibrium characteristics.
The analysis of these coefficients can be based on the linear-
response theory [9–11] or gradient expansions of correlation
functions [12,13].

For an interacting two-dimensional lattice gas, impor-
tant results were obtained considering the quasiequilibrium
distribution [14] and the semiphenomenological approach
[1]. One such result is the so-called Reed-Ehrlich (RE)
factorization, where a simple expression for the chemical or
collective diffusion coefficient was proposed as a product of
the thermodynamic factor (which is proportional to the inverse
of the compressibility of the adsorbed phase) and the kinetic
or dynamic factor (the average transition rate).

Physically, diffusion jumps represent the simplest Arrhe-
nius processes and can be described by the transition state
theory (TST) [15,16]. This theory has been used to describe
diffusion [16,17] and other processes [16,18–22]. In particular,
it has been shown [16,17] that following TST, one can derive
the RE expression for the collective diffusion coefficient.
Recently, many other approaches have been used [23,24].

A rather general approach has been proposed by Payne and
Kreuzer (PK) [25] for one-dimensional (1D) and 2D diffusion
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[26,27]. They have exactly corroborated the RE factorization
[1] for any range of interactions and for any form of the
hopping rates that satisfies the principle of detailed balance.
As expected, this result agrees with that obtained in Ref. [17].
However, the principle of detailed balance is a necessary but
not sufficient condition for physically acceptable behavior
of the diffusion coefficient. Thus, additional constraints on
the hopping rates must be introduced, as is demonstrate in
Refs. [28,29].

The method introduced by PK allows the introduction
of different hopping mechanisms. Moreover, one can also
consider the introduction of particle-hole symmetry (PHS) in
the transition rate.

Note that a lattice gas possesses PHS if the Hamiltonian,
a function of the site occupation numbers ni = 0,1, satisfies
the relation H → H + A

∑
i ni + B (with A, B constants)

under the transformation ni → (1 − ni), while, for instance,
real (continuous) fluids lack PHS ipso facto since a hole is
not defined [30]. A lattice gas (at monolayer) where the PHS
is fulfilled presents a symmetrical phase diagram (critical
temperature versus surface coverage) around half-coverage
[31].

For the hopping process, the PHS is fulfilled when the
transition rate for a given configuration is the same as the
transition rate for the same configuration, when particles are
changed by holes. This was first discussed by PK for one-
dimensional systems in Ref. [25]. However, the generalization
to two dimensions is not straightforward and must be carefully
analyzed.

The aim of this work is to analyze the effect of PHS
on the diffusion coefficients. Using the PK method, the
transition rates are written as an expansion of the occupation
configurations of all neighboring sites. Free coefficients arise
from this expansion. Some of them are determined from the
principle of detailed balance and the PHS condition. Therefore,
an ad hoc dynamic scheme to get the rest of them is necessary
to be introduced.

Three different hopping mechanisms are considered. First,
we consider the initial state kinetics, where the hopping
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probability of a particle is determined by the interaction with
its neighbors in the initial state. This is the usual pattern in the
literature. The second mechanism is the final state kinetics,
where the hopping probability of a particle is determined
by the interaction with their neighbors in the final state.
Finally, we consider the interaction kinetics, where the hopping
probability of a particle is determined by the interaction with
its neighbors in the initial and final state [25].

As is demonstrated in the present work, the influence of the
PHS in the three above-described schemes plays an important
role. All the results are obtained by means of n-fold way
Monte Carlo simulations in a two-dimensional square lattice.
Repulsive interaction between nearest-neighbor particles to
analyze the diffusion coefficients in the vicinity of the order-
disorder phase transition is considered.

The outline of the paper is as follows. In Sec. II, the
kinetic lattice gas model is described, introducing the master
equation formalism. Then, the principle of detailed balance
and PHS are used to determine the relations between the
different parameters involved. In Sec. III, the definitions
of the collective, tracer, and jump diffusion coefficients are
introduced. In Sec. IV, the results are analyzed. Finally, in
Sec. V, a summary and the conclusions are given.

II. THE KINETIC LATTICE GAS MODEL

Let us consider a system composed of M sites in a two-
dimensional square lattice of linear size L. To describe the
state of the system, one introduces microscopic occupation
numbers ni,j = 1 or 0, depending on whether the site (i,j ) is
occupied by an adsorbed particle or not, respectively. There
are 2M microstates given by sequences of zeros and ones. To
introduce the dynamics of the system, one writes down a model
Hamiltonian:

H = Es

∑
i,j

ni,j + V

2

∑
i,j ;i ′,j ′

ni,jni ′,j ′ + · · · , (1)

where (i ′,j ′) are the indexes corresponding to the nearest-
neighbor sites of site (i,j ). Since the lattice gas Hamiltonian
should give the same Helmholtz free energy as a microscopic
Hamiltonian (for noninteracting particles), one can show that
the proper identification of Es is the free energy per particle
[32],

Es = −V0 − kBT ln(q3qint), (2)

where V0 is the depth of the surface potential. The center-
of-mass vibrations of the adsorbed molecule in this potential
well are represented by the partition functions q3 = qzqxy , with
normal (z) and in-plane (x,y) components; qint = qvibqrot is the
partition function for the internal degrees of freedom. V is the
interaction between nearest-neighbor particles. Longer-range
interactions, like next-nearest-neighbor and trio interactions,
can be included [25–27].

Let us introduce a function P (n,t), which gives the proba-
bility that a given microstate n = {n1,1, . . . ,ni,j , . . . ,nL,L} of
the lattice gas is realized at time t , and the function W (n; n′),
which gives the transition probability per unit time and is
obtained as the probability to go from state n′ to state n per
unit time. Treating hopping as a Markov process, P (n,t) must

satisfy a master equation,

dP (n; t)

dt
=

∑
ń

[W (n; n′)P (n′; t) − W (n′; n)P (n; t)]. (3)

To ensure the approach to equilibrium in an isolated system,
each term in the sum must satisfy the principle of detailed
balance:

W (n′; n)Peq(n) = W (n; n′)Peq(n′), (4)

where

Peq(n) = e−[H (n)−μN(n)]/kBT

�
. (5)

Here, kB , T , and μ are the Boltzmann constant, the tempera-
ture, and the chemical potential, respectively. Peq denotes the
equilibrium probability and � is the grand-canonical partition
function given by

� =
∑

n

e−[H (n)−μN(n)]/kBT . (6)

In the absence of adsorption and desorption, the number of
adparticles, N (n), is fixed and the form of W (n′; n) depends
on the hopping scheme. We restrict our description of diffusion
to that resulting from the hopping of single particles from an
occupied site to a neighboring unoccupied site. Then we can
write this transition probability as [25–27,33]

Wdiff(n′; n) =
∑

i,j ;i ′,j ′
[W>

i,j (n) + W<
i ′,j ′ (n)]

×δ
1−ni,j

n′
i,j

δ
1−ni′ ,j ′
n′

i′ ,j ′

∏
l,k �= i,j

l,k �= i ′,j ′

δ
nl,k

n′
l,k

. (7)

Then, the transition rate W>
i,j from site (i,j ) to site (i,j + 1)

can be written in compact form as

W>
i,j (n) = J0ni,j (1 − ni,j+1)[1 + AN + BM + STCTR],

(8)

where J0 is the elementary hopping rate for a single particle
at zero coverage (usually it has Arrhenius form). The rate
W<

i,j gives the reverse current and it can be obtained with the
interchanges j � j + 1 and j − 1 � j + 2. In the preceding
equation, A is a 1 × 3 matrix,

A = (A1 A2 A3), (9)

with components As which take into account the effect of the
interactions of the hopping particle with its s neighbors in the
initial state. Likewise, matrix B is a 1 × 3 matrix,

B = (B1 B2 B3), (10)

whose components Bs take into account the effect of the
interactions of the hopping particle with its s neighbors in
the final state.

On the other hand, N and M are 3 × 1 matrices which
represent the occupation state of the nearest-neighbor sites
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involved in the process,

N =

⎛
⎜⎝

ni,j−1 + ni−1,j + ni+1,j

ni,j−1(ni−1,j + ni+1,j ) + ni−1,j ni+1,j

ni,j−1ni−1,j ni+1,j

⎞
⎟⎠ (11)

and

M =

⎛
⎜⎝

ni−1,j+1 + ni+1,j+1 + ni,j+2

ni,j+2(ni−1,j+1 + ni+1,j+1) + ni−1,j+1ni+1,j+1

ni,j+2ni−1,j+1ni+1,j+1

⎞
⎟⎠.

(12)

To consider the PHS condition, is necessary to introduce the following 3 × 1 matrices:

S =

⎛
⎜⎝

ni+2,j (1 − ni+1,j+1)(1 − ni+1,j−1) + (1 − ni+2,j )ni+1,j+1(1 − ni+1,j−1) + (1 − ni+2,j )(1 − ni+1,j+1)ni+1,j−1

ni+2,j [ni+1,j+1(1 − ni+1,j−1) + ni+1,j−1(1 − ni+1,j+1)] + ni+1,j+1ni+1,j−1(1 − ni+2,j )

ni+2,j ni+1,j+1ni+1,j−1

⎞
⎟⎠

(13)

and

R =

⎛
⎜⎝

ni,j+2(1 − ni−1,j+1)(1 − ni+1,j+1) + ni−1,j+1(1 − ni,j+2)(1 − ni+1,j+1) + ni+1,j+1(1 − ni−1,j+1)(1 − ni,j+2)

ni,j+2[ni−1,j+1(1 − ni+1,j+1) + ni+1,j+1(1 − ni−1,j+1)] + ni−1,j+1ni+1,j+1(1 − ni,j+2)

ni,j+2ni−1,j+1ni+1,j+1

⎞
⎟⎠.

(14)

Finally, C is a 3 × 3 matrix:

C =

⎛
⎜⎝

C11 C12 C13

C21 C22 C23

C31 C32 C33

⎞
⎟⎠, (15)

where each term Ckl represents the interaction of a system
composed of one particle occupying the site (i,j ) surrounded
by k occupied nearest-neighbor sites, and its nearest-neighbor
empty site (i ′,j ′) surrounded by l occupied nearest-neighbor
sites.

To clarify how Eq. (8) works, in Fig. 1 an example is shown.
In the rate transition, the term 3A1 is due to the three occupied
nearest-neighbor sites of the hopping particle; the term 3A2 is

FIG. 1. An example of the hopping process and the transition
rate. Dashed lines denote the pair contribution, and solid lines denote
the trio contribution.

the contribution of the pairs of occupied nearest-neighbor sites
of the hopping particle, and these are indicated by dashed lines
in the figure; and the term A3 is due to the triplet of occupied
nearest-neighbor sites of the hopping particle (solid lines).
Similarly, considering the final state of the hopping particle and
the interactions with the occupied nearest neighbors, one can
obtain the terms corresponding to the coefficients Bs . Finally,
the term C33 is because both the initial and final state of the
hopping particle have three occupied nearest neighbors.

The principle of detail balance imposes the following
restrictions on the coefficients of rate transitions:

(1 + B1)u = (1 + A1), (16)

(1 + 2B1 + B2)u2 = (1 + 2A1 + A2), (17)

(1 + 3B1 + 3B2 + B3)u3 = (1 + 3A1 + 3A2 + A3), (18)

(1 + A1 + 2B1 + B2 + C12)u

= (1 + 2A1 + A2 + B1 + C21), (19)

(1 + A1 + 3B1 + 3B2 + B3 + C13)u2

= (1 + 3A1 + 3A2 + A3 + B1 + C31), (20)

(1 + 2A1 + A2 + 3B1 + 3B2 + B3 + C23)u

= (1 + 3A1 + 3A2 + A3 + 2B1 + B2 + C32), (21)

where u = exp(V/kBT ).
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If PHS is to be preserved in the hopping process, the
following relations have to be fulfilled too:

3A1 + 3A2 + A3 + 3B1 + 3B2 + B3 + C33 = 0, (22)

2A1 + 3A2 + A3 + 2B1 + B2 + C32 = 0, (23)

A1 + 2A2 + A3 + B1 + C31 = 0, (24)

2A1 + A2 + 2B1 + 3B2 + B3 + C23 = 0, (25)

A1 + B1 + 2B2 + B3 + C13 = 0, (26)

A1 + A2 + B1 + B2 + C22 − C11 = 0. (27)

Equations (16)–(27) are obtained considering two nearest-
neighbor sites, one occupied by the hopping particle and the
other by a vacancy; they are surrounded by its six nearest
neighbors. The rest of the lattice is frozen during the hopping
event. For example, Eq. (16) arises from considering the
transition between two configurations containing two particles,
one where the hopping particle has one occupied nearest neigh-
bor, and the other where the hopping particle is surrounded
by vacancies. There are six pairs of configurations which
give the same balance equation. Similarly, Eqs. (17)–(21) are
obtained. Note that the number of occupied nearest neighbors
for the hopping particle must be different from the number
of occupied nearest neighbors of the vacancy; otherwise, the
balance equations between configurations cancel each other
out.

Let us explain Eqs. (22)–(27). As we mentioned in the
Introduction, the particle-hole symmetry is fulfilled when
the transition rate for a given configuration is the same as
the transition rate for the same configuration, when particles
are changed by holes (vacancies). For example, Eq. (22)
arises from the PHS applied to the configuration showed in
Fig. 1. In fact, the transition rate for the particle is written
in the figure, while that corresponding to the vacancy is
W = 1. From equating both transition rates, Eq. (22) can
be obtained. In the Appendix, the configurations leading to
the rest of the equations (23)–(27) corresponding to PHS
conditions are shown. Note that the rate transitions between
those configurations in which the number of empty (occupied)
sites surrounding the hopping particle is the same as the
number of occupied (empty) sites surrounding the hopping
vacancy cancel each other out.

III. THE TRACER AND JUMP DIFFUSION COEFFICIENTS

The collective diffusion of atoms can also be described by
the Kubo-Green theory. In the framework of this theory, a
first approach to calculate the collective diffusion coefficient
is as a product of the jump diffusion coefficient and the
so-called thermodynamic factor. The jump and tracer diffusion
coefficients of surface species involve jumps of adsorbed
interacting particles from one binding site to another. The
jump diffusion coefficient DJ (θ ), accounting for the effective
hopping kinetics in an interacting system, gives a measurement
of the movement of the center of mass of the adsorbed particles,
while the tracer diffusion coefficient, DT (θ ), is visualized as
a measurement of the random walk of individual particles.

Both coefficients are obtained by performing a random walk
of individual atoms on the substrate. This random walk
characterizes the diffusion of surface particles and is strongly
determined by the hopping schemes considered. For this
reason, Monte Carlo simulation seems to be the most natural
tool to analyze the problem.

The tracer diffusion coefficient, DT , is determined from
measurements of the mean-square displacements (MSDs) of
the N tagged adatoms, which for a d-dimensional system agree
with [1,2,34]

DT = lim
t→∞

[
1

2dNt

〈(
N∑

i=1

[ri(t) − ri(0)]2

)〉]
. (28)

In the framework of the Kubo-Green theory [1,2], the collective
diffusion coefficient can be written, in a first approximation,
as

DC(θ,T ) =
(

∂μ/kBT

∂ ln θ

)
DJ =

[ 〈δN〉
〈N〉

]−1

DJ , (29)

where θ = 〈N〉/Ld is the coverage and 〈δN〉 is the mean-
square fluctuations in an area A containing 〈N〉 particles.
Precisely, [ 〈δN〉

〈N〉 ]−1 = χ−1 is the so-called thermodynamic

factor. Here χ−1 is the inverse of the surface susceptibility.
The jump diffusion coefficient, DJ , is related to the MSD of
the center of mass of the system by

DJ = lim
t→∞

⎡
⎣ 1

2dNt

〈(
N∑

i=1

|ri(t) − ri(0)|
)2〉⎤

⎦ . (30)

Usually, to obtain DT and DJ , the MSD of individual
particles and the MSD of the center of mass of the system
as a function of time are plotted in log-log form. Then, taking
the slope of each curve for very large times, provided that
normal diffusion is present, from the intercept, one gets the
value of DJ and DT [35,36].

Normal or Gaussian diffusion in a one-dimensional system
means that DJ ∝ tω (with ω = 1), while it is demonstrated
[37] that DT ∝ t1/2. However, for a two-dimensional system,
the diffusion exponents for both coefficients, DJ and DT , are
equal to 1, ω = 1 (for more information, see Ref. [4]).

To perform the Monte Carlo simulation describing the
diffusion process, an n-fold scheme was used [35]. Each
particle has four transition rates, which are evaluated through
Eq. (8). This algorithm has been shown to be very efficient
below critical temperature. In the next section, the results for
two-dimensional systems are presented.

IV. RESULTS

The coverage and temperature dependence for both the
DT and DJ coefficients for a two-dimensional system are
discussed. The system is represented by a square lattice
with periodic boundary conditions. Only repulsive lateral
interactions between nearest neighbors are considered.

As is demonstrated in Ref. [22], the present dynamics
belongs to the so-called soft dynamics, that is, the transition
rates depend on the parameters Ai , Bi , and Ci , which are
only functions of the lateral interaction V and temperature T .
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They do not depend on Es and V0, therefore the values of
such parameters do not influence the behavior of the diffusion
coefficients.

It is well known that for nearest-neighbor repulsive lateral
interactions, the adsorbate undergoes a phase transition from
disorder to a c(2 × 2) ordered phase for a certain range of
coverages (0.36 < θ < 0.64, at T = 0) [31,38–40]. Below the
critical temperature, T < Tc (for square lattices, Tc is given by
kBTc

V
= 0.567 29 . . . ), the thermodynamical factor has a sharp

peak at θ = 0.5 and two minima at coverages corresponding
to the entrance in the ordered phase. The jump and tracer
diffusion coefficients are also influenced by the order and they
change their behavior at T = Tc. Next, the behavior of the
tracer and jump diffusion coefficients for different hopping
kinetics will be analyzed, particularly when initial- and final-
state interactions are involved.

First, the hopping kinetics involving initial-state interac-
tions is considered. Thus, Bi = 0 must be fulfilled. After
solving Eqs. (16)–(18), we obtain the expressions for the Ai

coefficients:

A1 = e−βV − 1, (31)

A2 = e−2βV − 2e−βV + 1, (32)

A3 = e−3βV + 3e−βV − 3e−2βV − 1. (33)

Consider first that all Cij = 0. Here, the PHS is not
preserved, which is the situation most commonly used in the
literature.

In Figs. 2(a) and 2(b), D∗
T (θ,τ ) and D∗

J (θ,τ ) versus
coverage and reduced temperature, τ = T/Tc, are shown.
The behavior of both coefficients is very similar despite their
different nature. At low coverage, the coefficients are slightly
greater than the Langmuir case (noninteracting particles),
and then they fall to very low values near half-coverage. In
Ref. [11,34], it was shown that this is due to the presence
of nearest-neighbor repulsive interactions, which causes the
c(2 × 2) order of the system at temperatures around Tc. Both
coefficients decrease as the temperature decreases below Tc.
This result can be explained by the long-range c(2 × 2) order
at half-coverage. It is quite apparent that this ordering is still
rather imperfect at Tc but substantially improves at lower
temperatures. However, the motion of adatoms requires locally
breaking the order, and this becomes increasingly difficult
if the ordering is improving for temperatures well below
Tc. Without breaking the order, the particles can perform
flip-flop-like motions between adjacent lattice sites, but they
are not able to diffuse around. Thus, the motion of particles
in the c(2 × 2) ordered state is highly correlated. As coverage
increases, additional particles occupy sites with high hopping
probability. This is because this probability depends on the
initial-state interaction. For this reason, diffusion increases
with coverage.

Next, the results for the final-state hopping kinetics are
presented. In this case, the jump is determined by the interac-
tions in the final state, therefore Ai = 0 must be fulfilled. The
expressions of the Bi coefficients are

B1 = eβV − 1, (34)

(a)

(b)

FIG. 2. (a) Normalized tracer diffusion coefficient and (b) nor-
malized jump diffusion coefficient vs θ and τ for the hopping kinetics
with initial-state interactions. The lower temperature corresponds to
τ = 0.3 and the temperature step is 
τ = 0.1.

B2 = e2βV + 1 − 2eβV , (35)

B3 = e3βV − 1 + 3eβV − 3e2βV . (36)

Here, let us consider the case Cij = 0. With this, the PHS
is not preserved. In Figs. 3(a) and 3(b), the tracer and jump
diffusion coefficients, for the hopping kinetics with final-state
interactions, are plotted. In this case, the hopping probability
depends on the final configuration. Below the critical temper-
ature, the ordered phase is formed, the hopping probability
falls significatively, and the diffusion coefficients decrease to
very low values. The minimum occurs at half-coverage, where
a perfect c(2 × 2) phase is formed. As coverage increases,
the coefficients are slightly higher, and then they fall to near
zero for high coverage. This effect is more marked at low
temperatures.

Now, we add the effect of the PHS. To preserve the PHS,
the corresponding coefficients Cij must be obtained from
Eqs. (19)–(27). For initial-state hopping kinetics, they are
given by

C11 = C12 = C13 = −A1, (37)

C21 = −A1e
βV , (38)

C22 = C23 = −A1(1 + eβV ), (39)
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(a)

(b)

FIG. 3. (a) Normalized tracer diffusion coefficient and (b) nor-
malized jump diffusion coefficient vs θ and τ for the hopping kinetics
with final-state interactions. The lower temperature corresponds to
τ = 0.3 and the temperature step is 
τ = 0.1.

C31 = −A1e
2βV , (40)

C32 = −A1e
βV (1 + eβV ), (41)

C33 = 1 − e3βV , (42)

while for final-state hopping kinetics, the Cij coefficients are

C11 = C12 = C31 = −B1, (43)

C21 = −B1e
βV , (44)

C22 = C32 = −B1(1 + e−βV ), (45)

C13 = −B1e
−2βV , (46)

C23 = −B1e
−βV (1 + e−βV ), (47)

C33 = 1 − e−3βV . (48)

Note that Eqs. (16)–(27) form a 12 × 12 indeterminate
linear system, where two coefficients, C21 and C22, must
be introduced in an ad hoc way [see Eqs. (19) and (27)]
[41]. In Fig. 4, the normalized jump diffusion coefficients
corresponding to Cij = 0 (open circles), and different choices
of Cij �= 0 (filled symbols), for initial- and final-state hopping
kinetics, are compared. As is observed, the PHS introduces

FIG. 4. Comparison between the normalized jump diffusion
coefficients calculated by using Cij = 0 (open symbols) and with
Cij �= 0 (filled symbols) for τ = 0.3. The circles correspond to the
initial-state kinetics, while the squares correspond to the final-state
kinetics.

a strong effect on diffusion coefficients at high coverages.
Indeed, the variation of the coefficients covers more than seven
orders of magnitude at θ ≈ 0.75, depending on whether or not
it meets the PHS. At low coverages, the PHS does not introduce
significant changes in the diffusion coefficients.

(a)

(b)

FIG. 5. (a) Normalized tracer diffusion coefficient and (b) nor-
malized jump diffusion coefficient vs θ and τ for the interaction
kinetics with γ = 1 and Cij �= 0. The lower temperature corresponds
to τ = 0.3 and the temperature step is 
τ = 0.1.
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FIG. 6. Comparison between normalized jump diffusion coeffi-
cient calculated by using the interaction kinetics (open squares) with
γ = 1 and Cij �= 0 and that obtained by using a simple METROPOLIS

scheme (filled circles).

Next, the so-called interaction kinetics introduced in
Ref. [25] is discussed. The corresponding coefficients are
related to each other by

Ai = −γBi. (49)

Then, after using the principle of detailed balance [Eqs. (16)–
(18)], the expressions for the Bi coefficients are

B1 = 1 − eβV

γ + eβV
, (50)

B2 = 1 − e2βV

γ + e2βV
− 2B1, (51)

B3 = 1 − e3βV

γ + e3βV
− 3B1 − 3B2. (52)

According to the same criteria as those used in the one-
dimensional case, the phase diagram showing the values of γ

and V , where the diffusion coefficients are positive or negative,
can be obtained; see Ref. [29]. Taking γ = 1, the diffusion
coefficients are always positive.

To analyze the effect of the PHS condition, the case in which
the coefficients Cij �= 0 is considered. A possible choice of the

FIG. 7. Comparison between the normalized tracer diffusion for
the interaction kinetics with γ = 1, τ = 0.3, and different PHS
conditions (Cij �= 0, solid symbols; Cij = 0, open symbols).

TABLE I. Comparison between the transition rates for the
interaction kinetics with γ = 1 and a different PHS condition.

[i][f ] Wdiff(Cij = 0) Wdiff(Cij �= 0)

[1][2] 0.9051 0.1005
[1][3] 0.8998 0.0056
[2][1] 1.0949 1.8995
[2][3] 0.9947 0.1004
[3][1] 1.0018 1.9944
[3][2] 1.0053 1.8995

coefficients that satisfies all of Eqs. (19)–(27) may be

C11 = B1(γ − 1), (53)

C12 = B1(γ − 1) − B2, (54)

C13 = B1(γ − 1) − 2B2 − B3, (55)

C21 = B1(γ − 1) + γB2, (56)

C22 = 2B1(γ − 1) + B2(γ − 1), (57)

C23 = 2B1(γ − 1) + B2(γ − 3) − B3, (58)

C31 = B1(γ − 1) + 2γB2 + γB3, (59)

C32 = 2B1(γ − 1) + B2(3γ − 1) + γB3, (60)

C33 = 3B1(γ − 1) + 3B2(γ − 1) + B3(γ − 1). (61)

Again, because the number of equations is not enough to get
all coefficients independently, some of them must be defined
in an ad hoc way, specifically C22 and C12 [41].

In Figs. 5(a) and 5(b), the normalized tracer and jump
diffusion coefficients, for γ = 1 and Cij given by Eqs.
(53)–(61), are plotted. The reduced temperature goes from
τ = 0.3 to 1.2 in steps of 
τ = 0.1. Since the hopping
mechanism takes into account the initial- and final-state

FIG. 8. Comparison between the normalized tracer diffusion
coefficient calculated using the initial-state kinetics: C11 = 0, open
squares; C22 = 0, solid circles.
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(a)

(b)

FIG. 9. (a) Normalized tracer diffusion coefficient and (b) nor-
malized jump diffusion coefficient vs θ and τ for the interaction ki-
netics, with γ = −1 and Cij �= 0. The lower temperature corresponds
to τ = 0.3 and the temperature step is 
τ = 0.1.

interactions, the curves have some degree of symmetry around
θ = 0.5.

The behavior of both diffusion coefficients is very sim-
ilar to those calculated with a METROPOLIS hopping mech-
anism, where the hopping probability is proportional to
e−β(Ef −Ei ) [here Ef (Ei) is the interaction energy in the
final (initial) state]. To prove this assumption, we have
plotted the jump diffusion coefficient (for τ = 0.3) us-
ing both schemes in Fig. 6. The results are in complete
agreement. Note that this METROPOLIS scheme satisfies
the PHS.

Next, we discuss the cases in which the PHS is not
fulfilled, i.e., Cij = 0. In Fig. 7, the normalized tracer diffusion
coefficient has been represented for γ = 1. As shown in the
figure, at low temperature, a minimum appears at θ ≈ 0.3
instead of θ = 0.5. To explain this, Table I shows the transition
rates for different configurations of initial and final states.
The first column shows the number of nearest neighbors
in the initial and final states for a hopping particle. The
second and third columns show its corresponding transition
rates. Clearly, the breakdown of PHS leads to an equilibrium
condition in which the c(2 × 2) structure is not favored
at half-coverage. Therefore, the diffusion increases with
respect to the latter case, as is observed in Fig. 8. This

(a)

(b)

FIG. 10. (a) Normalized tracer diffusion coefficient and (b)
normalized jump diffusion coefficient vs θ and τ for the interaction
kinetics, with γ = 1 and Cij = 0. The lower temperature corresponds
to τ = 0.3 and the temperature step is 
τ = 0.1.

equilibrium condition is obtained starting from any initial
configuration.

So far, we have shown the dependence of surface diffusion
coefficients with respect to PHS. As we said, there are two
coefficients, within the formalism introduced, that are not
defined either by the constraints of the PHS or the principle
of detailed balance. Considering Eq. (27), different values of
the coefficients C11 and C22 are possible without violating the
PHS. Choosing C11 = 0 or C22 = 0, differences in diffusion
coefficients in both final-state kinetics as in the interaction
kinetics are not observed. However, in the initial-state kinetics
there is a strong dependence of the diffusion coefficients
with this choice of coefficients. At very low coverages (with
repulsive lateral interaction), the involved transition rates do
not contain these coefficients, and the diffusion coefficients are
independent of the kinetics. This happens at high coverages
too. At θ = 0.5, the ordered phase is responsible for the
diffusion mechanism; this was discussed in the previous
paragraphs. This behavior is shown in Fig. 8, where a
difference of one order of magnitude in the coefficients can be
observed.

An alternative to consider and one that modifies the
diffusion coefficient substantially is as follows. For this,
the normalized tracer and jump diffusion coefficients [see
Figs. 9(a) and 9(b)] for γ = −1 and Cij �= 0 are analyzed.
This value of γ belongs to the forbidden region of the phase
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FIG. 11. Influence of the initial configuration in the tracer diffu-
sion coefficient for Cij �= 0 and τ = 0.3. Solid squares correspond to
γ = 1 and equilibrium initial condition; open squares correspond to
γ = 1 and nonequilibrium initial condition. Solid circles correspond
to γ = −1 and equilibrium initial condition; open circles corresponds
to γ = −1 and nonequilibrium initial condition.

diagram. The behavior of both diffusion coefficients is almost
the same as for the case described above, except for those
values of coverage belonging to the critical region, where no
diffusion is observed. The lack of diffusion can be understood
by considering the hopping probabilities in both cases, γ = 1
and −1. Indeed, starting from an equilibrium configuration,
the c(2 × 2) structure is the most probable at half-coverage.
In this case, a hopping particle is surrounded by three empty
sites in the initial state, while it has three occupied sites in
the final state. To compare both cases, for τ = 0.3 and γ = 1
the hopping probability corresponding to this configuration is
4.3 × 10−8, while for γ = −1 it is strictly zero. Thus in the
first case diffusion exists while in the second case it does not
[see Figs. 9 and 10].

To analyze the influence of the initial configuration in the
behavior of the diffusion, let us consider the behavior of the
tracer diffusion coefficient for both cases (γ = 1 and −1)
when the initial configuration is out of equilibrium (random
distribution). In Fig. 11, the tracer diffusion coefficient for both
cases starting from different initial configurations is shown.
In the first case, γ = 1, the initial configuration does not
have any influence on the final result, while in the second
case, γ = −1, the diffusion coefficient depends on the initial
configuration. As can be observed, the results are completely
different.

V. SUMMARY AND CONCLUSION

Summarizing, in this work we have analyzed, by means
of Monte Carlo simulation, the influence of the PHS on
the behavior of the tracer and jump diffusion coefficients
for three different hopping mechanisms. We have consid-
ered the diffusion of particles in a two-dimensional square
lattice with repulsive lateral interactions between nearest
neighbors. The hopping mechanisms are determined by
the hopping probabilities, which are expressed as a func-
tion of the configuration parameters. These parameters de-
pend on the particle interaction in the initial and/or final
state.

Depending on the kinetic scheme and the PHS condition,
different behaviors of the diffusion coefficient can be obtained.
First, the initial-state kinetics, where the PHS is not fulfilled,
was analyzed. This is the most common situation in the
literature. The results of our study agree with those obtained
by other authors.

Thereafter, the effect of the PHS was introduced. In this
case, the behavior of both diffusion coefficients is very dif-
ferent, particularly at θ > 0.5, where the diffusion coefficient
falls several orders of magnitude.

After that, the final-state kinetics without PHS was studied.
The result is rarely reported in the literature. Then, the effect
of the PHS was also analyzed. For coverages θ > 0.5, the
behavior of the diffusion coefficient is different. Here the dif-
fusion coefficient rises several orders of magnitude. The curves
are almost symmetrical around half-coverage and very similar
to the hopping kinetics where initial- and final-state interac-
tions are involved.

Finally, we have studied the interaction kinetics. In this
case, the diffusion coefficients depend strongly on both γ

and the PHS parameters Cij . If γ belongs to the allowed
region of the phase diagram and the PHS is fulfilled, the
diffusion coefficients present a strong minimum at θ = 0.5,
and certain symmetry around half-coverage. This choice of
parameters leads to the simple METROPOLIS kinetics, where
the hopping probabilities have Arrhenian dependence (∝
e−β(Ef −Ei )). However, if the PHS is not fulfilled, both tracer
and jump diffusion coefficients present a minimum at θ = 0.3.
This equilibrium condition is guaranteed by the principle of
detailed balance.

Note that, in the scheme of interaction kinetics, the PHS
favors the formation of c(2 × 2) ordered structure. Further-
more, a modification of the free parameters radically changes
the behavior of the coefficients, even if the PHS is fulfilled.
As an example, we present the case for the initial state
kinetics.

In conclusion, in this work we described different dif-
fusion scenarios depending on the hopping mechanism.
We have observed that the principle of detailed bal-
ance is a necessary but not sufficient condition for diffu-
sion, therefore the restrictions imposed on the phase dia-
gram (γ,V ) and the consideration of the PHS are abso-
lutely necessary to obtain physically meaningful diffusion
coefficients.
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APPENDIX

In what follows, the configurations leading to Eqs. (23)–
(27) corresponding to PHS conditions are shown. In Fig. 12,
the solid arrow corresponds to the hopping particle and the
dashed arrow corresponds to the hopping hole (vacancy).
Equating both rate transitions, the respective equation is
obtained.
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(a) (b)

(c) (d)

(e)

FIG. 12. Schematic representation of the configurations to obtain the PHS conditions. Parts (a)–(e) correspond to Eqs. (23)–(27),
respectively.
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