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Investment in the stock market is one of the much-admired investment 

actions. However, prediction of the stock market has remained a hard task 

because of the non-linearity exhibited. The non-linearity is due to multiple 

affecting factors such as global economy, political situations, sector 

performance, economic numbers, foreign institution investment, domestic 

institution investment, and so on. A proper set of such representative factors 

must be analyzed to make an efficient prediction model. Marginal 

improvement of prediction accuracy can be gainful for investors. This review 

provides a detailed analysis of research papers presenting stock market 

prediction techniques. These techniques are assessed in the time series 

analysis and sentiment analysis section. A detailed discussion on research 

gaps and issues is presented. The reviewed articles are analyzed based on the 

use of prediction techniques, optimization algorithms, feature selection 

methods, datasets, toolset, evaluation matrices, and input parameters. The 

techniques are further investigated to analyze relations of prediction methods 

with feature selection algorithm, datasets, feature selection methods, and 

input parameters. In addition, major problems raised in the present techniques 

are also discussed. This survey will provide researchers with deeper insight 

into various aspects of current stock market prediction methods. 
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1. Introduction 

Various common behaviors, like economic activities, climate indices, or energy data whose temporal 

characteristics are an important source for making the prediction [1]. Among them, stock market 

prediction is the most important performance of economical firms and the personal depositors for 

making the investment resolutions. The stock market is an evolutionary, non-linear dynamic system, 

and its prediction is considered a difficult job [2]. The main intention of the stock market identification 

is to identify the potential rate of company stock deals on exchange. Dependable identification of future 

stock prices has able to acquire important profits [3]. Generally, the prediction movement is divided 

into three terms, namely short, medium, and long. The predicting period may be within a few minutes, 

hours, or days in a week. The predicting period within one week to month denotes the medium term, 

and the period of one to several years represents the long term [4]. 

Several varieties of prediction methods using soft computing approaches were developed to 

enhance the identification accuracy in stock market prediction [4]. For the time series modeling, there 

are various techniques developed. The traditional statistical methods, Auto Regressive Integrated 

Moving Average (ARIMA) [5], Generalized Auto Regressive Conditional Heteroskedasticity (GARCH) 

[58], and the moving averages are linear within their forecasting of future values. Hence, in time series 

prediction, the applicability of various machine learning techniques [6] and deep learning techniques 
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[7], along with their ability to extract features [7], are tested extensively by various researchers. Among 

them, the most researched techniques are the Support Vector Machine (SVM), and other familiar 

approaches are Neural Networks [2, 8], Decision Trees [2, 9] and Random Forests [10], Logistic 

Regression [2, 10, 11] Discriminant Analysis [2, 12] and K-Nearest Neighbor [2, 13]. Different approaches 

apart from prediction have been used. Kim [14] tested various data mining tools to identify the group 

of parameters providing the highest accuracy. Leung., et al. [15] optimized level estimation methods, 

minor forecasting error does not translate into gain or loss. Many methods of different areas have been 

adapted and have been suggested to be used in time series forecasting. Several such methods are short 

term electricity price prediction using hybrid evolutionary approach [16], predicting tumor using 

threshold segmentation in brain images [17], intelligent and ensemble learning for option prediction 

[18], prediction of option price for uncertain stock models [19], option price prediction considering 

market sentiment and information [20] and calculating returns from options trading based on 

discontinuity in spot prices [21]. Several forecasting methods used optimization algorithms such as 

Genetic Algorithm (GA) [22], Cuckoo Search [4], Firefly Optimization [23], Auditory Algorithm [24]. 

There are many modified algorithms such as CMS-PSO [25], Self-regulating PSO [26], static and 

adaptive mutation for Genetic Algorithm [22, 27], and nature-inspired algorithms such as Rider Based 

Optimization [28], Elephant Herd Optimization [29], Moth Algorithm [30]. The applicability of these 

algorithms for optimizing neural networks of time series analysis is yet to be tested.  

Several surveys on stock market prediction methods have been conducted. Hu., et al. [31] 

surveyed several methods to predict stocks and forex based on historical time series data. The authors 

have noted, stocks and forex have similar characteristics and hence, analyzed the effects of deep learning 

methods such as CNN, LSTM, DNN, and RNN. Authors have surveyed papers only from DBLP 

database. Shah., et al. [32] have presented a taxonomy of stock market prediction methods published 

between 2008 to 2016. The survey was aimed to find methods that are commonly applied to stock market 

prediction and challenges in the prediction process. Gandhmal and Kumar [33] surveyed different 

machine learning approaches such as ANN, SVM, Naïve Bayes, RNN, Fuzzy method, K-means, filtering 

methods, for stock market prediction using historical data. These methods have been categorized as 

prediction methods and classification methods. The authors also discussed the limitations and 

significance of the methods. Thakkar and Chaudhari [34] evaluated the applicability of DNN on 

temporal stock market data. Authors focused on RNN, CNN, DNN, and their variations. The authors 

concluded that DNN has better prediction capability. However, DNN can be used effectively only when 

hyperparameters of the network are properly controlled otherwise, it may affect results negatively. 

Rao., et al. [35] surveyed methods such as ARIMA, time series linear model, RNN, Hidden Markov 

Model, SVM, and ANN. These techniques were categorized based on their usefulness for prediction 

and optimization purposes.  

This paper investigates different existing stock market prediction techniques. We mainly focus 

on modern techniques, accentuating their limitations and significance. Methods having historical time 

series data and sentimental data as input are considered. The techniques are categorized into time series 

analysis-based techniques and sentiment analysis-based techniques. We discuss research gaps and 

issues found in prediction techniques. This survey analyses techniques based on toolset used, datasets 

used, categorization of methods, performance matrices used, and input attributes used. Therefore, this 

review is useful for the development of effective stock market prediction techniques.  

This survey paper is arranged as following: Section 2 elaborates reviews of stock market 

prediction, and Section 3 illustrates the research gaps with the issues. Section 4 describes the study of 

the approaches using the utilized datasets, performance metrics, along with finally concludes the paper 

in Section 5. 

2. Literature Survey  

The research works adopting different approaches developed for stock market predictions are 

deliberated in this section. These are categorized into time series analysis-based techniques and 

sentiment analysis-based techniques. The time series analysis-based techniques are further divided into 

classical machine learning algorithm-based techniques, CNN and RNN based techniques, evolutionary 

learning-based techniques, and other stock market prediction techniques. The challenges correlated 
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with these approaches are evaluated to inspire the researchers to develop novel stock prediction 

techniques.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Categorization of the stock market prediction 

The research works considering several approaches used for the stock market predictions. Major 

works take both or one of the following data as input. 1. Qualitative data. 2. Quantitative data. 

Qualitative data generally consist of news, sentiments from social networking sites, reports of 

companies, articles, etc [36]. Quantitative data consist of historical time series numbers, indicators 

extracted from time series data, etc [36]. Hence, we have categorized our surveyed methods into time 

series analysis based techniques and sentiment analysis based techniques [36]. The time series analysis-

based techniques are further categorized based on the used methods. The initial approach to assess and 

predict the stock market was through classical techniques like Linear Regression, Support Vector 

Machine, Nearest Neighbour, Naïve Bayes classifier, K-means clustering, etc. These approaches are 

covered in classical machine learning algorithms-based techniques. We identified that recent models 

combining CNN, RNN, or LSTM with other models are widely researched. Hence, we have categorized 

them separately. The values of hyperparameters must be optimized to achieve good prediction [34], 

which leads to the need of evolutionary algorithms for controlling hyperparameters. These techniques 

are categorized into evolutionary learning-based techniques. Various researchers have adopted various 

unconventional approaches for stock market predictions. These approaches are covered in other stock 

market prediction techniques. Fig. 1 shows this categorization. 

Another perspective to observe recent researched models is ensemble learning. Ensemble 

techniques combine several base models in order to produce one optimal predictive model. Such 

methods are robust in nature. The stock market prediction mainly requires feature selection from raw 

data, training the neural network, and controlling hyperparameters. All three tasks require the use of 

different specialized algorithms and their integration. The majority of the techniques are analyzed in 

the next section and termed to follow ensemble learning methodology as they integrate multiple 

techniques to increase prediction accuracy. 

2.1. Time series analysis-based techniques 

a) Classical machine learning algorithms-based techniques 

The researches that utilized classical machine learning-based approaches are discussed in this section:  

Babu., et al. [37] presented an effective clustering algorithm named Recursive K-means clustering 

(HRK) and Hierarchical agglomerative for the stock market prediction. This method has three stages 

for effective stock market prediction. Initially, every financial statement was transformed into feature 

vectors. The hierarchical agglomerative clustering approach was utilized, segmenting the transformed 

feature vectors to the clusters. Then, for every cluster, K-means clustering approach was applied for 

dividing every cluster into the sub-clusters. Therefore most feature vector in every sub-clusters belongs 
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to the similar class. After that, for every sub-clusters, its centroid was selected as the representative 

feature vector. At last, to predict the stock price movements, representative feature selection was used.  

Gupta and Sharma [38] developed a K-means clustering technique for stock market identification. 

In their research, to predict the stock market effectively, a hybrid combinatorial approach was used. 

Initially, the K-means clustering technique was utilized for clustering datasets, a horizontal partition-

based decision tree was applied for classifying the clustered data. This developed method gives an 

accurate identification of the real value, so results obtained from this method were more effective and 

precise.  

Wang., et al. [39] modeled a sparse representation-based technique for the stock market 

prediction. The sparse representation method was applied for smoothing the time series. After that, 

fuzzy tools were utilized for converting the time series to the fuzzy series, and the weights were 

calculated using the number of occurrences of the fuzzy sets. At last, values of time series were predicted 

using the inverse representation of sparse representation and the weights.  

Chen and Hao [40] introduced feature weighted SVM approach for the stock market 

identification. Initially, for estimating the virtual significance of every feature and for locating weights 

of every feature, the information gain was determined. Then, the weights were used for computing the 

inner product during the kernel functions in the SVM to forecast stock indices price movement. After 

that, the computed weights were used in calculating the Euclidean distance in the neural network for 

predicting the stock prices. Some features, such as closing price, entire volume on the stock market 

catalogs, historical highest cost, opening cost, and lowest cost was selected for input features.  

Barak and Modarres [41] developed a data mining technique for effective stock market 

prediction. The advantage and disadvantages were considered by analyzing the size and the leaves of 

the tree approaches. Then, for the selected features, the risk and the return were predicted. Lastly, the 

hybrid technique based on a filter with the function-based clustering was employed that characteristics 

chosen were the best indicators for the return and risk process. The outcome shows the proposed hybrid 

approach was the effective feature selection method and the effective prediction approach. 

b) CNN and RNN-based techniques 

The researches that utilized convolution neural network and recurrent neural network-based 

approaches are discussed in this section: 

The motif-based sequence reconstruction along with CNN was introduced by Wen., et al. [42] for 

the stock market prediction. Here, the motif-based sequence reconstruction was adopted for decreasing 

the noisy-filled financial temporal series, and the neural network was used for capturing the spatial 

arrangement of the time series. Then, the vocabulary-based method and the modified dynamic time 

warping were also utilized for obtaining a group of motifs for each and every time series. The basic 

patterns present in the reconstructed sequence were learned with the help of CNN, which offers needed 

information for the downs and ups forecast.  

The stock price trend prediction method using the encoder structure was developed by Chen., et 

al. [43] for the stock market prediction. Here, the dual feature extraction model based on various time 

duration was adopted, which has the ability to extract the underlying market data effectively. The CNN 

and the piecewise linear regression model were developed for extracting the long-term temporal 

features and also the short-term market features of financial time series in the various time durations. 

The performance of the prediction was improved by portraying the stock market information with dual 

features. The performance outcome shows that the developed trend predictive model achieves good 

generalization capability and the stock market prediction capability.  

Long., et al. [44] developed a deep neural network method for the prediction of the stock market. 

The node to vector method was developed for attaining the vector representation of company nodes. 

Then, cluster the investors based on the trading behaviors and also attains the investor clusters for the 

additional examination of their trading models. After that, the buying volume matrix, selling volume 

matrix, and the transaction number matrix were generated using trading data, and obtained data were 

subjected to the CNN for deep feature extraction. A deep stock-trend prediction neural network was 

developed for predicting the stock market effectively.  

Hoseinzade and Haratizadeh [45] introduced a CNN method for the stock market identification. 

The convolutional operation was utilized for calculating the alterations caused by applying the filter on 
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input data. The size of the filter displays coverage of the specific filter, and every filter used the shared 

set of weights for executing the convolutional process. Then, the pooling layer was dependable for sub-

sampling data, and it helped to decrease the computational cost and manage the overfitting issues. The 

two differences of the deep CNN were developed as well as applied for extracting the higher-level 

features from the rich set of original variables.  

Baek and Kim [46] developed a data augmentation approach for the prediction of the stock 

market. The developed ModAugNet structure contains two parts, namely the prediction LSTM part and 

the overfitting-prevention LSTM part. The prediction LSTM part was named a prediction module, 

whereas the overfitting-prevention LSTM part is termed as prevention segment. In this case, the 

prediction part considered only the target index as an input, whereas the prevention segment 

considered the various combinations of related stocks every time. After that, various occurrences were 

generated and the method was trained by enlarged quantity of real data points. Finally, the stock market 

prediction was composed by using a unified network of equally trained prevention part and prediction 

part.  

Hiransha., et al. [47] modeled a deep learning approach for stock market identification. The four 

methods of deep learning approaches, like Recurrent Neural Network (RNN), CNN, MLP, and LSTM 

were utilized in this developed method. In this approach, the various two leading stock market was 

considered for identification. The stock market was trained along with four utilized deep learning 

approaches. Conversely, the outcome of the developed method shows that CNN was the best stock 

market prediction approach.  

Zhou., et al. [48] presented Generative Adversarial Network-Frequency Data (GAN-FD) to 

identify the stock market. This method utilized the Long Short-Term Memory as well as the 

Convolutional Neural Network for identifying high-frequency stock market. The input was taken from 

the freely obtainable index offered by the trading software for avoiding the complex technical and 

financial theory analysis. This method imitates the trading form of authenticated trader also utilizes the 

technique of rolling partition training set. The training set was used for analyzing the prediction 

performance of the developed model. Using deep learning architecture, the method attained the 

prediction capability better than the other standard methods. The direction prediction loss was reduced 

by adversarial training method.  

Nelson., et al. [49] presented a LSTM neural network to predict stock market prediction. The data 

was collected in time series for identifying the stock market. A log return transformation was utilized 

by means of normalization for stabilizing the variance and mean. The network performance was 

validated using the performance metrics and the financial outcomes were gathered and compared with 

the baseline approaches. Finally, the statistical test was conducted to determine the important 

improvements. 

c) Evolutionary learning-based techniques 

The researches that utilized evolutionary learning-based approaches are discussed in this section: 

Tsai and Hsiao [50] developed a technique for stock market identification by combining 

numerous feature selection methods. The multiple feature selection approaches are joined for the 

identification of more delegate variables for good prediction. The three familiar feature selection 

technique was joined, decision trees (CART), Principal Component Analysis (PCA), and GA. The 

combination methods were used to sort out the unreliable variables based on the multi-intersection, 

union, and intersection schemes. The Back Propagation Neural Network (BPNN) method was utilized 

for the prediction model. This combined feature selection method has the ability to provide high 

accuracy and low errors than the single feature selection method. For analyzing the level of important 

variance of prediction accuracy based on the various feature selection approaches, a t-test was used.  

Asadi., et al. [51] modeled a hybrid intelligent method, termed Pre-processed Evolutionary LM 

Neural Networks (PELMNN) for the stock market identification. This proposed approach was the 

integration of genetic approaches, data pre-processing techniques, and the Levenberg Marquardt (LM) 

approach for the learning feed forward neural network. Data transformation approach was used for 

scaling the input data and the stepwise regression was also used for selecting the input data to remove 

the dissimilar variables in the pre-processing level. Then, for developing the neural networks, its initial 

weights were changed along with the LM approach by using the GA. These attained weights were 
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utilized as the initial weights for LM backpropagation approach to the local search. At last, the output 

information was returned to the original value and identified value was created.  

Anish and Majhi [52] developed a hybrid non-linear adaptive method for predicting the stock 

market. In this study, the feature selection approach and feedback functional link ANN approach was 

used. In the factor analysis, the input was selected from the raw data, which was a dominant statistical 

attributes reduction method. The feedback functional link ANN was used along with the recursive least 

square training method was developed for the prediction process. The recursive least square training 

method decreases the training time because it needs a less number of iterations. In order to overcome 

the local minima problem, the GA and the Particle Swarm Optimization (PSO) were developed. The 

performance of this method was compared with the other approaches like PCA and Discrete Wavelet 

transform.  

The cuckoo optimized SVM was introduced by Devi., et al. [4] for the stock market prediction. 

However, the SVM was also used for managing the non-linear classification effectively. It classifies the 

data by plotting the samples from the low dimensional input space into the high dimensional 

characteristic space. The cuckoo search method based on the PSO approach was used for tuning the 

parameters of the SVM. The outcomes show that the cuckoo search SVM was attained more accuracy 

than the SVM.  

Das., et al. [23] presented a Firefly and Online Sequential Extreme Learning Machine for the stock 

market identification. The firefly framework is the combination of the GA and the optimized feature 

reduction firefly optimization. Then, the feature reduction approaches were applied to the prediction 

model, such as Recurrent Back Propagation Neural Network (RBPNN), Extreme Learning Machine, and 

Online Sequential Extreme Learning Machine. On the other hand, the PCA method was used in the 

multivariate data analysis to decrease the dimension. Finally, the performance of the proposed 

approach was calculated using the four several stock market databases.  

The Translation Invariant Morphological Time-lag Added Evolutionary Forecasting (TIMTAEF) 

was introduced by Araújo [53] for the stock market prediction. The developed TIMTAEF approach 

contains a GA and modular morphological neural network. The MGA population was trained by 

Backpropagation for enhancing the parameters. After that, the developed method selected the most 

tuned forecasting method for the time series depiction. It executed the behavioral statistical test and 

developed a phase fix procedure for regulating the time phase alternations, which was observed from 

the stock market. In the end, the performance metrics were computed, and it was utilized with the 

fitness function for enhancing the time series occurrence description.  

Jabin [54] developed a feed forward ANN for the stock market prediction. The BPNN used the 

gradient descent method to tune the network parameters. The backpropagation approach joins both 

gradient descent and hill-climbing, in which gradient descent was used to improve the performance. 

This developed method learns the weight for a fully associated feed-forward multilayer network. 

Moreover, the gradient descent was utilized for reducing squared error among output values as well as 

the target values.  

Araújo and Ferreira [55] modeled Evolutionary Morphological-Rank-Linear Forecasting 

(EMRLF) approach to identify the stock market. The developed EMRLF approach was an integration of 

Morphological-Rank- Linear (MRL) filter also the MGA. In this case, the smallest amount of the time 

lags was sufficient to signify a time series for the purpose of prediction. Then, MGA was improved by 

using the Least Mean Square (LMS) approach for altering the parameters of the MRL filter. MGA 

method was used for identifying the parameters, such as the primary parameters of MRL filter and least 

amount of time lags and their equivalent precise location to represent the time series. Furthermore, LMS 

approach was utilized for training every individual of the MGA population. After that, the construction 

of the prediction model executes the behavioral statistical analysis along with the phase fix procedure 

for regulating time phase distortions.  

Oyewala., et al. [24] developed Auditory Algorithm (AA), which follows the pathway of the 

auditory system-like that of the human ear. The algorithm has shown an ability to detect exponential 

decay of the stock market. Identification of exponential decay helps in the detection of 

upward/downward movement or stability of the stock market. The algorithm outperformed four 

machine learning methods, such as Linear Regression, Support Vector Machine, Feed Forward Neural 
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Network, and Recurrent Neural Network and two continuous-time models, namely, stochastic 

differential equation and geometric Brownian motion. The algorithm was tested on five different stocks 

from Nigerian Stock Exchange. 

d) Other stock market prediction techniques 

This subsection describes techniques inspired by various engineering concepts or techniques which are 

not commonly used for stock market prediction: 

Xi., et al. [56]] developed a neural network method for predicting the stock market. Initially, 

several noise data, like singular values of the continuous function jump discontinuity point was 

considered. A class of constructive decompose RBFNN was used for restoring the singular value of the 

continuous function along with the limited number of jumping discontinuity points. The continuous 

element was approximated by using the basic neural networks, which have better performance and the 

finest network architecture. Subsequently, the RBFNN was created for fitting the singular value and for 

optimizing the neural network structure.  

Kannan., et al. [57] modeled data mining techniques for the stock market prediction. The five 

methods namely, Bollienger Bands (BB), Relative Strength Index (RSI), Bollienger Signal, Moving 

Average (MA), Typical Price (TP), Stochastic Momentum Index (SMI), and Chaikin Money Flow 

indicator (CMI) were utilized for identifying, whether the stock market is increase or decrease. 

Furthermore, this method considered several global events on the prediction of the stock market. The 

effectiveness of developed stock market prediction was discovered by comparing the moving average 

crossover.  

Ballings., et al. [2] introduced a standard collection approach with a single classifier for the stock 

market prediction. This method contains the profitability indicators, liquidity indicators, and solvency 

indicators. In this study, the positive classes were over-sampled since the former made sure that there 

was no valuable data was discarded. For the logistic regression, a penalized technique was used to avoid 

the overfitting problem. This developed approach gives up the small bias in order to decrease the 

variance of the predicted values, and therefore, enhances the performance of the prediction. The feed 

forward neural network was utilized and one layer of hidden layer was used for the efficient prediction.  

Aithal., et al. [58] introduced a data mining approach for identifying the stock market effectively. 

Initially, the knowledge, like data collection, data transformation, and data cleaning, was obtained. 

Then, the Bartlett tests, correlation matrix, and the Kaiser Meyer Olkin test were applied to reduce the 

dimensionality. Consequently, the dimensionality was decreased by using the PCA method and it was 

linked to the microelectronic systems, which were grouped together into the factors. Subsequently, the 

K1-kaiser and also scree test method was also used for preserving the factors. Then, the PCA along with 

varimax approach was used for finding the factors with the maximum variation. The feed forward 

neural network along with the sigmoid activation and backpropagation function shows the best 

accuracy and performance.  

e) The deep learning-based techniques 

The deep learning-based techniques introduced for stock market prediction are elaborated in this 

section.  

Verma., et al. [59] modeled an ANN technique to predict stock market indices. A number of 

activation functions were executed with the decisions for a cross validation sets. Initially, the data was 

normalized and it was subjected to the ANN. The input vectors of the training data were normalized, 

such that every feature was non-zero. The target values were normalized based on the activation 

function. Then, the test vector was further scaled by a similar factor that likewise the training data was 

normalized. The ANN for the particular test vector was scaled back through a similar factor as target 

values for the training data.  

Guresen., et al. [60], introduced an effective ANN model for the stock market predictions. This 

method contains a dynamic ANN, hybrid neural networks, and the Multi-Layer Perceptron (MLP). This 

method used the Generalized Autoregressive Conditional Heteroscedasticity (GARCH) for extracting 

the input variables. The non-linear processing element and the considerable interconnectivity were the 

significant characteristics in the MLP. The MLP was trained with the backpropagation algorithm, and 

the gradient descent method was used.  

de Faria., et al. [61] developed a neural network method and the adaptive exponential smoothing 
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approach to predict the stock market. For capturing non-linear behaviors, various methods were 

utilized. The backpropagation approach was used for the training in which the weights of the neurons 

were changed and it was back propagated with the network. The network architecture includes one 

input layer along with a number of neurons equal to the number of days in an input window, whereas 

the output layer had only one neuron subsequent to the prediction outcome. The adaptive estimation 

approach was executed and the two-performance metrics were analyzed for computing the prediction 

efficiency.  

Moghaddam., et al. [62] modeled an ANN for predicting the stock market. MLP was utilized for 

solving the regression type issues. Neurons take the input parameters and inserts based on assigned 

weights and add a bias. The transfer function was applied and output values were calculated. The feed 

forward ANN was trained by the backpropagation approach. The performance metrics were analyzed 

and it was used for estimating the efficiency of prediction.  

Patel., et al. [63] presented two-stage fusion methods to predict the stock market effectively. In 

the first stage of a fusion, the super vector regression model was used. In the second level of a fusion, 

the random forest and ANN were utilized. The super vector regression predicts the future values of 

statistical parameters and it was subjected to prediction models in the second level. Ten technical 

indicators were picked as inputs in every prediction model for better efficiency. The proposed method 

was also used in other areas, such as energy consumption prediction and weather prediction.  

Yuan., et al. [64] presented a feature selection and a machine learning-based method for the stock 

market identification. Initially, the feature selection method was applied; it selected the features, which 

decreased the complexity, and avoided dimensional failure. The time sliding cross-validation approach 

was used for creating the model as more appropriate for the real situation. For both the stock price 

prediction and feature selection, Random Forest approach was used, which performs better than other 

methods. In the Random Forest approach, the long-short portfolio was developed for validating the 

efficiency of the method.  

The instantaneous frequency approach was introduced by Zhang., et al. [65] for the stock market 

prediction. This method mainly focused on the class of signals, termed as simple wave, and the 

instaneous frequency is called counting instaneous frequency. Then, the intrinsic mode function was 

listed with the help of their frequencies, in the order of higher frequencies to lower frequencies. The 

instantaneous frequency was computed and it was utilized in the wave cycle projection for every simple 

wave. Additionally, the Radial Basis Function Neural Network (RBFNN) was joined along with the 

proposed method to identify the stock market. Moreover, Empirical Mode Decomposition (EMD) was 

adopted for attaining the simple wave.  

Yang., et al. [66] presented a hybrid stock selection approach, which includes the stock prediction 

for efficiently predicting the stock market. The proposed approach mainly consists of two levels stock 

identification and stock scoring. Initially, the stock returns for the next period were forecasted by the 

Computational Intelligence (CI) approach of Extreme Learning Machine, which has quick computing 

speed and powerful learning capacity. Then, the stock scoring approach was introduced as the linear 

combination of a predicted factor and basic factors using a CI optimization for the top-ranked stocks 

and weights were picked for an evenly weighted portfolio.  

Karhunen [67] introduced a contemporary statistical and machine learning method for 

identifying the stock market. This developed approach contains Logistic Regressions, Ordinary Last 

Squares, similarity-based classification, and regularized regressions. Then, the similarity-based 

classification approach was used, which rapidly computed the parameters and was robust for non-

linearity. Moreover, the outcomes were both statistically and economically important for statistical 

analysis and increasing the trading charge. Additionally, the outcomes were created when the objective 

of the analysis was modified.  

Zhou., et al. [68] presented an enhanced neural network approach, termed EMD and 

Factorization Machine-based Neural Network (EMD2FNN) for stock market prediction. Then, the EMD 

and the factorization machine were utilized in this method to identify the stock market trend. In this 

research, the EMD was used to defeat the non-stationary of the stock market and also for decomposing 

the original financial time series into various elements. Every extracted intrinsic mode function has the 

oscillatory models through the scales in a narrow series and analyzed as a quasi-stationary element. The 
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factorization machine was utilized to grasp the non-linear connections between the inputs in which also 

effective in the calculation because of its linear complexity. Finally, using the functional neural network, 

the stock market was predicted and evaluated by various other techniques.  

Ramezanian., et al. [69] presented a method with the integration of genetic network programming 

and the MLP to identify the stock market. Genetic network programming was applied for the rule 

extraction and forecasting the stock returns. After that, the MLP neural network was utilized for the 

classification of data and generating a set of related rules. After the data classification and rules 

extraction, adopting an econometric model Auto Regressive Moving Average-Generalized Auto 

Regressive Conditional Heteroskedasticity (ARMA)-GARCH was used for predicting the stock returns. 

The connection for ruling pools was attained by using the produced weights. The outcomes of this 

proposed approach increase the error handling enhancement also provide good prediction accuracy.  

Wang [70] developed a stock pricing and stochastic volatility using the Taylor series for 

predicting the stock market. Initially, the financial market time series decomposition method was used 

for enhancing the predictive performance of the neural network. The stock market index information 

was decomposed into the empirical mode data series from the higher frequency to lower frequency. The 

time sequence was grasped from the various scales and directions, and the stock index was analyzed. 

Then, PCA was used for decreasing the data noise and compressing the redundant data, which helps 

for reducing the training time and enhance the performance of prediction. After that, the interval time 

series decomposition approach was applied for improving the prediction performance of the valley and 

the peak. Furthermore, the deep network training time and the data scale were used for enhancing the 

prediction performance.  

Liu., et al. [71] presented a Heterogeneous Autoregressive Model (HAR) with the time-varying 

parameters (TVP) for the prediction of the stock market. Various usual constant coefficient HAR type 

approach includes the jump, variance, volatility leverage effect, which was enlarged to the TVP 

approaches. The HAP method was developed with the time-varying parameters for computing the 

errors. The QLIKE loss function was selected as the measure for assessing the prediction accuracy. 

Furthermore, the combined HAR method includes the jump factors and the continuous components for 

the effective outcome. Additionally, the TVP HAR method was included with leverage effect, 

continuous volatility element, and the signed jump for predicting the stock market. 

2.2. Sentiment analysis-based techniques 

This section describes the sentiment analysis-based techniques in stock market identification using 

various approaches.  

Nguyen., et al. [72] modeled a sentiment analysis method to predict the stock market prediction. 

In this study, two techniques were developed for extracting the sentiments, such as JST-based and 

Aspect-based method. The two datasets, such as mood information and the historical price dataset was 

utilized for predicting the stock market. The SVM was used to effectively manage the high dimensional 

data’s and for the classification. Moreover, the developed method automatically extracts the related 

sentiments and the topics from the texts, which was present in the message board.  

Wang., et al. [73] developed the model independent structure for predicting the stock market. 

This approach was efficient during the numerical simulations. Also, for the identification process, the 

method included compositional data, scalar data, and functional data. Furthermore, the transformation 

approaches were developed for managing the functional information and the compositional 

information. After that, the model-independent structure was used to identify the stock market using 

preliminaries. Lastly, a logistic regression method was utilized and the equivalent computation process 

was employed.  

Dang and Duong [74] presented a time series analysis with the enhanced text mining approaches 

for predicting the stock market. At first, articles were taken from online websites and extracted file 

content presented in the format of plain text. Then, every article from the collection was pre-processed 

for getting an optimized dataset. After that, every article was labeled into the exact class of negative, 

positive, or neutral with the help of stock price. Then, the dataset was processed by the natural language 

phase, which consists of the term weighting and the term selection. Finally, the SVM was utilized for 

training as well as testing the data.  
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Wang., et al. [1] modeled a hybrid time-series predictive neural network for predicting the stock 

market. The distributed model was utilized for mapping in which the news was mapped to the vector 

space. Then, for decreasing the dimension of the word vector matrix and for obtaining the precise and 

useful text information, the sparse autoencoder method was introduced. Then, a hybrid neural network 

model was established for predicting stock volatility, which was combined with a deep convolutional 

layer for capturing the text features. In order to decrease feature prediction fault, this developed method 

was joined the price features and the news.  

Ding., et al. [75] presented a deep learning approach for the stock market identification. Initially, 

events were extracted from news text and represented as a dense vector. Then, for modeling the long-

term influences and the short-term influences of events, deep CNN was utilized. Furthermore, the bag 

of words was developed for representing the news documents, and also the SVM was developed for 

creating the prediction method. Moreover, the randomization test was implemented in this model to 

validate the statistical importance.  

Liu and Wang [3] developed Numerical-based Attention (NBA) approach for the prediction of 

the stock market. The attention-based method was introduced in this method to efficiently utilize the 

complementarity among the news and numerical data. The stock trend information in the news was 

converted into a significant distribution of the numerical information. Therefore, the news was encoded 

to guide the selection of numerical data. This approach has removed the noise and produced the entire 

use of trend information in the news. Furthermore, for assessing NBA approach, the numerical data and 

the news corpus were collected for making three datasets from the two sources.  

Zhang., et al. [76] introduced the multiple source multiple instance method to identify the stock 

market prediction efficiently. Initially, a sentiment analyzer was used for obtaining collective sentiments 

from specific databases. The extracted sentiments were subjected to the multiple source multiple 

instance methods or efficiently merged the events. The multi-source super group-level labels, multi-

source group level labels, and instance-level labels were differentiated for making the predictions 

interpretable. However, the main intention of this method was for predicting the multi-source super 

group-level labels, which showed the increase or decrease of the stock market index. Furthermore, the 

event representation learning process was also developed to capture the event information efficiently. 

Chen., et al. [77] introduced a Factorization Machine (FM) for forecasting the stock market 

identification. Initially, the relationship of FM to a generalized linear model and the SVM was analyzed 

and also the reasons for using FM in high dimensional data. Then, for predicting the stock market on 

precise textual features, social media was utilized. After that, the better performance of FM was 

described by comparing along with the various non-trivial baselines and exploring the sensitivity of FM 

for representing the textual.  

Oliveira., et al. [78] introduced a robust methodology for predicting the stock market variables, 

such as portfolios, trading volume of diverse indices, returns, and volatility. This approach utilized the 

attention and sentiment indicators, which were extracted from the survey indices and microblogs. The 

Kalman filter was used to combine the survey sources and the microblogs. The Diebold-Mariano test 

and the various machine learning methods were used for predicting the accuracy, which was based on 

the major two schemes, termed microblog-based and the baseline model. The less noisy Kalman filter 

sentiment indicator was developed that joined the measures of various periodicities. In addition, 

Twitter sentiment analysis was used for effective forecasting.  

Zhang., et al. [79] introduced tensor factorization and coupled matrix technique for the stock 

market identification. This method combines the sentiments, events, and quantitative features were 

extracted from several data sources, like social media, stock quantitative data providers, and web news. 

The tensor was used for combining the heterogeneous data and confines the intrinsic relations between 

investors and events. Because of the sparsity of the tensor, the stock correlation matrix, the stock 

quantitative feature matrix, and two auxiliary matrices were generated and integrated to help the tensor 

decomposition because of the sparsity of the tensor. The multiple related stocks were concurrently 

predicted throughout their commonalities, which were permitted by sharing the collaboratively 

factorized minimum rank matrices among the tensor and matrices. 

3. Research Gaps Identified 

This section illustrates the research gaps and the problems faced by previous stock market prediction 
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approaches. The analysis is depicted in Table 1. The research gaps and issues are arranged in the same 

sequence of categorization followed in the previous section. 
Table 1. Research gaps and issues 

Authors Research gaps and issues  

Wang., et al. [39]  A clustering approach was introduced for calculating weights using a number of occurrences. 

However, the method was not able to manage the multi-factor prediction. 

Chen and Hao [40]  They introduced feature weighted SVM approach. The application of correlation-weighted 

approaches is to be tested. 

Barak and Modarres [41]  Relation of risk and return also feature selection were established, but an optimized 

metaheuristics algorithm was not developed in the method for obtaining better prediction results. 

Wen., et al. [42]  Other datasets with high stability were not considered for the stock market prediction 

Chen., et al. [43] The encoder was not effectively recognizing the entire relative information in the time series. 

Long., et al. [44]  The sentiment and text information were not combined to improve the performance.  

Baek and Kim [46]  The augmentation method was developed to identify the stock market. However, the method 

failed to implement an optimized multi-modular trading system for efficiently dealing with 

multimodal data.   

Zhou., et al. [48]  The adversarial neural network was used to identify the stock market. However, the method does 

not combine the predictive models under the multi-scale limitations for obtaining better accuracy. 

Tsai and Hsiao [50]  The rate of prediction accuracy by combination technique was not increased. 

Devi., et al. [4]  The method failed to include the social media sentiments and analyze the impact of several 

factors, like dollar price, crude oil price, and gold price, towards the stock market index for 

improving the system performance. 

Devi., et al. [4]  The integrated framework was developed for predicting stock market prediction, but the method 

did not include several filters for recognizing more efficient rules to the classification and 

selection process by the classifiers. 

Das., et al. [23]  The method was not extended to the other financial features along with analyzing their 

controlling factors. 

Araújo [53]  The method failed to adapt the classic approaches for evaluating the performance. 

Araújo [55]  The robust approach was used for predicting the stock, but the method was not recognized the 

influential microblog users and did not consider their involvement in predicting explicit stocks. 

The evolutionary morphological rank linear method was developed for stock market prediction. 

However, the developed method was failed to consider the financial return and risk to discover 

the extra cost-effective benefits. 

Oyewala., et al. [24]  Applicability of auditory algorithm shall be extended to predict cryptocurrency, gold, other stock 

markets, and other commodities like silver, copper, oil, and gas. 

Aithal., et al. [58]  The data mining approach was developed for identifying the stock market. However, this 

technique was not extended for recognizing the qualitative data manipulating stock markets.  

Guresen., et al. [60] ANN was used to identify the stock market. Although, this system failed to use the time series 

for understanding the inner dynamic of hybrid model performance.  

Patel., et al. [63] The machine learning approach was introduced for stock market prediction, although the method 

failed to utilize more statistical parameters as input for finding better correlations.  

Yuan., et al. [64] An integrated feature selection and machine learning approach was developed for stock market 

prediction, but this method failed to optimize the feature selection algorithm for obtaining better 

performance.  

Yang., et al. [66]  The method failed to extend the other tasks in quantitative asset management, like market-timing 

determination and portfolio formulation. 

Karhunen [67]  The statistical and machine learning approach was developed for forecasting the stock market, 

but this technique failed to consider the high-quality data sets for better prediction. 

Wang [70]  Stocking pricing model-based Taylor series was developed to identify the stock market, although 

the approach was failed to develop multi-scale financial data fusion approaches for effective 

prediction.    

Nguyen., et al. [72]  The sentiment analysis model was introduced, but the method was still failed to automatically 

extract the sentiments and topics concurrently for stock market identification. The model 

independent framework was developed for identifying the stock market; however, the method 

was not added the other informative variables in the framework for improving the prediction 

power. 

Dang and Duong [74]  The stock prices prediction and the technical analysis were not combined for enhancing the 

performance of the system. 

Wang., et al. [1]  The hybrid time series predictive neural network was developed for stock market prediction even 

though the method failed to segment the sequence window for good accuracy. 

Liu and Wang [3] NBA approach was developed for stock market prediction, but the method has not explored the 

efficiency of the developed method in industrial or index level data.  

4. Analysis and Discussion 

This division describes the discussion of stock market identification techniques used, use of optimizatio- 

http://doi.org/10.26594/register.v8i1.2533


69 
J. B. Pandya et al.  ISSN 2502-3357 (online) | ISSN 2503-0477 (print) 

regist. j. ilm. teknol. sist. inf.                             8 (1) January 2022 58-80 

An empirical study on the various stock market prediction methods                                http://doi.org/10.26594/register.v8i1.2533 

 

nal gorithms and feature selection methods, tools used, dataset utilized, performance evaluation 

metrics, and input parameters. The aim of this discussion is to identify mostly used and suitable 

algorithms, the significance of optimization algorithm and feature selection method, to find the 

applicability of other optimization algorithms and feature selection methods, to identify commonly 

used input parameters and performance evaluation matrices, to identify potential input parameters, to 

identify tools used mostly, to identify the most and the least used datasets, and to identify less used 

stock exchange datasets. Secondly, this discussion will also help to find directions for future research. 

4.1. Analysis of techniques used 

This subsection depicts the review on the basis of techniques and methodology used in research papers, 

analyzed for stock market identification. Fig. 2 shows CNN, RNN and LSTM, SVM, and ANN are 

widely researched and accepted algorithms for stock market prediction. It has been observed that recent 

researches revolve around complex and deep structures based on LSTM and CNN. Apart from this, 

different unconventional methodologies originating from different fields of engineering are also tested. 

 

Fig. 2. Evaluation based on the techniques used 

4.2. Analysis of optimization algorithm used 

This subsection illustrates the usefulness of the optimization algorithms utilized by the existing stock 

market identification methods for identifying correct weights neural network structures. Fig. 3 shows 

that out of 23 neural network-based techniques covered, 11 techniques are using optimization methods. 

It has been observed by various researchers that controlling and optimizing hyperparameters affects 

prediction accuracy [34, 80]. However, many of the algorithms are using genetic algorithm for 

optimization. Fig. 4 shows only a few other algorithms, such as Firefly, Cuckoo, PSO, Auditory, have 

been tried. The applicability of various optimization algorithms is yet to be tested. 

 
Fig. 3. Optimization algorithm used for controlling hyperparameters 

4.3. Analysis of feature selection techniques used 
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This subsection analyzes the importance of feature selection in stock market prediction. It is known that 

the stock market generates abundant data, including stock prices, ratios, news, sentiments, indicators, 

etc. It is important to select features that weigh more in the prediction of the stock market. Fig. 5 shows 

techniques used for sentiment analysis do more use of feature selection as compared to time series 

analysis. A limited number of works for identifying proper input parameters in the time series analysis 

part are observed. 

 

Fig. 4. Usage frequency of different optimization algorithms 

 

 

Fig. 5. Evaluation based on feature selection technique used 

 

 

Fig. 6. Evaluation based on the toolset 

4.4. Analysis of employed tools 

This subsection illustrates the toolset utilized by the existing stock market identification methods. Fig. 

6 shows the analysis based on the toolset used for stock market prediction. The software toolsets utilized 

in the research papers are MATLAB, Tensorflow, Python, JAVA, Web crawler, OpenIE, libsvm. In Fig. 
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6, it is clearly interpreted that MATLAB software is often utilized software tool for the stock market 

identification method. 

4.5. Evaluation of employed datasets 

This subsection detailed the investigation carried out based on datasets utilized by existing research 

works. 

 
Fig. 7. Evaluation based on datasets 

 

 
Fig. 8. Comparative analysis of techniques using different datasets 

Fig. 7 shows the several datasets utilized for stock market identification. The commonly used 

datasets in the stock market prediction are Taiwan Economic Journal (TEJ) database, China stock market 

dataset, NASDAQ Stock Exchange index, National Stock Exchange (NSE) financial databases, yahoo, 

Bombay Stock Exchange (BSE), VN30 index historical stock prices, Amadeus Database, Tehran Stock 
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Exchange dataset, Standard & Poor's 500 stock (S&P 500) index, RMRF, DJIA, historical price dataset, 

mood information dataset, China Security Index 300 (CSI300), shanghai stock exchange market dataset, 

RUSSELL 2000, CNX 23 Nifty, Directv Group Inc Stock Prices, Chinese A share market database, web 

crawler, Technical Assistance and Information Exchange (TAIEX) time dataset, Quandl and World Gold 

Council dataset, and the real-world financial time series dataset. In Fig. 7, it is comprehensible that the 

most repeatedly used dataset is S&P 500 index. 

Fig. 8 shows comparative analyzes of datasets of different stock exchanges used by different 

techniques. It is evidently in Fig. 8 that S&P500 is widely researched by various techniques. Similarly, 

in Asia, Chinese Stock Exchanges are widely researched. However, very few techniques have been 

tested on stock exchanges’ data of other countries and unconventional data sources like news and social 

sentiments. It is observed that different exchanges have different kinds of financial flows, which build 

exchanges [81]. The techniques that were successful on S&P500, are yet to be tested on data of other 

exchanges. 

Table 2 shows links of majorly researched stock exchange datasets. These links lead to stock 

exchange historical data sections or websites providing such datasets. The required dataset can be 

downloaded by just selecting the date range and script. 
Table 2. Links for accessing different datasets 

Datasets Links  

NSE 
https://www1.nseindia.com/products/content/equities/indices/historical_i

ndex_data.htm  

BSE 
https://www.bseindia.com/markets/equity/EQReports/StockPrcHistori.asp

x?ffla=1  

S&P500 https://www.wsj.com/market-data/quotes/index/SPX/historical-prices  

Yahoo Finance https://finance.yahoo.com/quote/%5EGSPC/history/  

NASDAQ 
https://data.nasdaq.com/databases/DY4/data  

https://www.nasdaq.com/market-activity/quotes/historical  

NYSE https://www.nyse.com/market-data/historical  

Shanghai Composite 

Index 
https://in.investing.com/indices/shanghai-composite-historical-data  

MF NAVs https://www.sbimf.com/en-us/navs  

News 

https://www.vsestock.vn  

https://www.hsx.vn  

https://www.hsn.vn   

Microblogging site https://open.weibo.com/wiki/API%E6%96%87%E6%A1%A3/en  

 

 
Fig. 9. Evaluation based on evolution matrices used 

4.6. Analysis of evaluation metrics 

The evaluation based on performance metrics is examined in this subdivision. The performance metrics 

considered are Accuracy, Root Mean Squared Error (RMSE), Mean Square Error (MSE), Direction 
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Prediction Accuracy, Mean Absolute Deviate, Recall, Average Profit, Operating Characteristic Curve, 

Mean Absolute Error (MAE), Relative Variance, Precision, F1-Score, and Matthews Correlation 

Coefficient (MCC). 

In Table 3 and Fig. 9, it can be evaluated that Accuracy, MSE, RMSE, MAPE are commonly 

preferred. However, considering the relationship of RMSE and MSE, it can be inferred that they are the 

most used and suitable evolution parameters for stock market prediction. Profit Loss is an 

unconventional evaluation parameter, which has been widely used and justifies the actual goal of the 

prediction process. Fig. 10 shows a comparative analysis using different evolution matrices. It can be 

observed that SVM, LSTM, and CNN based methods majorly used accuracy and RMSE, while ANN 

mostly relies on RMSE and MAPE. It can also be stated that Accuracy and RMSE are widely accepted 

among the majority of the techniques, as compared to other evolution matrices. 
Table 3. Evaluation based on the performance metrics 

Performance Metrics A Number of Research Papers 

Accuracy [1, 3, 4, 37, 38, 41, 42, 44, 45, 50] [58, 71, 72, 73, 74, 76, 79, 82]  

Mean Square Error [3, 23, 46, 53, 54, 55, 60, 63, 71, 73] [78] 

Root Mean Squared Error [4, 39, 40, 43, 48, 56, 61, 63, 65, 66] [68, 69, 70, 71]  

Direction Prediction Accuracy [48]  

Mean Absolute Deviate [51] 

Recall [42, 74] 

Average profit [37] 

Operating Characteristic Curve [2] 

Mean Absolute Percentage Error [4, 23, 40, 46, 47, 52, 53, 63, 66, 68] [69, 70]  

Profit Loss [37, 41, 45, 57, 64, 65, 69]  

Mean Absolute Error [46] 

Relative Variance [52] 

Precision [42, 64] 

F1-Score [42, 45, 76]    

Matthews Correlation Coefficient [75, 79] 

 
Table 4. Analysis in terms of accuracy 

Accuracy Range Number of Research Papers 

51% - 60% [3, 44, 49, 82] 

61% - 70% [1, 38, 41, 71, 73, 75, 79] 

71% - 80% [50, 74] 

81% - 90% [4, 42, 45, 72, 77] 

91% - 99% [37, 58, 59, 76]  

 

 

Fig. 10. Comparative analysis of techniques using different evolution matrices 
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The evaluation made using the performance metrics is discussed in this subsection using Table 

4. Table 4 shows the review based on the Accuracy is specified by five ranges: 51% - 60%, 61% - 70%, 

71% - 80%, 81% - 90%, and 91% - 99%. As in Table 4, it well-known that the research papers [37, 58, 59, 

76] attained high accuracy with range of 91% - 99% and [3, 44, 49, 82] research papers had low accuracy 

within the range of 51% - 60%. 

4.7. Analysis of input parameters 

The evaluation of the input parameters is depicted in this subsection: 

 
Fig. 11. Evaluation based on input parameters used 

Fig. 11 depicts closing price, open-high-low-close prices, volume are highly used input 

parameters in time series-based analysis, whereas the news remained to be used more compared to 

social media data in sentiment analysis. Time series-based input parameters are more researched 

compared to textual data using news and microblogging sites. Financial indicators and statistical 

indicators derived from stock prices are the second majorly researched combination. 

 
Fig. 12. Comparative analysis of techniques using different input parameters 

Fig. 12 shows that LSTM and CNN are equally used time series as well as sentiment analysis. 

Other neural network techniques are majorly used for the time series part. Closing price, open-high-

low-close combination, volume is used along with the majority of the techniques. However, the 

usefulness of derived time series parameters such as financial indicators, statistical indicators, 

momentum indicators for stock market prediction is yet to be evaluated. 
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5. Conclusion 

A survey on several stock market identification approaches is explicated in this study. The research 

papers used in this survey are gathered from different sources, like Springer, Elsevier, MDPI, Google 

scholar, IEEE, and so on. The gathered research papers are divided into two categories, time series 

analysis and sentiment analysis, considering two types of input data, historical data and textual data in 

the news and microblogging sites, respectively. The time series analysis is a widely researched area, and 

hence it is further divided into subsections based on techniques used. Classical techniques cover early 

approaches for stock market prediction. It shows learning methods are applicable in stock market 

prediction. Furthermore, complex techniques can provide better results. It is identified that methods 

combining LSTM and CNN with other models are widely researched methods in recent times. Hence, 

it is discussed in a separate section to assess the current research direction. The evaluation techniques 

section identifies the need for optimization algorithms for controlling hyper-parameters of learning 

networks. The methods inspired by heterogeneous engineering concepts or sparsely used learning 

approaches are covered in the other techniques section. The sentiment-based techniques analyze the 

effects of events happening in the physical world and thereby creating sentiments. 

The gathered research papers are reviewed to find research gaps and problems faced. Major 

research gaps found are as follows: 1) Time series analysis majorly uses daily stock prices and tries to 

predict prices for the next few days. Prediction for the long term is not frequently researched; 2) CNN, 

LSTM, SVM, and ANN are widely used in stock market prediction. These techniques have been tested 

in combination with other methods on a wide range of datasets from various stock exchanges. However, 

their applicability in sentiment-based analyses needs to be verified. Besides, the performance of other 

deep learning methods in combination with different algorithms shall be evaluated; 3) The usefulness 

of optimization algorithms has been proved. GA remains the most used technique. The work on 

optimization techniques catering to the needs of the stock market is lacking. Apart from that, other 

optimization techniques such as cuckoo search, firefly, dragonfly, auditory technique, shall be evaluated 

in combination with widely used prediction techniques; 4) Closing price, Open-High-Low-Close 

combination, and volume are commonly used input parameters. Less number of feature selection 

methods has been applied in time series analysis to identify optimal feature set and their effects on 

prediction; 5) Various indicators such as momentum indicators, financial indicators, statistical 

indicators, which cover indications considering different aspects, are also proved to be suitable for 

prediction. They are yet to be subjected to feature selection methods for identifying the optimum set of 

indicators. These indicators are evaluated using only a few prediction techniques; 6) Sentiment analysis 

relies on feature selection for prediction. However, a combination of sentiment and time series data is 

rarely used as input; 7) S&P500 and Chinese Stock Exchange are widely surveyed and analyzed data 

sources. Widely used prediction techniques such as CNN, LSTM, SVM shall be subjected for evaluation 

using datasets from sparsely used exchanges like NSE, BSE, and SSE; 8) The analysis of evaluation 

matrices shows that accuracy, RMSE, and MAPE are widely used approaches. Profit loss is an 

unconventional evaluation strategy used for stock market prediction techniques. Algorithmic trading is 

another area that is getting popular but less researched. Combining profit loss strategy with an 

algorithmic trading idea has not been evaluated yet.  

These are major gaps and limitations that need to be addressed in the future by adapting 

advanced stock market prediction techniques. Through this review, various dimensions of research 

have been identified. These directions will play an important role for researchers to develop prediction 

algorithms in the future. 
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