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Abstract:Accurate load forecasting is of great significance for national and grid planning and management. In order

to improve the accuracy of short-term load forecasting, an LSTM prediction model based on particle swarm

optimization (PSO)algorithm is proposed. LSTM has the characteristics of avoiding gradient disappearance and

gradient explosion, but there is a problem that parameters are difficult to select. Therefore, particle swarm

optimization algorithm is used to help it select parameters. The experimental results show that the optimized LSTM

has higher prediction accuracy.
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1. Introduction
When Google's AlphaGo beat the Korean Go world champion Lee Sedol, when we analyze the reasons for the failure,

we will find that in Go we can only improve by playing against our opponents again and again, such a game takes an hour or

even for us. Longer, and artificial intelligence can use algorithms to play games with itself all the time to improve its own

disadvantages. In one hour of our chess game, he may have played 10 games, and in a week, artificial intelligence may

surpass us in ten years. The number of chess games, and Google also used the process of various previous Go games to let the

artificial intelligence learn. From this point of view, Lee Sedol's failure was not accidental. Artificial intelligence is not only

applied to Go. In fact, artificial intelligence has long been connected with our lives. Through machine learning, computer

systems have been able to perform speech recognition, image classification, text recognition, etc. The test results of the game

of Go further prove that Computers can handle more complex algorithms, which also marks the gradual entry of human

beings into the era of artificial intelligence. The digitalization trend of the energy industry has created new opportunities for

the application of artificial intelligence and machine learning technologies in the power industry [1-3]. How to reduce the

waste of electric energy in the power system is the most critical problem encountered at present. Due to the difficulty in

storing a large amount of electric energy and the characteristics of power demand changing all the time, it is required that the

power generation of the system should achieve dynamic balance with the change of load, and improving the accuracy of load

forecasting is conducive to improving the utilization rate of power generation equipment and the effectiveness of economic

dispatch [4]. The accuracy of predictions is increasingly important. However, at present, there is a problem of insufficient

holiday forecasting accuracy in this field. Since it is difficult to balance power generation and load changes during holidays,

it is easy to cause overloaded operation of the power grid, it is difficult to quickly complete power dispatching, and it is easy

to cause damage to related working devices.

At present, the research on load forecasting at home and abroad is mainly divided into two categories. The first category

is the time series analysis method, in which the time series is divided into univariate time series and multivariate time series.

Among them, multivariate time series requires multiple features for each time node to build a model. The main algorithms

include differential integrated moving average autoregressive model (ARIMA), random forest, XGBOOST, etc. Reference [4]

compares and analyzes XGBOOST with multiple algorithms , indicating that the constructed power load XGBOOST
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prediction model has advantages over random forest, Bayesian and KNN methods in terms of computational speed and

prediction accuracy. The basic idea of the above algorithm is to predict the future load value from the past load value and the

current load value of the random time series. The class is a machine learning method such as backpropagation (BP) neural

network is used to predict in literature [5-7], gray projection and random forest algorithm are used in literature [8], and deep

belief network is used in literature [9] to predict , the literature [10] uses the multi-core support vector machine algorithm for

regression prediction, and the expert system method for prediction [11] and so on. Although the LSTM network model can

fully reflect the long-term historical process in the input time series data, it cannot mine the effective information and

potential relationships contained in non-continuous data. A common problem of these algorithms is the lack of consideration

of time series, which requires researchers to add time features to ensure the accuracy of prediction.The above algorithms have

problems such as insufficient accuracy and slow running speed when dealing with a large amount of nonlinear relational data.

The LSTM algorithm has the advantages of the above algorithms and has fast running speed and high accuracy. However,

LSTM has the problem that the parameters are difficult to determine, and different parameters have a huge impact on the

model. Therefore, the PSO algorithm is proposed to optimize the parameters of the LSTM algorithm. The experimental

results show that it has higher prediction accuracy and prediction speed.

2. Lstm

2.1 LSTM Principle
LSTM network is an improved time recurrent neural network(RNN). It has also been modified since it was proposed,

adding additional Forgotten door. The improved LSTM network solves the problem of "gradient disappearance" in model

training, and can learn long- and short-term dependency information of time series. It is the most successful RNN

architecture at present and has been applied in many scenarios.

3.PSO

3.1 PSO Principle
The particle swarm algorithm simulates birds in a flock by designing a massless particle. The particle has only two

properties: speed and position. The speed represents the speed of movement, and the position represents the direction of

movement. Each particle searches for the optimal solution independently in the search space, and records it as the current

individual extremum, and shares the individual extremum with other particles in the entire particle swarm, and finds the

optimal individual extremum as the entire particle The current global optimal solution of the swarm, all particles in the

particle swarm adjust their speed and position according to the current individual extreme value found by themselves and the

current global optimal solution shared by the entire particle swarm. The following animation vividly shows the process of the

PSO algorithm:

PSO is initialized as a group of random particles (random solution). Then iteratively find the optimal solution. In each

iteration, the particle updates itself by tracking two "extremes" (pbest, gbest). After finding these two optimal values, the

particle updates its velocity and position by the following formula.
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The first part of formula (1) is called [memory item], which represents the influence of the size and direction of the

previous speed; the second part of formula (1) is called [self-recognition item], which is the best way to point from the

current point to the particle itself. A vector of points, indicating that the particle's action comes from its own experience; the

third part of formula (1) is called [group cognition term], which is a vector from the current point to the best point of the
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population, reflecting the relationship between particles collaboration and knowledge sharing. The particle decides the next

movement through its own experience and the best experience of its peers. Based on the above two formulas, the standard

form of PSO is formed.

4.Experimental Simulation

4.1 Data Introduction
This article selects the load value of a certain area in Jiangsu. The data set includes average temperature, maximum

temperature, minimum temperature, relative humidity, week type, and load at each time, a total of 29 features.

4.2 IPSO Performs Parameter Optimization
Due to the large number of LSTM parameters, this article intends to use the PSO algorithm to optimize the

hyperparameters of LSTM. The optimization parameters include learning rate, number of iterations, and number of hidden

layer neurons.

The parameters of the LSTM are set to the data obtained from the PSO iteration and compared with the manually set

LSTM parameters. The evaluation standard is RMSE.The prediction result is as shown in Figure (1)

Fig(1)forecast results

Table1. RMSE
Algorithm RMSE

LSTM 2.655

PSO-LSTM 2.013

The prediction accuracy of the LSTM model optimized by particle swarm optimization is higher than that of the LSTM

model with manually set parameters, which verifies the effectiveness and accuracy of the improved LSTM algorithm using

PSO-LSTM for short-term power load prediction

5. Conclusion
The PSO optimized LSTM algorithm proposed in this paper has been proved by practical application that it has faster

running speed and higher accuracy, and it can be applied to more situations where prediction is required to solve the problem

of insufficient short-term prediction accuracy.
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