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Abstract Content-based image retrieval (CBIR) retrieves visually similar images from a
dataset based on a specified query. A CBIR system measures the similarities
between a query and the image contents in a dataset and ranks the dataset
images. This work presents a novel framework for retrieving similar images
based on color and texture features. We have computed color features with an
improved color coherence vector (ICCV) and texture features with a gray-level
co-occurrence matrix (GLCM) along with DWT-MSLBP (which is derived from
applying a modified multi-scale local binary pattern [MS-LBP] over a discrete
wavelet transform [DWT], resulting in powerful textural features). The optimal
features are computed with the help of principal component analysis (PCA)
and linear discriminant analysis (LDA). The proposed work uses a variance-
based approach for choosing the number of principal components/eigenvectors
in PCA. PCA with a 99.99% variance preserves healthy features, and LDA
selects robust ones from the set of features. The proposed method was tested
on four benchmark datasets with Euclidean and city-block distances. The pro-
posed method outshines all of the identified state-of-the-art literature methods.
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1. Introduction

CBIR is a method for solving the image retrieval problem by utilizing the contents
of images. CBIR retrieves visually similar images from a dataset as per a given
query's image contents [79]. The requirement for retrieving images with identical
visual information from large datasets is the need of the hour; nevertheless, there
has to be some explanation and a rapid solution for resolving this challenge. We can
retrieve identical images based on query image metadata or visual contents. A tra-
ditional image-retrieval system is tiresome; as time proceeds, retrieving, processing,
searching, browsing, and managing images become hard. We can solve this prob-
lem of image retrieval by using low-level, mid-level, and high-level feature-extraction
methods. Researchers combine these approaches for feature extraction to improve
their performance [66, 79]. Such a retrieval becomes even harder if a specified query
is text-based. This type of image-retrieval system is known as text-based image re-
trieval (TBIR). TBIR uses text-based metadata for a query. The automatic or manual
annotation of images is required in order to perform this type of query. TBIR ex-
tracts images from a dataset according to the given query information (metadata).
Annotating images is not an easy task, as it may require laboring costs. A query spec-
ification will need deeper query information for searching for a relevant images from
a dataset. Human perception can also create more challenges to the existing annota-
tion problems [66]. Multiple CBIR research practices have been proposed to overcome
these issues of the conventional TBIR approach. Rather than using metadata or an-
notation, CBIR uses various feature-extraction techniques from the vision domain.
CBIR indexes a dataset's images based on their query contents; these contents in-
clude color, texture, shape, and spatial information. Progress in the CBIR domain
has given many sophisticated algorithms for utilizing these contents; such algorithms
are not able to adequately model image semantics and have several limitations when
dealing with broad-content image datasets [44]. Some well-known CBIR systems are
Netra, QBIC, SIMPLIcity, MetaSEEK, VisualSeek, Blobworld, PicHunter, Google
Image Search, Camfind, Pixolution, and DRAWSEARCH; other creative examples
are Jet.com (elastic search-based e-commerce), PictPicks (Google's material design
interface), and Veracity (reverse-image search on iOS) [7].

CBIR suffers from two issues: an intention gap, and a semantic gap. Sometimes
users are unable to precisely express the expected query contents; this is known as
an intention gap. A semantic gap is the challenge of describing a high-level seman-
tic concept with low-level visual information [44, 79, 95]. The image-retrieval realm
has the scope of research, as the research progress has not provided a satisfactory
performance on large datasets as of yet. An open challenge in the CBIR domain is
choosing the building blocks of the system. The CBIR system has various techniques
at its core, namely, feature extraction, feature reduction, feature selection, feature
fusion, classification, ranking, etc. Determining the proper feature-extraction strat-
egy to capture features from an image is the most important. The extracted features
should be lower in numbers, and the system should preserve the most dominant ones
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without losing any prominent details. A single descriptor-based strategy will fail, as
the image content can have variable scales, color information, illumination changes,
and background cluttering as well as high intra-class variation and low inter-class
variation. All in one, a single descriptor may not provide all of the color, texture,
shape, and spatial information. Thus, we need to provide a set of techniques that cap-
tures all of the features with the above-mentioned information, or there must be some
method or framework that can control these issues. Deciding on a set of descriptors
is hard, but what about the minimal features and robustness of those features? This
can be solved by using various methods of statistics, machine learning, and graph
visualization. These methods generally fall in the area of feature reduction and fea-
ture selection. Feature reduction can be done in a supervised or unsupervised manner.
Various techniques (viz., PCA [32], non-negative matrix factorization (NMF) [38], and
independent component analysis (ICA) [15]) can be applied for this task. Further-
more, we can use data-visualization techniques like t-distributed stochastic neighbor
embedding (t-SNE). In addition to this, selecting the appropriate features for a given
vision task is also challenging. We can use LDA [88], a genetic algorithm, and other
feature-selection techniques from evolutionary computing (EC), swarm optimization
(SO), and artificial intelligence (AI). We can further assess suitable-feature-fusion
techniques as well. Classification is as significant as any other phase of a CBIR sys-
tem. We can do this with a template that matches the classifiers or machine-learning
classifiers. This task helps us rank images based on similarity. As a user is likely
interested in a few of the top retrieval results, we can also explore ranking strate-
gies. Last but not least, achieving higher retrieval rates in less than a second is
most critical. Several applications of CBIR are art collections [26, 28], crime preven-
tion [42,43,68], geographical information and remote sensing systems [24], intellectual
property [39,77,82,97], medical imaging [3,13,33,67,69,96], military and defense [49],
photograph archives and retail catalogs [14,20,23], nudity-detection filters [11,45,46],
and face-finding systems [1, 36,92].

As discussed, single descriptor-based approaches will not provide maximal per-
formance; so, we have designed the framework of the three descriptors (ICCV, GLCM,
and DWT-MSLBP) to enhance the performance. The ICCV descriptor covers more
color spatial information than a conventional CCV operator. GLCM is computation-
ally efficient, and DWT-MSLBP is a firm-texture descriptor. ICCV is applied for
color descriptions, and GLCM and DWT-MSLBP are applied for texture-feature de-
scriptions. DWT-MSLBP is a composition of DWT and MS-LBP. These features are
reduced with PCA and provided to the LDA for robust feature extraction. The main
highlights of this paper are the optimal feature processing, high precision-recall, and
lower retrieval time of the proposed work.

In this section, we have outlined the essential information of the topic, the scope
of the work, the challenges, and the potential applications of the CBIR system. Fur-
thermore, it also reviews our contribution to the existing knowledge. Section 2 sum-
marizes the related work that has been done in the domain. Section 3 covers the
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various feature-extraction methods that were used to form the proposed framework.
Section 4 explains the proposed work with figures and algorithms. The section also
reports on the feature complexity and benefits of the proposed work. Experimental
datasets are introduced and discussed in Section 5 (with sample images). Section
6 reports the experiments on these datasets and a state-of-the-art comparison. We
conclude the article in Section 7.

2. Related work

A feature or piece of visual information is derived from image contents to differentiate
two images from each other. Feature extraction is the process of converting input
images into a set of feature values or feature vectors [66]. There are four main kinds
of visual information: (1) color, (2) texture, (3) shape, and (4) spatial. Low-level
features are those that can be retrieved automatically from an image without any
spatial information. The color, texture, and shape descriptors contribute low-level
features. We can extract these features by applying the operator locally or globally.
Global methods consider complete images, while local ones divide images into patches
and employ descriptors locally.

We can retrieve the color contents of an image with color histograms [57], color
moments [16], color coherence vectors (CCV) [58], color correlograms [27, 31], dom-
inant color descriptors (DCD) [47, 65], fuzzy color histograms (FCH) [35], dominant
color structure descriptors (DCSD) [85], color difference histograms (CDH) [40], and
weighted DCDs (WDCD) [75].

We can represent shapes with stochastic modeling [51], shape signatures with
Fourier [91], chain code distribution [74], Hu moments [87], Legendre moments [71],
convex hulls [48], shape decomposition [78], and shape matrices [51].

For textural representation, we can use gray-level co-occurrence matrices
(GLCM) [25], local binary pattern (LBP) [54], multi-scale LBP (MS-LBP) [55], local
ternary patterns (LTP) [76], local directional patterns (LDP) [29], local tetra patterns
(LTrP) [52], multi-scale local spatial binary patterns (ML-SBP) [86], bag-of-features
models [89], and bag-of-filters-LBP models (BOF-LBP) [17].

The researchers prefer the use of two or more feature descriptors as mentioned
here. The approaches with multiple descriptors include CH + LDP [94], color di-
rectional local quinary patterns (CDLQP) [81], MS-LBP + GLCM [73], CCV +
LBP [56], CH + LDP + SIFTBOF [93], multi-color channel local extrema patterns
(MCLEP) [62], wavelet + LBP + Legendre moments (LM) [71], correlation histogram
+ adaptive tetrolet transform + joint histogram [60], modified micro structure de-
scriptor (MMSD) + LBP + weighted adjacent structure (WAS) [53], square texton
histograms (STH) [63], composite micro structure descriptors (CMSD) [80], and multi-
level colored directional motif histograms (MLCDMH) [61].

Bhunia et al. [6] used the V component of the HSV color space to compute
the diagonally symmetric co-occurrence pattern (DSCoP) and H-S components for
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CH. After this, they applied GLCM over DSCoP and merged these features with the
CH features. The authors experimented on the Corel-1k, Corel-5k, Corel-10k, MIT
VisTex, and Salzburg texture datasets. Jeena Jacob et al. [30] proposed a deep color-
texture-based approach titled as deep inter-channel colored-texture pattern (ICCTP)
for CBIR and face recognition. The authors used a convolutional neural network
(CNN) to acquire the features and estimated retrieval performance on the CIFAR-10,
Corel-1k, Corel-10k, and Facescrub datasets. Ashraf et al. [5] introduced an integrated
approach of the color moments, discrete wavelet transform (DWT), Gabor wavelet
transform (GWT), and color edge directivity Descriptor (CEDD) for CBIR. The au-
thors tested these on the Corel-1k, Corel-1500, Corel-5k, and Ghim-10k datasets.
Hong Chen et al. [10] presented a color histogram, overall structure feature (OSF),
and Canny edge descriptors. OSF represents the edge and luminance structure de-
scriptions. The authors provided the feature processing with vector quantization and
block truncation coding and verified them with Corel-1k and Caltech-101 using four
different distance measures (Euclidean, Manhattan, Cosine, and modified Canberra).
Niu et al. [53] modified MSD and used it with uniform LBP for feature extraction.
The authors created a microstructure map by examining the relationships of shape
features with textural and color features. The manuscript covers experiments with
five different benchmark datasets (viz., Corel-k, Corel-5k, Corel-10k, Ghim-10k, and
CIFAR-10) with various numbers of retrieval images. The authors used a weighted
adjacent structure (WAS) for similarity computation. Xie et al. [87] introduced a
consistent zone for a DCD operator and used these features with Hu moments; the
Hu moments gave the shape information, and the DCD provided the color informa-
tion. The authors carried out their work on the Corel-1k, Corel-5k, and Corel-10k
datasets. Joseph et al. [34] used color moments, HSV color histogram, color cor-
relogram, GLCM, wavelet transform, dominant color, and region-based descriptors.
The author introduced a hybrid k-means moth-flame optimization algorithm for the
feature-selection process and tested this approach on the Corel-1k dataset. Ghozzi et
al. [22] constructed a Type-2 beta fuzzy membership for the descriptor vectors and
measured the similarity with the interval Type-2 beta fuzzy near sets (IT2FNMS)
approach. Furthermore, the authors introduced three fuzzy similarity measures and
tested them on the Corel-1k, SIMPLIcity, Caltech-101, and ImageNet datasets.

3. Methodology Overview

3.1. Improved Color Coherence Vector (ICCV)

Pass et al. [58] proposed a color coherence vector (CCV) to improve the color his-
togram (CH) by utilizing the cohesiveness of the pixels. The idea was to store more
spatial information. The descriptor identified the same colored large pixel formations
that were recognized as the regions. The number of colors and the percentage of
the minimum number of pixels for region formation was specified initially. Usually,
the most researchers prefer 1% of an image's size as the minimum number of pixels



Ea
rly

bir
d

10 Sagar Chavda, Mahesh Goyani

for formulating cohesive components (regions). This unique number is called τ . The
regions give strong color spatial knowledge of an image. Suppose α is the number
of coherent pixels, β is the number of incoherent pixels, and the image is discretized
in n colors. We can define CCV as a set of vectors, and each vector is for distinct
discretized color. Then, it can be mathematically written as follows:

⟨(α1, β1) , (α2, β2) , ..., (αn, βn)⟩ . (1)

CCV uses a two-dimension vector to describe the color-feature distribution; it
focuses on coherent (α) and incoherent pixels (β). If we analyze CCV, we can see
that it covers more spatial information than CH but fails to take care of position
information. After calculating α and β, we can compute the mean of the coordinate
of the pixels of the maximum connected region in the coherent pixels. Let us say that
this information is γ; then, we can define this improved version of CCV (ICCV) as
follows:

⟨(α1, β1, γ1) , (α2, β2, γ2) , ..., (αn, βn, γn)⟩ . (2)

Chen et al. [9] proposed an ICCV method in their conference work for CBIR. The
authors described CCV and ICCV with the appropriate figures and explanations in
their article. γ gives the midpoint of the max-connected coherent region; it is easy
to compute this from α. CCV has two dimensions, and γ is also a two-dimensional
coordinate value. Thus, there will be a total of 4n features for each image. The
proposed work utilized τ = 1% and n = 27 colors to compute the 108 features from
the ICCV descriptor.

3.2. Gray-Level Co-occurrance Matrix (GLCM)

The gray-level co-occurrence matrix (GLCM) was proposed by Haralick et al. [25].
GLCM (or the gray-tone spatial-dependence matrix) is a statistical method for the
texture-feature analysis of an image. This matrix computes frequently occurring pixel
pairs with distinct values in a specified spatial direction based on the relationships
between them. The occurrence of the pixels has a particular direction and distance.
GLCM expresses properties (viz., uniformity, energy, correlation, contrast, and ho-
mogeneity) about the spatial relationship of the gray-level intensity values and their
distribution in an image. The structural arrangement of the pixels helps when ana-
lyzing texture features and determining the pixel-pair value distribution. This helps
us understand significant textural properties such as the coarseness, smoothness, and
roughness of any surface.
We can define GLCM as follows:

P (i, j, d, a) = nu[(k, l)(m,n) ∈ (M ×N)× (M ×N)], (3)

where I(k, l) = i, I(m,n) = j; nu = the number of elements in the set; k, l, m, n show the horizontal
and vertical positions of the pixel, and the P (i, j) = (i, j)th entry in the GLCM matrix,
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where

a =



0◦ if k −m = 0, |l − n| = d

45◦ if k −m = d, l − n = −d

or k −m = −d, l − n = d

90◦ if |k −m| = d, l − n = 0

135◦ if k −m = d, l − n = d

or k −m = −d, l − n = −d

. (4)

Figure 1 shows an example of an image along with its GLCM matrix. The GLCM
measures are summarized below, along with their mathematical equations.

Figure 1. GLCM matrix [25]

Uniformity or Energy: Estimate the number of repeated pairs – range = [0 1].

Ene =
∑
i,j

P 2
ij (5)

The energy will be high if the occurrence of repeated pixel pairs is high.

Entropy: Measures how randomly the gray-levels are distributed.

Ent =
∑
i,j

Pij logPij (6)

The values are high if the gray levels are randomly distributed.

Contrast: Measures the local contrast of an image. If the pixel pair seems to be
similar, then the contrast is expected to be low.

Con =
∑
i,j

|i− j|kP l
ij (7)

Homogeneity: Measures the smoothness of the image. If the pixel pair seems to be
similar, then the homogeneity is expected to be high.
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Hom =
∑
i,j
i̸=j

P l
ij

|i− j|k (8)

Correlation: Measure of gray-level line dependencies.

Cor =
∑
i,j

(i− µ)(j − µ)Pij

σ2
(9)

GLCM is one of the important texture descriptors for image retrieval. In the proposed
work, the offset is taken concerning three pixels in each of the four directions.

3.3. Multi-scale Local Binary Patterns (MS-LBP) of Discrete Wavelet
Transform (DWT)

The discrete wavelet transform (DWT) is a multi-resolution analysis of an image at the
spatial and frequency domains. This is the technique of decomposing an image into the
sum of its wavelet functions at various scales and variations. The 2D wavelet transform
decomposes the image into four sub-bands, viz., approximation (A or LL), horizontal
(H or LH), vertical (V or HL), and diagonal (D or HH) [4]. The high-frequency
components sharpen the image's details, while the low-frequency components smooth
the image. The dwt2 function is used from the wavelet toolbox of MATLAB 2018a
to compute the 2D DWT of the image. Arai et al. [4] propounded a wavelet-based
image-retrieval system using a wavelet, Gabor, and CM for feature extraction. Joseph
et al. [34] followed a multi-feature-based approach by using a wavelet transform for
CBIR that used a hybrid k-means moth-flame optimization algorithm.

3.3.1. DWT-MSLBP Formation

First, the 2D DWT is applied over the image to capture the features; then, these fea-
tures are supplied to the modified MS-LBP version of the MS-LBP. We have proposed
a 7×7 scale MS-LBP as given in [8,73] for the feature description due to its ability to
cover more spatial details at various scales. A larger patch size makes it less noise-
and illumination-invariant than with a conventional LBP operator. This composite
feature-extraction strategy of two texture descriptors (DWT and MS-LBP) delivers a
powerful texture-feature representation that we call DWT-MSLBP. A sample image
from the Corel-1k dataset was used for the DWT-MSLBP feature visuals. Figure 2
shows the visualization of the DWT-MSLBP. The histogram features of DWT-MSLBP
are computed for the proposed framework.
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Figure 2. DWT-MSLBP feature visualization

4. Proposed Methodology for Image Retrieval

4.1. Proposed Framework

The ICCV operator extracts the color details, and GLCM and DWT-MSLBP extract
the texture features. The proposed image-retrieval framework uses the color and
texture descriptors for feature extraction. Figure 3 shows the building blocks of the
proposed framework.

Dataset Images
Image Resizing
(100 × 100)

Gray-scale
Conversion

ICCV
Features

GLCM
Features

DWT-MSLBP
Features

PCA

PCA

PCA

Feature
Concatenation

LDAFeature Matrix
Similarity

Computation
RankingRetrieval

Results

Query Features

Random Query
Generator

Figure 3. Proposed framework

The proposed framework is summarized here: first, the dataset images are re-
sized into a 100×100 scale. The resizing function reduces the image size and applies
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the same feature framework for all of the datasets. The GLCM and DWT-MSLBP
descriptors use the gray-scaled images as input to compute the feature vectors. All
three feature descriptors (ICCV, GLCM, and DWT-MSLBP) are computed sepa-
rately; then, PCA is utilized to reduce the feature dimensionality. We used features
with a total variance of 99.99% in order to reduce the feature vector size. After
this, all three PCA feature vectors that were computed from the previous stage are
concatenated and passed to LDA for optimal feature selection. In the last phase,
the similarity is computed between the query and dataset images using two different
metrics to achieve the most relevant results.

4.2. Proposed Algorithm

• Part 1: Feature Vector Formation

1. Pre-process dataset images;
2. Compute ICCV, GLCM, and DWT-MSLBP features;
3. Apply PCA with 99.99% variance;
4. Concatenate features;
5. Apply LDA to generate final feature vector.

– If there are C classes in the image dataset then, the LDA will produce
C − 1 optimal features.

• Part 2: Similarity Computation and Retrieval

1. Generate random query indices;
2. Measure similarities;
3. Rank images;

– Rank images based on minimum sorted distance.
4. Measure performance with precision and recall.

The query generator creates the random image query indices for each class of the
dataset. We have supplied all the dataset query samples to the proposed framework
simultaneously. The query features have been loaded from the feature matrix based
on the image indices, and computed the distance between the query and the dataset
features. The proposed work utilizes two distance measures to assess the retrieval
outcomes.

4.3. Feature Vector Dimensions

We have shown the number of features at each stage of the proposed framework
for various datasets (Corel-1k, Corel-5k, Corel-10k, and Ghim-10k). The researchers
prefer the graphical representation or variance computation to decide the number of
eigenvectors. The number of principal components/eigenvectors is selected with the
variance-based approach. Those components that have a total of 99.99% variance are
selected for feature reduction. Table 1 reports the feature-vector size for the different
datasets at various stages of the proposed framework. It is clear from the table
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that PCA with a 99.99% variance preserves the healthy features, and LDA selects the
robust ones from the set of concatenated features. We have highlighted the number of
LDA features that were selected for similarity matching and retrieval by the proposed
work.

Table 1
Proposed feature-vector sizes at various stages of framework

Dataset Descriptor Size of feature vec-
tor after PCA

Size of feature vec-
tor after Concate-
nation

Size of feature vec-
tor after LDA

Corel-1k
ICCV 75

1015 9GLCM 19
DWT-
MSLBP

921

Corel-5k
ICCV 85

1549 49GLCM 20
DWT-
MSLBP

1444

Corel-10k
ICCV 86

1571 99GLCM 20
DWT-
MSLBP

1465

Ghim-10k
ICCV 83

1534 19GLCM 21
DWT-
MSLBP

1430

* ICCV —> 108 features; GLCM —> 48 features; DWT-MSLBP —> 1536 features

4.4. Similarity Measures

The proposed work incorporates two distinct template-matcher classifiers: one is Eu-
clidean distance, and the other is city block distance. The performance of the classifier
depends on the types of features that are retrieved. Initially, we checked the perfor-
mance of the proposed method with other similarity measures; however, these two
are the most convincing for our features.

Euclidean:A straight-line distance between two corresponding elements of a
feature vector. It is a bin-by-bin distance (also known as Pythagoras distance). Each
pixel in a converted image has a value that corresponds to the distance to the nearest
pixel in the image.

L2(M,N) =

(
k∑

i=1

|mi − ni|2
) 1

2

(10)

City block:Apart from Euclidean distance, another popular distance metric of
the LP family is Manhattan distance (also known as taxi-cab distance or city block
distance). This is basically the sum of the absolute differences of the corresponding
elements of two feature vectors.

L1(M,N) =

k∑
i=1

|mi − ni| (11)
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4.5. Performance Measures

Precision and recall metrics are used to evaluate CBIR's performance. Both of
these measures depend on the number of relevant images that are retrieved by the
image-retrieval system.

Precision, P =
RID

RID +NID
=

Total Number of Relevant Images Retrieved

Total Number of Retrieved Images
(12)

Recall, R =
RID

CID
=

Total Number of Relevant Images Retrieved

Total Number of Relevant Images in Dataset
(13)

where RID is the total number of relevant images, and NID is the total number of
irrelevant images that are obtained in the retrieval results. CID is the total number
of relevant images in the dataset for a particular object class (images from the same
dataset class are relevant to each other); i.e., if there are 100 images in a particular
object category of a dataset, then CID will be 100 for that category (CID = sam-
ples per class in the dataset). The user is solely interested in the top-most images
(generally, the top 10 or 100). The total number of top-most images in the retrieval
results can vary from 1 to N. We can decide this number N (where 1 ≤ N ≤ CID).
In the proposed study, we utilized the average retrieval precision (ARP) and average
retrieval rate (ARR) as the performance metrics (which are the average values of the
accuracy and recall, respectively). The proposed algorithm is tested ten times, and
the values of the ARP and ARR measures are averaged to ensure steady performance.
ARP and ARR are assessed for ten distinct N values.

4.6. Advantages of Proposed Framework

Each descriptor that was used in the proposed work has its pros and cons. ICCV is
a stronger operator than CCV, as it calculates more color spatial information with
the help of the mid-point coordinate of the max-connected coherent region. While
CCV has only 2n features, ICCV captures 4n (n is the number of colors). GLCM is
computationally efficient when compared to the ICCV operator and captures texture
details in various directions; alone, it will not serve the purpose of maximal perfor-
mance. Furthermore, DWT-MSLBP suffers from the problems of high dimensionality
and being computationally inefficient; however, it produces a rich set of textural in-
formation.

When only using color or texture, the description will not yield a potent image
retrieval system. When utilizing both, we can absorb the benefits of the texture and
color representations. Furthermore, we must reduce the size of the feature vector to
make the system efficient without sacrificing the effectiveness of the features. We have
taken care of these things to produce an efficient and robust system. As the number of
optimal features falls, this can make an efficient and effective image-retrieval system.
We have combined the advantages of all three descriptors and taken care of the high
dimensionality of the features; thus, the proposed features for image retrieval give a
powerful feature description by summing up the benefits from all operators. Further-
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more, it is a computationally efficient approach without suffering from low ARP or
ARR.

5. Benchmark Datasets

We focused on four different datasets (namely, Corel-1k [83,84], Corel-5k [41], Corel-
10k [41], and Ghim-10k [41]) to carry out the proposed work. The images in the
Corel-1k dataset have ten diverse categories (viz., Africans, beaches, buildings, buses,
dinosaurs, elephants, flowers, horses, mountains, and food). Each image has a size of
either 256×384 or 384×256. There are 100 images in each image category. The images
are in the JPEG format. The 5000 images from the Corel-10k dataset are included in
the Corel-5k dataset. The first 50 item categories from the source Corel-10k dataset
were used to create it. The Corel-10k dataset consists of 100 classes and 10,000
images of different subjects, including sunsets, beaches, flowers, buildings, cars, horses,
mountains, fish, cuisine, doors, etc. Each category has 100 JPEG images with sizes
of 192×128 or 128×192. The Corel-10k dataset consists of 10,000 images. The Ghim-
10k dataset has 20 categories. There are 10,000 images from such diverse content as
sunsets, ships, flowers, buildings, cars, mountains, insects, etc. Each category involves
500 images with sizes of 400×300 or 300×400 in the JPEG format. Some samples
from these datasets are as shown in Figure 4.
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Corel-1k (C = 10, Samples per Class = 100, Size of Each Image = 256×384 or 384×256); Ref: [83,84]

Corel-5k (C = 50, Samples per Class = 100, Size of Each Image = 187×128 or 128×187); Ref: [41]

Corel-10k (C = 100, Samples per Class = 100, Size of Each Image = 187×128 or 128×187); Ref: [41]

Ghim-10k (C = 20, Samples per Class = 500, Size of Each Image = 300×400 or 400×300); Ref: [41]

Figure 4. Sample images from experimental datasets
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6. Experiments

We analyzed the effectiveness of the proposed algorithm by employing ARP and ARR
for various numbers of top images (N). This section demonstrates the outcomes of four
benchmark datasets on the proposed method. Furthermore, this section also compares
and contrasts the performance of the proposed approach with several existing state-
of-the-art methods. In addition, we discuss the proposed method's time complexity
and relative performance. We conducted all of the tests on a laptop with an i5-2430M
CPU that had an L3 cache of 3MB, 256GB SSD, 500GB HDD, and 6GB RAM using
MATLAB 2018a.

6.1. Performance on Corel-1k

We evaluated the proposed methodology using the various numbers of top-N images.
The proposed method reports 100% ARP for all of the measured values of N (ranging
from 10–100) with both distance measures (Euclidean and city-block). Furthermore,
we show the ARR of the proposed work over Corel-1k in Figure 5 for different values
of N. This indicates that the presentation of Corel-1k gives an equivalent ARR with
the Euclidean and city-block distances. The same is true for the reported ARP values
of the proposed method over a particular dataset.
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Figure 5. Average retrieval rate (ARR) on Corel-1k

A state-of-the-art comparison of the proposed method over the Corel-1k dataset
is shown in Table 2. We assessed the performance for the top 10, 20, and 100 images
in Table 2. The ARP of the proposed method performed marginally better than
methodologies such as MLCDMH [61], LCP [37], CMSD [80], MLRDEP [59], and
GSH [90] respectively.



Ea
rly

bir
d

20 Sagar Chavda, Mahesh Goyani

Table 2
Comparison with state-of-the-art methods on Corel-1k dataset*

Reference Method N = 10 N = 20 N = 100
ARP1 ARR2 ARP

1
ARR2 ARP1 ARR2

Pradhan et al. [61] MLCDMH 64.00 6.40 59.60 11.90 - -
Chen et al. [10] CH + OSF - - 72.80 - - -
Kumar and Nagara-
jan [37]

LCP 78.30 8.00 73.90 15.00 - -

Bhunia et al. [6] DSCoP + Modi-
fied CH

79.00 7.90 76.00 15.00 55.00 55.00

Xie et al. [87] DCD + Hu Mo-
ments

80.40 8.04 74.05 14.81 - -

Fadaei et al. [21] DCD + Wavelet
+ Curvelet

- - 76.50 13.09 - -

Umamaheswaran et
al. [80]

CMSD 81.44 9.75 - - - -

Pavithra and
Sharmila [59]

MLRDEP 81.80 - - - - -

Mohiuddin et al. [50] CCV + LBP 82.52 8.00 77.00 15.00 55.50 55.00
Yuan and Liu [90] GSH 82.80 8.28 - - - -
Niu et al. [53] MMSD + LBP

+ WAS
83.30 8.30 78.78 15.76 - -

Joseph et al. [34] KMFO - - 81.30 16.20 - -
Srivastava and Khare
[72]

DWT + SURF
+ GLCM

84.00 - - - - 61.73

Pardede et al. [56] Low-level + RF 85.59 - - - - 27.70
Srivastava and Khare
[73]

MS-LBP +
GLCM

85.72 - - - - 55.17

Ahmeda et al. [2] Key points +
CH

85.90 - - - - 31.60

Zhou et al. [93] CH + LDP +
SIFTBOF

88.00 8.00 85.00 17.50 71.00 71.00

Ashraf et al. [5] CM + DWT +
GWD + CEDD

91.00 - 87.50 - 62.00 87.50

Ghozzi et al. [22] IT2FBNS - - 88.65 19.14 - -
Chavda and Goyani
[8]

MS-LBP + CH 92.90 9.29 91.05 18.21 - -

Singh and Batra [70] Bi-CBIR - - 92.00 18.40 - -
Srivastava and Khare
[71]

DWT + LBP +
LM

99.95 - - - - 92.04

Proposed Method 100 10 100 20 100 100
* Blank cells indicate that data was not clear or authors did not test for those values of N where N was no. of top images.

1 ARP: average retrieval precision (%)
2 ARR: average retrieval rate (%)

The proposed method's ARP and ARR were 18.7 and 3.8% higher, respectively,
than hybrid k-means moth-flame optimization algorithm-based CBIR (KMFO) [34]
for N=20. Furthermore, the proposed method's ARP and ARR led by 11.35 and
0.86%, respectively, over the Type-2 beta fuzzy near set approach (IT2FBNS) [22].
Thus, the proposed method performed excellently by giving the maximal outcomes
of ARP and ARR at varying N values. Furthermore, it was also more effective (with
a total of nine features) than the identified state-of-the-art literature methods.
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6.2. Performance on Corel-5k

The performance of the proposed method on the Corel-5k dataset is shown in Figures
6 and 7 for different values of N with both similarity measures.
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Figure 6. Average retrieval precision (ARP) on Corel-5k
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Figure 7. Average retrieval rate (ARR) on Corel-5k
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City-block gave better results as compared to Euclidean for N = 10. As we move
from left to right, ARP decreases while ARR increases for both measures. City-block
has the advantage of a low time complexity as it computes an absolute difference,
while Euclidean goes for the squared norm difference. We can prefer to choose city-
block distance, as it was faster and provided similar (or better) performance than
Euclidean for the Corel-5k dataset samples.

The state-of-the-art comparison of the proposed method over the Corel-5k dataset
is shown in Table 3. We assessed the performance for the top 10, 12, 20, and 100 im-
ages in Table 3. The ARP of the proposed method marginally surpassed the examined
state-of-the-art methods (viz., DWT + LBP + LM [71], MLCDMH [61], MS-LBP +
GLCM [73], STH [63], DCD + Hu moments [87], MIFH [12], CH + LDP + SIFT-
BOF [93], DSCoP + modified CH [6], MMSD + LBP + WAS [53], MS-LBP + CH [8],
and CM + DWT + GWD + CEDD [5]) As described, the proposed method performed
better (with only 49 features) than the investigated state-of-the-art methods on the
Corel-5k dataset.

Table 3
Comparison with state-of-the-art methods on Corel-5k dataset*

Reference Method N = 10 N = 12 N = 20 N = 100
ARP1 ARR2 ARP1 ARR2 ARP1 ARR2 ARP1 ARR2

Srivastava and
Khare [71]

DWT +
LBP + LM

56.76 - - - - - - 42.53

Pradhan et al.
[61]

MLCDMH 59.10 5.91 - - 51.30 10.26 - -

Srivastava and
Khare [73]

MS-LBP +
GLCM

59.50 - - - - - - 27.28

Raza et al. [63] STH 60.28 7.23 - - - - - -
Xie et al. [87] DCD + Hu

Moments
63.47 6.35 60.05 7.26 53.92 10.78 - -

Chu and Liu
[12]

MIFH - - 60.16 7.21 - - - -

Zhou et al. [93] CH + LDP
+ SIFTBOF

65.90 7.00 - - 58.00 12.00 36.90 36.90

Bhunia et al.
[6]

DSCoP +
Modified
CH

66.00 6.60 - - 58.00 13.00 35.00 35.00

Niu et al. [53] MMSD +
LBP + WAS

70.20 7.00 67.93 8.15 - - - -

Chavda and
Goyani [8]

MS-LBP +
CH

70.92 7.09 - - 64.53 12.91 - -

Ashraf et al.
[5]

CM + DWT
+ GWD +
CEDD

- - 79.83 9.58 - - - -

Proposed Method 97.94 9.79 97.68 11.72 96.32 19.26 80.95 80.95
* Blank cells indicate that data was not clear or authors did not test for those values of N where N was no. of top images.

1 ARP: average retrieval precision (%)
2 ARR: average retrieval rate (%)
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6.3. Performance on Corel-10k

The performance of the proposed method on the Corel-10k dataset is shown in Figures
8 and 9 for different values of N with both similarity measures.
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Figure 8. Average retrieval precision (ARP) on Corel-10k
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The proposed method achieved a maximum ARP of 75.57% at N = 10 and a
maximum ARR of 42.84% at N = 100 for the Corel-10k dataset. City-block distance
performed better in terms of ARP and ARR than Euclidean on the Corel-10k dataset.
Thus, the feature representation of the Corel-10k dataset is more suitable to city-block
distance than Euclidean. The state-of-the-art comparison of the proposed method
over the Corel-10k dataset is shown in Table 4. We assessed the performance for the
top 10, 12, 20, and 100 images in Table 4. Thus, the ARP and ARR of the proposed
method on Corel-10k were better than all of the examined state-of-the-art methods.

Table 4
Comparison with state-of-the-art methods on Corel-10k dataset*

Reference Method N = 10 N = 12 N = 20 N = 100
ARP1 ARR2 ARP1 ARR2 ARP1 ARR2 ARP1 ARR2

Rohini and
Bindu [64]

QLTP 30.10 - - - - - - 18.20

Srivastava and
Khare [71]

DWT +
LBP + LM

35.37 - - - - - - 24.86

Pardede et al.
[56]

Low-level +
RF

37.16 - - - - - - 23.59

Rao et al. [62] MCLEP 46.00 5.00 - - 33.50 8.00 18.00 25.60
Ghozzi et al.
[22]

IT2FBNS 46.00 5.52 - - - - - -

Pavithra and
Sharmila [59]

MLRDEP 47.00 - - - - - - -

Raza et al. [63] STH 48.03 5.76 - - - - - -
Srivastava and
Khare [73]

MS-LBP +
GLCM

48.69 - - - - - - 20.35

Chavda and
Goyani [8]

MS-LBP +
CH

54.46 5.44 - - 45.22 9.04 - -

Chu and Liu
[12]

MIFH - - 52.96 6.36 - - - -

Xie et al. [87] DCD + Hu
Moments

55.90 5.59 53.17 6.38 46.17 9.23 - -

Yuan and Liu
[90]

GSH - - 54.84 6.58 - - - -

Ahmeda et al.
[2]

Key points
+ CH

56.70 - - - - - - 21.00

Pradhan et al.
[61]

MLCDMH 57.00 5.70 - - 51.10 10.24 - -

Zhou et al. [93] CH + LDP
+ SIFTBOF

57.70 5.50 - - 49.00 8.00 28.80 28.80

Bhunia et al.
[6]

DSCoP +
Modified
CH

57.00 5.70 - - 50.00 11.00 28.00 28.00

Niu et al. [53] MMSD +
LBP + WAS

61.10 6.10 58.52 7.02 - - - -

Proposed Method 75.57 7.56 74.50 8.94 68.54 13.71 42.84 42.84
* Blank cells indicate that data was not clear or authors did not test for those values of N where N was no. of top images.

1 ARP: average retrieval precision (%)
2 ARR: average retrieval rate (%)
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6.4. Performance on Ghim-10k

The performance of the proposed method on the Ghim-10k dataset is shown in Figures
10 and 11 for different values of N with both similarity measures.
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Figure 10. Average retrieval precision (ARP) on Ghim-10k
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Figure 11. Average retrieval rate (ARR) on Ghim-10k

We achieved a maximum ARP of 84.4% at N = 10 and a maximum ARR of
15.45% at N = 100 on this complex dataset. The retrieval performance on the Ghim-
10k dataset based on both distance measures is nearly the same. Still, city-block
should be preferred, as it has faster execution. Thus, the ARP and ARR values of the
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proposed method on Ghim-10k are higher than the identified state-of-the-art methods
in the literature.

The state-of-the-art comparison of the proposed method over the Ghim-10k
dataset is shown in Table 5. The ARP of the proposed method outclassed several
state-of-the-art methods such as low-level descriptors with relevance feedback [56],
MIFH [12], CH + LDP [94], SSH [41], DWT + SURF + GLCM [72], GSH [90], MS-
LBP + CH [8], CH + LDP + SIFTBOF [93], MMSD + LBP + WAS [53], MS-LBP
+ GLCM [73], MLRDEP [59], and CM + DWT + GWD + CEDD [5]

Table 5
Comparison with state-of-the-art methods on Ghim-10k dataset*

Reference Method N = 10 N = 12 N = 20 N = 100
ARP1 ARR2 ARP1 ARR2 ARP1 ARR2 ARP1 ARR2

Pardede et al.
[56]

Low-level +
RF

50.78 - - - - - - 7.95

Chu and Liu
[12]

MIFH - - 56.48 1.36 - - - -

Zhou et al. [94] CH + LDP - - 60.00 1.44 - - - -
Liu and Yang
[41]

SSH - - 61.20 1.47 - - - -

Srivastava and
Khare [72]

DWT +
SURF +
GLCM

63.66 - - - - - - -

Yuan and Liu
[90]

GSH - - 63.38 1.52 - - - -

Chavda and
Goyani [8]

MS-LBP +
CH

67.95 1.36 - - 62.03 2.48 - -

Zhou et al. [93] CH + LDP
+ SIFTBOF

70.00 - 67.10 1.61 63.00 - 49.00 -

Niu et al. [53] MMSD +
LBP + WAS

- - 68.50 1.65 - - - -

Srivastava and
Khare [73]

MS-LBP +
GLCM

76.99 - - - - - - -

Pavithra and
Sharmila [59]

MLRDEP 80.60 - - - - - - -

Ashraf et al.
[5]

CM + DWT
+ GWD +
CEDD

- - - - 76.50 - - -

Proposed Method 84.40 1.69 84.29 2.02 83.58 3.34 77.26 15.45
* Blank cells indicate that data was not clear or authors did not test for those values of N where N was no. of top images.

1 ARP: average retrieval precision (%)
2 ARR: average retrieval rate (%)

6.5. Comparison on Various Datasets

Figures 12 and 13 report the relativistic performance of the proposed method over
several tested benchmark datasets. Figure 12 provides a comparison based on the
ARP data, and Figure 13 shows a comparison with ARR. The figures indicate that
ARR increases as N increases; however, ARP degrades for three out of the four
datasets. The proposed method produces better retrieval rates on the Corel-1k dataset
than the other three benchmarks. The reason for this is the lower number of classes
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and images as compared to the other three datasets (thus, it makes LDA compute
robust features). So, we can say that, when the number of sample classes is lower,
LDA performs very well. Furthermore, the proposed approach provides stable ARP
on the Ghim-10k dataset as N goes up. The Corel-10k and Ghim-10k datasets are
much more complex as compared to the other datasets. Still, the ARP and ARR
of the proposed method were marginally better than the identified state-of-the-art
methods in the research literature. The Ghim-10k dataset has lower ARR values
because of the 500 images in each category of the given dataset. Altogether, the
proposed approach provides notable and steady performance based on the ARP and
ARR values.
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Figure 12. Relative ARP of proposed method on various benchmark datasets
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Figure 13. Relative ARR of proposed method on various benchmark datasets
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6.6. Time Complexity

We must measure the retrieval time (RT) to check the efficiency of the image retrieval
system. The RT of the proposed algorithm reported 0.54, 2.1, 4, and 3 seconds for the
Corel-1k, Corel-5k, Corel-10k, and Ghim-10k datasets, respectively. We noticed that
the RT of the Corel-1k dataset was lower than in the other three datasets. This is
because it used only nine features for retrieval. We compared the RT and ARP of the
proposed method with the state-of-the-art methods shown in Table 6. Furthermore,
it is clear from the table that the proposed method outperformed several identified
method in the literature in terms of ARP and RT.

Table 6
Retrieval time (RT) comparison to state-of-the-art methods on Corel-1k dataset

Reference Method ARP1 RT2

ME Elalami [19] 3D Color Histogram +
Gabor

73.90 2.65

Fadaei et al. [21] DCD + Wavelet +
Curvelet

76.50 1.74

SR Dubey et al. [17] BOF of LBP ≈ 68 0.69
SR Dubey et al. [18] RSHD ≈ 78 0.64

Proposed Method 100 0.54
1 ARP: average retrieval precision (%)
2 RT: retrieval time (seconds)

7. Conclusions

In this paper, we have proposed ICCV, GLCM, and DWT-MSLBP for the CBIR
system. The proposed work improves the extracted features by using PCA and LDA;
PCA reduces the dimensions, and LDA proffers the most robust features. The 99.99%
variance-based principal components that are used in the PCA give the most ben-
eficial features for robust feature selection. We supplied the DWT features to the
modified MS-LBP and constructed DWT-MSLBP. This combination serves as a pow-
erful texture-feature description and enhances the proposed method's outcome. Fur-
thermore, the paper practices the ICCV descriptor instead of the conventional CCV
operator to improve the feature matrix. We measured the similarities of the images
with two different distance measures (Euclidean and city-block). We evaluated the
proposed method at diverse numbers of top images on various datasets. The proposed
system yielded 100% of the ARP and ARR on the Corel-1k dataset. The comparison
to the state-of-the-art research methods on the various benchmark datasets shows the
dominance of the proposed work.
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