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ABSTRACT

A common approach to the wide-band microphone array problem is to assume a

certain array geometry and then design optimal weights (often in subbands) to meet a set

of desired criteria. In addition to weights, we consider the geometry of the microphone

arrangement to be part of the optimization problem. Our approach is to use particle swarm

optimization (PSO) to search for the optimal geometry while using an optimal weight design

to design the weights for each particle’s geometry. The resulting directivity indices (DI’s)

and white noise SNR gains (WNG’s) form the basis of the PSO’s fitness function. Another

important consideration in the optimal weight design are several regularization parameters.

By including those parameters in the particles, we optimize their values as well in the

operation of the PSO. The proposed method allows the user great flexibility in specifying

desired DI’s and WNG’s over frequency by virtue of the PSO fitness function.

Although the above method discusses beam and nulls steering for fixed locations,

in real time scenarios, it requires us to estimate the source positions to steer the beam

position adaptively. We also investigate source localization of sound and RF sources using

machine learning techniques. As for the RF source localization, we consider radio frequency

identification (RFID) antenna tags. Using a planar RFID antenna array with beam steering

capability and using received signal strength indicator (RSSI) value captured for each beam

position, the position of each RFID antenna tag is estimated. The proposed approach is also

shown to perform well under various challenging scenarios.
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1. INTRODUCTION

Beam former is a processor that performs spatial filtering along with the sensor ar-

rays or typically known as array signal processing. Beamforming is achieved by combining

elements in phased array so that it can receive the desired signal from the desired direction

and attenuate the signals arriving from other direction. Beamforming provides spatial se-

lectivity both for transmission and reception. It has many applications in RADAR, SONAR,

Communications, Seismology, Geology, Biomedical, Acoustics and Radio Astronomy.

1.1. SPATIAL FILTERING

Spatial filtering performs what is known as transmitting or receiving signals prefer-

ably in some directions over others. Based on the angle of focus or the angle towards which

the beam is steered. Suppose if we want to increase the signal to noise ratio at the output

i.e. reducing the output power contribution made by noise, we try blocking/suppressing the

noise coming from certain direction even without knowing the frequency of it provided it

is non coherent like the FIR filters perform.

Most conventional beamformers consider a specific geometry and optimize weights

to operate under certain noise conditions. Consider a situation where more performance

is required and the array geometry cannot exceed a certain aperture size. In such cases, a

technique that can maximize the DF and WNG with minimal array aperture needs to be

developed. We address this issue in this paper using aperiodic arrangement of microphones.

The most basic beamforming technique delay-sum (DS) minimizes white noise

but suffers from poor directivity. This can be overcome by maximizing the signal-to-

noise ratio (SNR) under diffuse noise conditions known as superdirective beamformer

[11, 7]. A beamformer that operates equally well under these noise conditions is desired

and extensively studied in this paper.
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Robust superdirective beamforming [11, 10] is obtained by putting a constraint

on white noise gain (WNG). Recently, closed form solution that enables tuning between

WNG and directivity factor (DF) [4, 5] was proposed. However, the optimization of

this regularization parameter is not straightforward. Moreover, the frequency independent

characteristics can be achieved for either WNG or DF. We address this issue in this study.

Several algorithms have been proposed to obtain frequency independent character-

istics including nested arrays [23, 26], differential beamforming [14] among many others.

Nested array provides a good performance for both lower and higher frequencies, where

each band-passed signal is processed using a specific sub-array. However, array aperture of

such arrays quickly increase when higher directivity is desired.

In the past, researchers have demonstrated that aperiodic or irregular microphone ge-

ometries outperform arrays with regular geometries [43, 31, 41, 32]. It is also proven that for

a fixed number of microphones, the performance of an array is mainly dominated by its ge-

ometry [43, 31, 35]. Several techniques have been proposed to optimize the array geometry

using parameters like maximum sidelobe level (MSL) [6]. Improvements in beam-forming

have been observed with irregular microphone arrays by optimizing geometry parameters,

viz., array centroid and dispersion [42]. However, this solution of using optimized irregular

arrays for wideband characteristics like frequency invariant beampatterns were rarely exam-

ined. Stochastic optimization techniques for the geometries of wideband microphone arrays

have been explained in [12]. However, they did not include the combined optimization of

tradeoff between DI and WNG. Because, this would result in a nonlinear cost function.

The proposed design utilizes PSO technique [20] to optimize together the above

mentioned parameters by developing a non-linear fitness function. We consider differential

microphone arrays (DMAs) for smaller array apertures.
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1.2. SOURCE LOCALIZATION

With widespread deployment of IoT, an indoor-based localization services (IBLS)

are becoming a key requirement in such applications. In particular, the radio frequency

identification (RFID) is a promising technology for such systems. In particular, RFID

offers low cost, small form-factor, reduced size and cost of passive tags/sensors (battery-

free operation), and can be easily deployed. The main challenge is hitherto low localization

accuracy.

Several alternatives for an IBLS exist, including an ultra-wideband (UWB) technol-

ogy, Bluetooth, ZigBee, infrared, wireless local area network (WLAN), RFID, etc. [21].

The UWB [16], infrared, and WLAN technology provide a robust localization performance

with up to centimeter-level accuracy but are expensive both in terms infrastructure setup

and cost of individual tags/devices. Bluetooth and ZigBee on the other hand provide low

cost and low power solution. Whereas Bluetooth has poor accuracy, short range (usually

within 10−30 feet) and carries long latency [13]. ZigBee often performs localization based

on the communication between nodes in a network. However, this often requires costly and

time-consuming calibration or profiling of the entire network.

Many state of the art approaches have been proposed to accurately locate the RFID

tag position through fine-grained localization techniques. Most successful works include

[22, 37, 28] that adopt multilateration, hyperbolic based modeling, or an angle of arrival

(AoA) estimation to determine the location of tagged objects. Few methods have adopted

the concept of synthetic aperture radar (SAR) techniques [24, 27, 33, 36, 40, 39] to achieve

localization accuracy in order of centimeters. Tagogram [40] uses a differential augmented

hologram technique to suppress the RFID tag’s phase shift. MobiTagbot [33] studies

the correlation due to changing multipath reflections and carrier frequency channel with

antenna in motion. However, the main, remaining challenge is reduction of uncertainties

due to environmental factors where theoretical, geometry-based models are not sufficient.
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Recently, Deep Learning (DL) based approaches have been proposed [39, 9, 34]

to model these complex environmental factors. FaHo [39] employs a fine grained joint

hologram technique similar to SAR. The convolutional neural network (CNN) is trained

with the holograms as images to achieve 𝑐𝑚 level accuracy. 3DLRA [9] deploys 5 antennas

at known locations to sort books in shelves. The RSSI, phase, and timestamp are often

collected continuously and correlated with the reference tag positions in order to estimate

the absolute position of a tag under test. PRDL [34] is based on single antenna moving in

a linear path, parallel to the tags to be located. It uses the measured RSSI and phase values

to compute a relative position of tags.

The DL-based techniques discussed so far i.e. [39, 9, 34] operate at a short range. At

such distances the multi path effects are not prevalent. Moreover, the techniques discussed

in [39]and [34] require moving reader antennas that increases overall cost of a system

and makes it impractical in many deployment scenarios. The existing techniques discuss

heretofore either require high precision equipment or suffer from poor accuracy when setup

using low cost equipment. In addition, several prior assumptions are made such as placing

antennas in known locations with multiple readers that often require periodic, tedious

calibration or profiling.

Hence, we propose the indoor tag localization based on ML approach with minimal

prior assumptions. We use a planar, 2 × 2 phased antenna array with electrically-steered

beam that is connected to a single, off-the-shelf RFID reader. We demonstrate improved

accuracy of the DOA estimation by training a DNN that can map complex environment

interactions Solely using RSSI values.

RSSI is the most commonly available measurement of the signal received from an

RFID tag. This is one of reasons why it has been heavily exploited by several researchers

for tag localization. One of the first proposed method using RSSI is SpotOn [17]. Although

it has practically not been implemented yet. Another interesting method was proposed in

LANDMARC [25]. This method uses multiple reader antennas and reference tags placed
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in known locations. Based on the received strength of nearest reference tags, the location

of active tag may be estimated. Several alternatives to this localization approach have been

proposed [38, 18, 44, 3, 45] in order to reduce the number of reference tags and improved

robustness with accuracy up to 1meter. However, RSSI is sensitive to multipath effect and

has limited accuracy when compared to TOA or PDOA methods. We address these issues

in this paper - including overcoming the RSSI multipath effect.
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ABSTRACT

In this paper, we present a simultaneous optimization model for aperiodic linear

microphone array geometry and weights. Desirable properties for Broadband arrays include

robust superdirective frequency invariant beampatterns. Our approach is to employ particle

swarm optimization (PSO) to search for the optimal geometry while selecting optimal

weights for each particle’s geometry. The resulting directivity factor (DFs) and white

noise gains (WNGs) are used to define the PSO fitness function. The proposed approach

also optimizes the trade-off between WNG and DF, to find a geometry within a given

aperture, thus, maximizing both these parameters. The proposed method allows the user

great flexibility in specifying desired DFs and WNGs over frequency by virtue of the PSO

fitness function. The resultant array geometry is smaller and yields greater WNG and DF

than conventional approach.
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1. SIGNAL MODEL

We consider a plane wave, propagating in the far field at 340 m/s in an anechoic

acoustic environment, and impinging on a uniform linear array consisting of M omnidirec-

tional microphones. The steering vector (of length 𝑀) is given by

d𝐻(𝜔, 𝛼𝑃,𝑛) =
(
𝑒− 𝑗𝜔𝜏0𝛼𝑃,𝑛 . . . 𝑒− 𝑗𝜔𝜏𝑀−1𝛼𝑃,𝑛

)
, (1)

𝑛 = 0, 1, . . . , 𝑃

where

𝛼𝑃,𝑛 =
2𝜋(𝑛 − 1)

𝑃
(2)

and 𝑗 =
√
−1, 𝜔 = 2𝜋 𝑓 is the angular frequency, 𝜏𝑚 is the delay in time from the center of

the array to microphone 𝑚, and 𝛼𝑃,𝑛 = cos(\𝑃,𝑛) where \𝑃,𝑛 is the 𝑛𝑡ℎ angle of the 𝑃 + 1

constraint angles.

We consider differential beamforming [1] for this study with the main lobe at angle

\𝑃,0 = 00(endfire direcction), and the desired signal propagates from the same direction.

With the conventional signal model, the observed signal vector (of length 𝑀) is

y(𝜔) =
[
𝑌1(𝜔) 𝑌2(𝜔) . . . 𝑌𝑀(𝜔)

]
= d𝐻(𝜔, 𝛼𝑃,0) X(𝜔) + v(𝜔)

(3)

where 𝑌1(𝜔) is the 𝑚𝑡ℎ microphone signal, X(𝜔) is the desired signal, d𝐻(𝜔, 𝛼𝑃,0) is the

steering vector at \𝑃,0 = 00 (direction of source) and v(𝜔) is the additive noise vector. The

objective of beamforming is to estimate the desired signal X(𝜔), from the observed signal

y(𝜔). To achieve this, a complex linear filter (of length 𝑀), h(𝜔), is applied to the observed
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signal vector, y(𝜔) to achieve beamformer output

Z(𝜔) =
𝑀∑︁
𝑚=1

𝐻∗𝑚(𝜔)𝑌𝑚(𝜔)

= h𝐻(𝜔)y(𝜔)

= h𝐻d(𝜔, 𝛼𝑃,0)X(𝜔) + h𝐻(𝜔)v(𝜔)

(4)

where 𝑍(𝜔) is an estimate of the desired signal, 𝑋(𝜔), and the superscript 𝐻 is the conjugate-

transpose operator. In our context, the array gain is expected to be 1 in the look direction,

i.e., we should have

h𝐻(𝜔)d(𝜔) = 1. (5)

2. PERFORMANCE MEASURES

Some important measures are presented in this section. Taking the first microphone

as reference, the input SNR is defined as

𝑖SNR(𝜔) =
𝜙𝑋(𝜔)
𝜙𝑉1(𝜔)

, (6)

where 𝜙𝑋(𝜔) = 𝐸
[
|𝑋(𝜔)|2

]
and 𝜙𝑣1(𝜔) = 𝐸

[
|𝑉1(𝜔)|2

]
are the variances of 𝑋(𝜔)

and 𝑉1(𝜔),respectively, with 𝐸
[
.

]
denoting expectation. The output SNR is defined as

𝑜SNR[h(𝜔)] =
𝜙𝑋(𝜔)
𝜙𝑉1(𝜔)

|h𝐻(𝜔)d(𝜔, 𝛼𝑃,0)|2

h𝐻(𝜔)𝚪v(𝜔)h(𝜔)
, (7)

where 𝚪v(𝜔) =
𝐸

[
v(𝜔)v𝐻 (𝜔)

]
𝜙𝑉1 (𝜔)

is the pseudo-coherence matrix of v(𝜔). Therefore, the gain in

SNR is:

G[h(𝜔)] = 𝑜SNR[h(𝜔)]
𝑖SNR(𝜔)

=
|h𝐻(𝜔)d(𝜔, 𝛼𝑃,0)|2

h𝐻(𝜔)𝚪v(𝜔)h(𝜔)
. (8)
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The array sensitivity to sensor and electronics noise is evaluated using the so-called white

noise gain (WNG). This is derived by replacing 𝚪v(𝜔) with I𝑀 (𝑀 × 𝑀 identity matrix).

W[h(𝜔)] = |h
𝐻(𝜔)d(𝜔, 𝛼𝑃,0)|2

h𝐻(𝜔)h(𝜔)
. (9)

Another important measure is the performance of the beamformer in presence of rever-

beration known as directivity factor (DF). Considering spherically isotropic (diffuse) noise

field, the DF is:

D[h(𝜔)] = |h
𝐻(𝜔)d(𝜔, 𝛼𝑃,0)|2

h𝐻(𝜔)𝚪0,𝜋(𝜔)h(𝜔)
, (10)

where 𝚪0,𝜋(𝜔) = 12
∫𝜋
0 d(𝜔, cos \)d𝐻(𝜔, cos \) sin \𝑑\. The vector d(𝜔, cos \) is found by

replacing 𝛼𝑃,𝑛 with cos \ in equation (1).

[𝚪0,𝜋(𝜔)]𝑖 𝑗 =
sin[𝜔( 𝑗 − 𝑖)𝜏𝑖 𝑗 ]
𝜔( 𝑗 − 𝑖)𝜏𝑖 𝑗

= sinc[𝜔( 𝑗 − 𝑖)𝜏𝑖 𝑗 ], (11)

where 𝜏𝑖 𝑗 is the delay between 𝑖𝑡ℎ and 𝑗 𝑡ℎ sensor and [Γ0,𝜋(𝜔)]𝑚𝑚 = 1, 𝑚 = 1, 2, . . . , 𝑀.

3. CONVENTIONAL BEAMFORMERS

In this section, we recall three important fixed beamformers: delay-sum, superdirec-

tive and robust superdirective. We also discuss a tunable beamformer [2] for superdirective

beamforming.

The maximum WNG beamformer known as delay-sum beamformer is derived by

maximizing (9) subject to distortionless constraint (5). We get

h𝐷𝑆(𝜔) =
d(𝜔, 𝛼𝑃,0)

d𝐻(𝜔, 𝛼𝑃,0)d(𝜔, 𝛼𝑃,0)
=

d(𝜔, 𝛼𝑃,0)
𝑀

. (12)
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The second type of beamformer maximizes the DF (10) known as superdirective

beamformer [6] with a hypercardioid beampattern of order M-1 is give by:

h𝑆𝐷(𝜔) =
𝚪−1

0,ßd(𝜔)

d𝐻(𝜔)𝚪−1
0,ß(𝜔)d(𝜔)

. (13)

The third beamformer is a regularized version of (13). The robust superdirective

beamformer [7, 6] is obtained by maximizing DF subject to a constraint on WNG:

hR,𝜖 (𝜔) =
[𝜖I𝑀 + 𝚪0,𝜋(𝜔)]−1d(𝜔)

d𝐻(𝜔)[𝜖I𝑀 + 𝚪0,𝜋(𝜔)]−1d(𝜔)
(14)

where 𝜖 ≥ 0 is the Lagrange multiplier. It trades-off the super gain to white noise ampli-

fication. i.e., a small 𝜖 is used when large DF and a low WNG is desired and larger value

when small DF and large WNG is desired. Although 𝜖 trades-off the WNG to DF, it does

not have a closed form solution.

To overcome this a tunable beamformerwas proposed [2]. Instead ofMaximizing the

DF subject to WNG ≥ 1, the noise amplification was minimized. The tunable beamformer

is as follows:

hT,𝜓(𝜔) =
[𝜖𝜓I𝑀 + 𝚪𝜓,𝜋(𝜔)]−1d(𝜔)

d𝐻(𝜔)[𝜖𝜓I𝑀 + 𝚪𝜓,𝜋(𝜔)]−1d(𝜔)
, (15)

where

[𝚪𝜓,𝜋(𝜔)]𝑖 𝑗 =
𝑒 𝑗𝜔( 𝑗−𝑖)𝜏0 cos𝜓 − 𝑒− 𝑗𝜔( 𝑗−𝑖)𝜏0

2 𝑗𝜔( 𝑗 − 𝑖)𝜏0
, (16)

with

[𝚪𝜓,𝜋(𝜔)]𝑚𝑚 =
1 + cos𝜓
2

, 𝑚 = 1, 2, . . . , 𝑀. (17)

4. PROPOSED OPTIMIZATION

The block diagram of the optimization technique is shown in Figure. 1. We first

start with random geometry for each particle i.e. the microphone position for each particle

are initialized such that all of them are within the prescribed physical dimensions set by the
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user. The coefficients are found using equation (50). The WNG and DF is evaluated for

each particle and plugged into the fitness function. The PSO algorithm thereafter evaluates

the best fit for each iteration and updates the geometry and regularization parameter when

another global best particle is found.

The design approach for the weights for a given microphone geometry in a given

frequency bin is to minimize a tradeoff in the environmental isotropic noise and the white

noise of the microphones and electronics of the array itself while constraining the solution

to the differential beamforming constraint [8]. Thus, the problem to be solved in each

subband, 𝜔 is stated as,

min
h(𝜔)

[
h𝐻(𝜔)𝚪0,𝜋(𝜔)h(𝜔) + 𝛿𝑤h𝐻(𝜔)h(𝜔)

]
(18)

subject to D(𝜔)h(𝜔) = 𝜷,

where h(𝜔) is the coefficient vector in subband 𝜔, 𝚪0,ß(𝜔) is the isotropic noise covariance

matrix of subband 𝜔. The first term in the minimization in (18) represents the energy

due to isotropic noise, the second term represents the energy due to the white noise in the

microphones and electronics, and 𝛿𝑤 is the trade-off parameter between the two.

In the constraint equation of (18), the constraint matrix, D(𝜔) is constructed using

(1),

D(!) =

©«

d𝐻(𝜔, 𝛼𝑃,0)

d𝐻(𝜔, 𝛼𝑃,1)
...

d𝐻(𝜔, 𝛼𝑃,𝑃)

ª®®®®®®®®¬
, (19)

The constraint vector 𝜷 is,

𝜷 =
(
𝛽0 . . . 𝛽𝑃

)𝑇
, (20)
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Figure 1. Block diagram of proposed geometry and weights optimization.

usually consists of 1′𝑠 and 0′𝑠. In our case, the first term is 1 and rest all are zero. Using

the method of Lagrange multipliers in eq. (18), we define the cost function

𝐽 = h𝐻𝚪h + 𝛿𝑤h𝐻h + 𝝀𝐻(𝜷 − Dh) + (𝜷 − Dh)𝐻𝝀 (21)

Setting the gradient of 𝐽 to the all-zero vector and solving the Lagrangian for h, we obtain,

h = 𝚪−1𝑤 D𝐻
[
D𝚪−1𝑤 D𝐻 + 𝛿𝑑I

]−1
𝜷. (22)

where 𝚪𝑤 = [𝚪 + 𝛿𝑤I].

In our experiments, we use PSO to find the best microphone geometry,

𝝉 =
(
𝜏0 . . . 𝜏𝑀−1

)𝑇
, (23)

and regularization values, 𝛿𝑤 and 𝛿𝑑 as each particle represents a particular set of micro-

phone array geometry and regularization values, ø, 𝛿𝑤 and 𝛿𝑑 . The algorithm attempts to

steer the particles in such a manner as to optimize a fitness function, 𝐹. In our case this
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function includes a non-linear cost function on the weighted directivity factorD (h(𝜔)) and

the weighted white noise gain,W (h(𝜔)). Specifically,

𝐹 =
∑︁
𝜔

𝑊D(𝜔)|f
(
D𝑡𝑔𝑡(𝜔) − D (h(𝜔))

)
|2 (24)

+𝑊G(𝜔)|f
(
W𝑡𝑔𝑡(𝜔) −W (h(𝜔))

)
|2

where the target DF,D𝑡𝑔𝑡(𝜔) and the target WNG,W𝑡𝑔𝑡(𝜔) are both functions of frequency,

the function f(𝑥) is defined as

f(𝑥) =

𝑥, 𝑥 > 0

0, 𝑥 ≤ 0
, (25)

is designed to not penalize DIs and WNGs that are above the target values and 𝑊D and

𝑊G are the weights assigned to resultant DF and WNG squared error for frequency bins

where more performance is desired (for example at lower frequencies for DMAs have high

white noise noise amplification at these frequencies). For frequencies where performance

is generally good, the weights can ignored i.e. assigned zero.

5. SIMULATION RESULTS

We consider a swarm of 20 particles, where each particle represents a candidate

solution to a geometry. The microphones in each particle’s geometry move around in the

constrained search space of specified distance from the origin. We consider three different

situations to compare the proposed array design with various number of microphones and

constraints on the array size. We consider a minimum inter-microphone distance of one

cm.

First, we consider maximum directivity beamformer with the array length of 64 cm

and consisting 21 microphones with desired DF and WNG 20dB and -20dB respectively.

The resulting optimized array is shown in Figure. 2(a). The arrays DF and WNG are

in Figure. 2(a)-(b). We compare the performance of proposed approach with DS eq.
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(12), superdirective eq. (13), robust superdirective 𝜖 = 10−4 eq. (14) and tunable robust

superdirective eq. (15). We choose 𝜓 = 0.10 for tunable beamformer for it yields maximum

directivity. The microphones in beamformers eq. (12)-(15) are uniformly distributed across

total length of 64cm. The DF of other arrays is high around 20-25dB only upto 3kHz and

falls to around 13dB from 3-8kHz. One possibility for this could be the interelement spacing

which should not exceed half the longest wavelength (∼ 2.1cm). However, it is ∼ 3cm in

case of a 21 element array of length 64cm is. Comparatively, the proposed approach has

flat response except for at very low frequencies mitigating the effects of spatial aliasing.
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Figure 2. A comparison of PSO array and conventional techniques [19] with 21 elements
and length of 64cm: (a) PSO array geometry with 21 elements (b) DF (c)WNG. Array gains
for proposed array(solid line), DS(line), superdirective(dashed line), robust superdirective
𝜖 = 10−4(dash-dot line), and tunable 𝜓 = 0.10(dotted line).

Next, we consider a nested Figure. 3(b) and a PSO Figure. 3(a) array of length

64cm consisting 13 microphones with desired DF and WNG 20dB and -20dB respectively.

The corresponding DF and WNG are shown in Figure. 3(c) and (d) respectively. Under

these conditions, we would like to point out two observations. First observation is that

both the arrays have same DF and WNG performance. However, only this time the PSO

array is smaller in size ∼40cm. In nested arrays, it is typical to have 5 + 2𝑆 number of

microphones [9, 10], where 𝑆 is the number of so-called sub-arrays. Second observation is

the maximum length of the nested array. Consider the situation where there are more than

5 + 2𝑆 microphones available but the array length cannot be increased. What microphone
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arrangement would yield the best results in terms of improved directivity over frequency?

Under such circumstances, the proposed technique can be used to optimize the array ge-

ometry and parameters with more number of microphones and keeping the array size same

64cm. We use the same PSO geometry in Figure. 2(a) and the resulting DF and WNG for

comparisons. The resultant directivity is ∼ 4dB higher with array length 64cm.
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Figure 3. Array geometry and gains for maximum size 64cm (a) PSO array geometry with
13 elements (b) Nested array geometry with 13 elements (c) DF (d) WNG. Array gains
for PSO array with 21 elements(solid line), PSO array with 13 elements(dashed line), and
nested array(dotted line).

Next, we set the desired DF and WNG to Maximum level 20dB. This time the

Proposed approach aims to achieve both the DI and WNG as maximum as possible with

array size limited to 40cm and 10 microphones. The PSO array geometry is given in Figure.

4(a). It can be seen that the overall length of the array is ∼34cm. The corresponding PSO

array and reference DFs and WNGs are in Figure. 4(b) and 4(c) respectively. The response

for the stochastic optimized array proposed in [19] are of two categories. Frequency invariant

and Max directivity response. The description of algorithm in [19] is beyond the scope of

this paper and the reader can refer to for further details. We will use them for comparison

with the aperiodic array optimized in this study. In case of frequency invariant response,

the DF and WNG responses are flat across the given frequency band 0-12 kHz. In case of
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Maximum Directivity beamformer, the DF is as maximum as achievable. But at the cost

of deteriorating WNG at low frequencies. The proposed approach using PSO mitigates the

above mentioned problem and optimizes the trade-off between DI andWNG i.e. maximizes

them both. Also the array aperture is 15% smaller compared to stochastic optimized array.

The PSO array DF and WNG is ∼10dB and ∼9dB respectively and frequency invariant.
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Figure 4. A comparison of PSO array and Sparse aperiodic array [19] with 10 elements
and length of 40cm: (a) PSO array geometry (b) DF (c) WNG. Proposed array gains(solid
line), max directivity(dashed line) [19], and frequency invariant(dotted line) [19].

6. CONCLUSION

The proposed simultaneous optimization of microphone array geometry (𝝉 vector)

and regularization parameter 𝛿𝑤 using PSO improves the beamformer SNR gains. In

comparison to conventional techniques, the proposed approach finds an optimal solution

with smaller array aperture for given SNR gains or by adding more microphones while

limiting its physical size by giving an overall aperture reduction of 40% in comparison

to nested arrays in case higher directivity is desired. Even when the the beamformer was

designed to operate equally well under both the noise (white and diffuse) conditions, it’s

DF and WNG were together higher and 15% smaller aperture compared to stochastic and

analytic optimized arrays.
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ABSTRACT

Microphone arrays are used in wide range of applications such as sound capture

and enhancement. Among many factors affecting their performance, geometry is rarely

discussed in the literature. There are many techniques available for deriving optimal

coefficients for microphone arrays of a given geometry and given criteria such as look-

direction and null-steering. However, there are few algorithms available for the simultaneous

design of optimal microphone array geometries and coefficients. This paper addresses that

problem by optimizing not only the coefficients but geometry as well for non-uniform

planar arrays using particle swarm optimization (PSO). The proposed approach achieves

desired directivity factor (DF) or white noise gain (WNG) over wide range of frequencies

for multiple look directions given the number of microphones and aperture. The resultant

optimized planar array geometry achieves steerable, robust, superdirective and frequency

invariant characteristics with smaller aperture compared to recently proposed methods in

terms of DF, WNG.

1. INTRODUCTION

Microphone arrays find their application in various fields such as sound capture

and processing, teleconferenceing, human-to-machine interface, smart handsfree devices

and speech enhancement [1, 2, 3, 4]. Beamforming is a common technique to achieve
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signal enhancement and noise suppression by applying complex weights to microphones

[5]. Conventionally, the beamformers weights are computed for a specific geometry of

uniformly spaced microphones. However, depending on the type of application it may

require us to design non uniform geometries yet achieve desired DF and WNG.

Classical beamforming techniques include delay-sum beamforming also known as

maximum WNG beamformer but suffers form poor directivity. The superdirective beam-

former achieves supergain [1, 6] i.e. highest achievable DF but suffers from high white noise

amplification. In order to address the regularized superdirective beamformer was proposed

that tradesoff the DF to WNG depending on the regularization parameter [1, 7]. However,

the tradeoff parameter is difficult if not impossible to optimize to achieve frequency invari-

ant performance. In our study, the frequency invariant characteristics are achieved with

respect to DF andWNG.We leave the geometry optimization to achieve frequency invariant

beampattern for future work.

Algorithms that achieve frequency invariance performance include differential beam-

forming [8], nested arrays [9, 10], modal beamforming [11]. Such characteristics are

desirable for various microphone arrays signal processing algorithms such as beamform-

ing [1, 2, 4], multichannel denoising [12] and dereverberation [13, 14]. However, their

performance given non-uniform geometries is rarely studied.

Earlier geometry optimization algorithms such as [15, 16] have demonstrated their

superiority over uniform geometries. Array geometry optimization is achieved using param-

eters like maximum sidelobe level (MSL) [17] and centroid and dispersion [18]. However,

the broadband geometry optimization with Frequency invariance characteristics results in

a non-convex cost function which can be extremely difficult to solve if not impossible.

Few techniques addressing the above non linear optimization of linear microphone arrays

include stochastic and analytic optimization [19], simulated annealing [20] and particle

swarm optimization [21]. Algorithms for optimizing planar arrays mainly include genetic

algorithm [22, 23, 24, 25, 26, 27, 28, 29].



20

The differential beamforming techniques [8] usually work well for small micro-

phone arrays. Their performance significantly reduces when the array aperture increases

specifically when the microphone placements are sparse. To address this issue, a sparse

array optimization technique using compressive sensing was proposed [30]. Other tech-

niques such as [31, 32] optimize the microphone coefficients to obtain frequency invariant

beampatterns. However, these techniques require that the array geometry have some kind

of symmetry. Moreover, there is no control over the desired DF or WNG. We address these

issues in our study to achieve desired frequency invariant DF and WNG for some arbitrary

planar array geometries.

The most recent technique [33] employs genetic algorithm to optimize the planar

array at f=1kHz and only three look directions. We use this technique as the baseline and

compare the proposed approach. The proposed approach uses PSO to optimize the array

geometry such that the so called fitness function is minimized. The proposed approach

can achieve wideband (0-8) kHz robust, superdirective or frequency invariant response for

any given look direction. The frequency invariance is not achieved for beampatterns and

only for DF and WNG. The fitness function also gives more flexibility to achieve desired

characteristics for multiple look angles across full band of frequencies.

2. SIGNAL MODEL AND PROBLEM FORMULATION

In this study, we consider a source signal propagating in ideal conditions i.e. ane-

choic environment. The source signal propagates at the speed of sound, 𝑐 = 34000 𝑐𝑚/𝑠 and

is a plane wave. The plane wave impinge on the array at an angle \ measured anti-clockwise

form x axis. We consider the center of the sensor array at (0, 0) of Cartesian co-ordinate

system. The coordinates for 𝑚𝑡ℎ microphone is given by r𝑚 = [𝑥𝑚 𝑦𝑚]. The delay from

the microphone to the center of the array for a signal impinging at \𝑝 degrees in vectorized

form can be expressed as

𝜏𝑚 =
1
𝑐

r𝑚u𝑝 (1)
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where up =
[
cos \𝑝 sin \𝑝

]𝑇
, 𝑝 = 0, 1, . . . , 𝑃, \𝑝 = 2𝜋(𝑝 − 1)/𝑃 and 𝑃 being the number

of constraints.

The constraint angles vector 𝜽 of length 𝑃 is defined as,

𝜽 = [\1 . . . \𝑝 . . . \𝑃] (2)

The steering vector of length 𝑀 for 𝑝𝑡ℎ constraint angle is given by,

d(𝜔, \𝑝) = [𝑒 𝑗𝜔𝜏1 𝑒 𝑗𝜔𝜏2 . . . 𝑒 𝑗𝜔𝜏𝑚 . . . 𝑒 𝑗𝜔𝜏𝑀 ]𝑇 (3)

where the subscript 𝑇 is the transpose operator, 𝑗 is imaginary number with 𝑗 =
√
−1,

𝜔 = 2𝜋 𝑓 is the angular frequency, 𝑓 > 0 is the temporal frequency and 𝑀 is the number of

microphones.

The signal received at 𝑚𝑡ℎ microphone in frequency domain is

Y𝑚(𝜔) = 𝑒 𝑗𝜔𝜏𝑚X(𝜔) + V𝑚(𝜔) (4)

where X(𝜔) is the desired signal and V𝑚(𝜔) is the additive noise. The observation signal

vector y of length 𝑀 for given angle of incidence \𝑠 ∈ 𝜽 is

y(𝜔) = d(𝜔, \𝑠) X(𝜔) + v(𝜔) (5)

The spatial filter of length 𝑀 is

h(𝜔) =
[
ℎ1(𝜔) ℎ2(𝜔) . . . ℎ𝑀(𝜔)

]𝑇
(6)



22

The array gain of the look direction is generally unity with a constraint define by

h𝐻(𝜔)d(𝜔, \𝑠) = 1 (7)

with \𝑠 being the look direction. The estimate of the desired signal is achieved by beam-

forming. This involves applying a complex weight𝐻∗𝑚(𝜔) to the microphone’s output𝑌𝑚(𝜔)

and summing them all. The subscript ∗ denotes the complex conjugate

Z(𝜔) = h𝐻(𝜔)y(𝜔) (8)

3. PERFORMANCE MEASURES

This section briefly describes the important performance measures. The beampat-

tern is a measure of sensitivity of the beamformer to a plane wave impinging on the array

from the direction \𝑠
B[h(𝜔), \] = h𝐻(𝜔)d(𝜔, \𝑠)

=
𝑀∑︁
𝑚=1

𝐻∗𝑚(𝜔)𝑒
𝑗𝜔𝜏𝑚

(9)

The beamformer performance is evaluated using signal-to-noise ratio (SNR) gain at the

reference microphone 𝑚 = 1 [8] i.e. first microphone

𝑖SNR(𝜔) =
𝜙𝑋(𝜔)
𝜙𝑉1(𝜔)

(10)

where 𝜙𝑋(𝜔) = 𝐸[|𝑋(𝜔)|2] and 𝜙𝑉 (𝜔) = 𝐸[|𝑉1(𝜔)|2] are the variances of 𝑋(𝜔) and 𝑉1,

respectively and 𝐸[.] is the expectation operator. The output SNR is given by

𝑜SNR[h(𝜔)] = 𝜙𝑋(𝜔)
|h𝐻(𝜔)d(𝜔, \𝑠)|2
h𝐻(𝜔)𝚽v(𝜔)h(𝜔)

=
𝜙𝑋(𝜔)
𝜙𝑉1(𝜔)

|h𝐻(𝜔)d(𝜔, \𝑠)|2
h𝐻(𝜔)𝚪v(𝜔)h(𝜔)

(11)
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where 𝚽v(𝜔) = 𝐸[v(𝜔)v𝐻(𝜔)] and 𝚪v(𝜔) = 𝚽v/𝜙𝑉 (𝜔) are the correlation and pseudo-

coherence matrices [8, 1] of v(𝜔), respectively. Therefore, the gain in SNR is

G[h(𝜔)] = 𝑜SNR[h(𝜔)]
𝑖SNR(𝜔)

=
|h𝐻(𝜔)d(𝜔, \𝑠)|2
h𝐻(𝜔)𝚪v(𝜔)h(𝜔)

(12)

The two types of noises significantly important for the design of robust superdirective

beamformers are

The temporally and spatially white noise with the same variance at all microphones.

In this case, 𝚪v(𝜔) = I𝑀 , where I𝑀 is the 𝑀 × 𝑀 identity matrix. Therefore, the WNG is

defined as

W[h(𝜔)] = |h
𝐻(𝜔)d(𝜔, \𝑠)|2
h𝐻(𝜔)h(𝜔)

(13)

Using the Cauchy-Schwarz inequality, i.e.,

|h𝐻(𝜔)d(𝜔, \𝑠)|2 ≤ h𝐻(𝜔)h(𝜔)

× d(𝜔, \𝑠)𝐻d(𝜔, \𝑠),
(14)

it can be easily deduced that

W[h(𝜔)] ≤ 𝑀. (15)

Therefore the maximum WNG is

W𝑚𝑎𝑥 = 𝑀, (16)

The DF is given by

D[h(𝜔)] = |h
𝐻(𝜔)d(𝜔, \𝑠)|2

h𝐻(𝜔)𝚪dn(𝜔)h(𝜔)
(17)

where

𝚪dn(𝜔) =
sin[𝜔( 𝑗 − 𝑖)𝜏0]
𝜔( 𝑗 − 𝑖)𝜏0

= 𝑠𝑖𝑛𝑐[𝜔( 𝑗 − 𝑖)𝜏0] (18)
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Using the Cauchy-Schwarz inequality again, i.e.,

|h𝐻(𝜔)d(𝜔, \𝑠)|2≤ h𝐻(𝜔)𝚪dn(𝜔)h(𝜔)

×d𝐻(𝜔, \𝑖)𝚪−1dn (𝜔)d(𝜔, \𝑠),
(19)

we find that

D[h(𝜔)] ≤ d𝐻(𝜔, \𝑠)𝚪−1dn (𝜔)d(𝜔, \𝑠) (20)

Therefore, the maximum DF is given by

D𝑚𝑎𝑥(𝜔) = d𝐻(𝜔, \𝑠)𝚪−1dn (𝜔)d(𝜔, \𝑠)

= tr[d(𝜔, \𝑠)𝐻𝚪−1dn (𝜔)d(𝜔, \𝑠)]

≤ 𝑀tr[𝚪−1dn (𝜔)]

(21)

where tr[.] denotes the trace of a square matrix. It can be noted that, unlike the maximum

WNG, the maximum DF, also known as supergain, is frequency dependent, which can be

achieved at the expense of white noise amplification.

4. CONVENTIONAL BEAMFORMERS

In this section, we recall the conventional fixed beamformers, one that maximize

the WNG and the other that maximizes DF. Also, the regularized version of latter will be

discussed.

The most commonly used beamformer is delay-and-sum (DS) which also known

as maximum WNG beamformer. For it is derived by maximizing the WNG subject to

distortionless constraint given in (7)

hDS(𝜔, \𝑠) =
d(𝜔, \𝑠)

d𝐻(𝜔, \𝑠)d(𝜔, \𝑠)
=

d(𝜔, \𝑠)
𝑀

. (22)
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The superdirective beamformer is derived by maximizing the DF subject to the

distortionless constraint given in (7) with hypercardioid beampattern of order 𝑀 .

hS(𝜔, \𝑠) =
𝚪−1dn (𝜔)d(𝜔, \𝑠)

d𝐻(𝜔, \𝑠)𝚪−1dn (𝜔)d(𝜔, \𝑠)
(23)

The regularized superdirective beamformer is derived by maximizing the DF with

a constraint on WNG [1, 7]. Using the distortionless constraint in (7), we obtain

hR,𝜖 (𝜔, \𝑠) =
[𝚪dn(𝜔) + 𝜖I𝑀]−1d(𝜔, \𝑠)

d𝐻(𝜔, \𝑠)[𝚪dn(𝜔) + 𝜖I𝑀]−1d(𝜔, \𝑠)
(24)

where 𝜖 is the regularization parameter that finds a good compromise between DF and

WNG i.e., a small 𝜖 leads to large DF and lowWNG, while a large 𝜖 gives low DF and large

WNG. Hence, it can be shown that hR,0(𝜔, \𝑠) = hS(𝜔, \𝑠) and hR,∞(𝜔, \𝑠) = hDS(𝜔, \𝑠).

Traditionally, the regularization parameter 𝜖 is same across all subbands. We propose

to make the DF to WNG tradeoff parameter 𝜖 adaptive for different frequencies for more

flexibility in achieving desired DF andWNGwith additional constraints as will be discussed

in Section 4.

5. GRADIENT DESCENT OPTMIZATION

The conventional beamformers discussed in previous section have fixed weights

and as such have fixed and rather non-optimal performance characteristics. This section

introduces the problem formulation which includes minimizing the array output power

subject to a beampattern design. The geometry and coefficients are computed byminimizing

noise using gradient descent.

For 𝑃 constraint angles, \𝑝, 𝑝 = 1 . . . 𝑃 and each microphone element, r𝑚 we

express matrix D as,
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D(𝜔, \𝑠) =



d𝐻(𝜔, \0)

d𝐻(𝜔, \𝑝)
...

d𝐻(𝜔, \𝑃)


=



d𝐻0
d𝐻𝑝
...

d𝐻
𝑃


(25)

where

d𝑝 = d(𝜔, \𝑝) = 𝑒 𝑗𝜔
1
𝑐

Mu𝑇𝑝 (26)

andM is a matrix given by

M =
[
r1 r1 . . . r𝑚 . . . r𝑀

]𝑇
=
[
x y

]
(27)

where x and y are the first and second columns ofM, respectively. Alternatively, we could

express (26) as

d𝑝 = 𝑒 𝑗𝜔
1
𝑐
(x cos \𝑝+y sin \𝑝) (28)

In this problem both the weight h(𝜔) and position vectorsM should be determined

by the minimization,

minimize
ℎ(𝜔),𝑀

h𝐻(𝜔)𝚽v(𝜔)h(𝜔)

subject to D(𝜔, \𝑠)h(𝜔) = 𝜷

However, this problem has no closed form solution, so we will take an alternating gradient

descent approach. The minimum norm part of the minimization is just a common tap

leakage which we shall address later. The standard gradient update is to first calculate an

error,

e𝑖 = 𝜷𝑖 − d𝐻(𝜔, \)h𝑖−1(𝜔) (29)

And then update the coefficients, with a gradient descent on holding constant

h𝑖(𝜔) = h𝑖−1(𝜔) − `
𝑑𝐽(𝑒𝑖)
𝑑h

(30)
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and then a gradient descent update on the delay vector, 𝑴, holding 𝒉(𝜔) constant

M𝑖 =M𝑖−1 − `
𝑑𝐽(𝑒𝑖)
𝑑M

(31)

Where we will also apply a constraint after each iteration that 𝑀𝑖,0 . In both cases the

performance index is,

𝐽(𝑒𝑖) = |𝑒𝑖 |2= 𝑒𝑖𝑒∗𝑖 (32)

We are interested in a 2-D gradient update onM𝑖

M𝑖 =M𝑖−1 − `
[
𝜕𝐽(𝑒)
𝜕x

𝜕𝐽(𝑒)
𝜕y

]
(33)

𝜕𝑒𝑖

𝜕𝑥𝑘
= − 𝜕

𝜕𝑥𝑘

{
d𝐻𝑖 h𝑖−1

}
= − 𝜕

𝜕𝑥𝑘

{
𝑀−1∑︁
𝑚=0

𝑒 𝑗𝜔
1
𝑐
(x𝑚 cos \𝑖+y𝑚 sin \𝑖)

}
ℎ𝑚,𝑖−1

= − 𝑗 𝜔
𝑐
cos \𝑖𝑒 𝑗𝜔

1
𝑐
(x𝑘 cos \𝑖+y𝑘 sin \𝑖)ℎ𝑘,𝑖−1

(34)

𝜕𝑒𝑖

𝜕𝑦𝑘
= − 𝜕

𝜕𝑦𝑘

{
d𝐻𝑖 h𝑖−1

}
= − 𝜕

𝜕𝑦𝑘

{
𝑀−1∑︁
𝑚=0

𝑒 𝑗𝜔
1
𝑐
(x𝑚 cos \𝑖+y𝑚 sin \𝑖)

}
ℎ𝑚,𝑖−1

= − 𝑗 𝜔
𝑐
sin \𝑖𝑒 𝑗𝜔

1
𝑐
(x𝑘 cos \𝑖+y𝑘 sin \𝑖)ℎ𝑘,𝑖−1

(35)

In vector form,
𝜕𝑒𝑖

𝜕x
= − 𝑗 𝜔

𝑐
cos \𝑖𝑒 𝑗𝜔

1
𝑐
(x cos \𝑖+y sin \𝑖) ⊙ h𝑖−1

= − 𝑗 𝜔
𝑐
cos \𝑖d∗𝑖 ⊙ h𝑖−1

(36)

and
𝜕𝑒𝑖

𝜕y
= − 𝑗 𝜔

𝑐
sin \𝑖𝑒 𝑗𝜔

1
𝑐
(x cos \𝑖+y sin \𝑖) ⊙ h𝑖−1

= − 𝑗 𝜔
𝑐
sin \𝑖d∗𝑖 ⊙ h𝑖−1

(37)
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So, the gradients of the cost function are,

[
𝜕𝐽(𝑒)
𝜕x

𝜕𝐽(𝑒)
𝜕y

]
= −2 𝑗 𝜔

𝑐

[
cos \𝑖d∗𝑖 ⊙ h𝑖−1 cos \𝑖d∗𝑖 ⊙ h𝑖−1

]
𝑒∗𝑖

(38)

Thus, equation (33) becomes,

M𝑖 =M𝑖−1 − 2` 𝑗
𝜔

𝑐

[
cos \𝑖d∗𝑖 ⊙ h𝑖−1 cos \𝑖d∗𝑖 ⊙ h𝑖−1

]
𝑒∗𝑖 (39)

Defining,

B =
[
cos \𝑖d∗𝑖 ⊙ h𝑖−1 sin \𝑖d∗𝑖 ⊙ h𝑖−1

]
(40)

M𝑖 =M𝑖−1 − 2` 𝑗
𝜔

𝑐
B
(
B𝑇B + 𝛿I

)−1
𝑒∗𝑖 (41)

Taking the above equations, the geometry optimization using alternative gradient

descent is summarized as:

for 𝑖𝑡𝑒𝑟 ← 1 to 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 do

for 𝑖 ← 1 to 𝑃 do
𝒅𝑖 = 𝑒− 𝑗𝜔

1
𝑐

M𝑘v𝑖

𝑒𝑖 = 𝛽𝑖 − 𝒅𝐻𝑖 𝒉𝑘

h𝑖 = 𝛾h𝑘 + `ℎd𝑖𝑒∗𝑖 /(d
𝑇
𝑖

d𝑖 + 𝛿)

𝑒𝑖 = 𝛽𝑖 − d𝐻
𝑖

h𝑖

B = [cos \𝑖d∗𝑖 ◦ h𝑘 , sin \𝑖d∗𝑖 ◦ h𝑘 ]

M𝑖 =M𝑘 − 2` 𝑗 𝜔𝑐 B𝑖(B𝑇𝑖 B𝑖 + 𝛿I)−1𝑒∗
𝑖

𝑖𝑚𝑎𝑔(M𝑖) = 𝛾 𝑖𝑚𝑎𝑔(M𝑖)

𝑘 = 𝑖
end

end
Algorithm 1: Algorithm for planar arrays optimized using gradient descent



29

Figure 1. Optimized adaptive planar array geometry with 36 microphones.

So far, we discussed weights and geometry optimization of linear and planar arrays.

However, when there are more characteristic desired, the above mentioned methods and

geometries have limitations. For example, consider figure(1-3). A planar array is optimized

subject to multiple nulls. For 36 microphones, theoretically there may be upto 35 nulls. It

can be realized from Figure(3) that the nulls are present at most of the frequencies except

for very low frequencies. Which is quite evident form figure(2)(A) plots as well where

the directivity index is poor for frequencies below 3000Hz. Besides there is no way to set

desired values for these characteristics.

However the beamformer performance is not consistent with respect to frequencies.

Hence, frequency invariant responses are desired when optimizing geometry and weights.

Also, the above mentioned results are only for one look direction i.e. 00. Hence, we
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(a) (b)

Figure 2. Performance characteristics of adaptive planar array, (a) DI and (b) WNG.

need to optimize the geometry and weights for multiple look directions. Also the array

size keeps getting bigger with iterations and needs to be bounded somehow. Therefore,

taking the above properties into consideration, the following properties are desired in a out

optimizations steps:

1. Generating geometries and weights for multiple look directions

2. Achieving desired WNG, DF and beampattern

3. Setting boundaries such that the array dimensions does not go beyond maximum size

4. Frequency invariant characteristics.

The weights need to be optimized using a trade-off with energy due to white noise

and diffuse noise given by,

minimize
ℎ(𝜔),𝑀

[
h𝐻(𝜔)𝚪dn(𝜔)h(𝜔) + 𝛿𝑤h𝐻(𝜔)h(𝜔)

]
subject to D(𝜔, \𝑠)h(𝜔) = 𝜷

(42)

The term h𝐻(𝜔)𝚪dn(𝜔)h(𝜔) in (42) represents the energy due to diffuse noise, the

latter term h𝐻(𝜔)h(𝜔) represents the energy due to the white noise and 𝛿𝑤 is the trade-off

parameter between the two.
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Figure 3. Beampatterns for adaptive planar array.

The optimization of (42) has many complications. Firstly, the minimization term

cannot be considered as a common tap leakage because of the trade off parameter between

white noise and diffuse noise.

In addition to robustness, the array geometry also needs to be optimized for other

look directions as well. So far the constraint matrix, D(𝜔, \) considered the first constraint

d𝐻1 as look direction and d𝐻2 . . . d
𝐻
𝑃
as null steering vectors. Similarly, the geometry needs

to be optimized for look directions at the rest of the constraint angles \𝑝 : (𝑝 = 1 . . . 𝑃) to

have unity gain in order the steer the beam in other directions.
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minimize
ℎ(𝜔),𝑀

[
h𝐻(𝜔)𝚪dn(𝜔)h(𝜔) + 𝛿𝑤h𝐻(𝜔)h(𝜔)

]
subject to D(𝜔, \𝑠 = \0)h(𝜔) = 𝜷,

D(𝜔, \𝑠 = \𝑝)h(𝜔) = 𝜷,

...

D(𝜔, \𝑠 = \𝑃)h(𝜔) = 𝜷.

subject to D(h(𝜔, \𝑠)) = D𝑡𝑎𝑟𝑔𝑒𝑡

subject to W(h(𝜔, \𝑠)) =W𝑡𝑎𝑟𝑔𝑒𝑡

(43)

where D𝑡𝑎𝑟𝑔𝑒𝑡 andW𝑡𝑎𝑟𝑔𝑒𝑡 are the desired DF and WNG respectively.

The optimization problem in (43) maybe solved if either only the coefficients or

geometry need to be optimized. However, with traditional optimization techniques for two

parameters like gradient descent might not yield a solution in optimal sense for multiple

constraints. This kind of optimization problem can be computationally expensive to solve

because of the non linear cost function. We try to address the above mentioned problem by

using a combination of PSO and a weights computation technique simultaneously in this

section.

6. PROPOSED OPTIMIZATION

Wediscuss both the steps i.e. coefficients and geometry optimization simultaneously

in this section. The proposed approach uses an optimal weights design whose the resulting

DF and WNG are used to update the sensor element locations using PSO algorithm such

that the fitness function is minimized.
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6.1. OPTIMAL WEIGHTS

This section briefly describes the weight update mechanism used in the evaluation

of fitness function (53). The minimization problem is the simpler version of (43). Where

the minimization term, i.e. the energy due to diffuse noise and white noise with a tradeoff

is considered as given below

minimize
ℎ(𝜔)

[
h𝐻(𝜔)𝚪dn(𝜔)h(𝜔) + 𝛿𝑤(𝜔)h𝐻(𝜔)h(𝜔)

]
subject to D(𝜔, \𝑠)h(𝜔) = 𝜷

(44)

Using the method of Lagrange multipliers in eq. (44), we define the cost function

𝐽 = h𝐻(𝜔)𝚪dn(𝜔)h(𝜔) + 𝛿𝑤(𝜔)h𝐻(𝜔)h(𝜔)

+𝝀𝐻(𝜷 − Dh(𝜔)) + (𝜷 − Dh(𝜔))𝐻𝝀
(45)

Setting the gradient of 𝐽 to the all-zero vector and solving the Lagrangian for h(𝜔),

we obtain,

[𝚪(𝜔) + 𝛿𝑤(𝜔)I] h(𝜔) − D𝐻(𝜔)𝝀 = 0. (46)

For convenience let us define 𝚪𝑤(𝜔) = [𝚪(𝜔) + 𝛿𝑤(𝜔)I]. Then, multiplying from the left

by 𝚪−1𝑤 (𝜔)

h(𝜔) − 𝚪−1𝑤 (𝜔)D𝐻(𝜔)𝝀 = 0 (47)

and then multiplying again from the left by D and applying the constraint in (44) we obtain,

𝜷 = D(𝜔)𝚪−1𝑤 (𝜔)D𝐻𝝀. (48)

The 𝑃×𝑃matrixD(𝜔)𝚪−1𝑤 (𝜔)D𝐻(𝜔) is certainly rank deficient, if the number of constraints,

𝑃 is greater than the number of microphones, 𝑀 and even when that is not the case it often

has a high condition number. In either case invertingD(𝜔)𝚪−1𝑤 (𝜔)D𝐻(𝜔) using the expedient
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of diagonal loading, we get,

𝝀 =
[
D(𝜔)𝚪−1𝑤 (𝜔)D𝐻(𝜔) + 𝛿𝑑(𝜔)I

]−1
𝜷, (49)

Applying (49) in (47) leads to the solution,

h(𝜔) = 𝚪−1𝑤 (𝜔)D𝐻(𝜔)
[
D(𝜔)𝚪−1𝑤 (𝜔)D𝐻(𝜔) + 𝛿𝑑(𝜔)I

]−1
𝜷. (50)

we can reduce the computational complexity of equation (50) by applying the matrix

inversion lemma. This leads to

h(𝜔) =
[
𝛿𝑑(𝜔)𝚪𝑤(𝜔) + D𝐻(𝜔)D(𝜔)

]−1D𝐻(𝜔)𝜷. (51)

Expanding 𝚪𝑤(𝜔) and letting 𝛿𝑇 (𝜔) = 𝛿𝑑(𝜔)𝛿𝑤(𝜔), we obtain

h(𝜔) =
[
𝛿𝑑(𝜔)𝚪(𝜔) + 𝛿𝑇 (𝜔)I + D𝐻(𝜔)D(𝜔)

]−1D𝐻(𝜔)𝜷. (52)

where, 𝛿𝑑(𝜔) is the diagonal loading constant.

The weights derived in (50) may be computed for 𝑃 ≥ 𝑀 constraints. This works

well even when the look direction is not possible to achieve when traditional approaches

require 𝑃 ≤ 𝑀 to always be true. Although overconstraining the constraint matrix in (51)

does not improve the performance, we can increase the number of constraint angles such

that the beam can be steered to the desired look direction.
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6.2. JOINT OPTIMIZATION OF GEOMETRY AND WEIGHTS

We use PSO to find the best geometry for planar array. In addition to this, the

parameters 𝛿𝑤(𝜔) and 𝛿𝑑(𝜔) need to be optimized as well to achieve the desired DF and

WNG. PSOmoves themicrophone positionswithin a confined geometry such that the fitness

function is minimized. The fitness function 𝐹 is computed for multiple look directions by

taking the mean squared error for the DF and WNG between the desired and the resulting

PSO geometry given by,

F =
∑︁
𝜽

(∑︁
𝜔

𝑊dn |
(
D𝑡𝑔𝑡 − D (h(𝜔, \𝑠))

��2
+𝑊wn |

(
W𝑡𝑔𝑡 −W (h(𝜔, \𝑠))

��2 ) (53)

where the D𝑡𝑔𝑡 andW𝑡𝑔𝑡 are the desired DF and WNG respectively. And𝑊dn and𝑊wn in

the penalty imposed and derived empirically on desired DF and WNG.

The PSO algorithm is described in Figure 4. For given number of particles, the

random geometries within confined area are initialized. The microphone coefficients are

then computed using (50). The fitness function given by (53) is evaluated for each particle

using the DF and WNG resulting from the microphone coefficients for each geometry. The

PSO algorithm updates the microphone positions along with the parameters 𝛿𝑤(𝜔) and

𝛿𝑑(𝜔) and keeps track of the best particle with minimum fitness score at each iteration.

6.3. GEOMETRY AND COEFFICIENTS UPDATE USING PSO

The PSO algorithm considers a certain set of particles and moves them in a specific

search space to satisfy the fitness function (53). For given number of particles K, each

particle corresponds to a geometry (consisting of the radius) and a regularization parameter.

𝑿 = [𝑿1 𝑿2 . . . 𝑿𝐾] (54)
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Figure 4. Block diagram of the PSO algorithm for geometry and weights optimization.

where each column

𝑿𝑘 = [r𝑘 𝜹𝑤 𝜹𝑑]𝑇 (55)

and

r𝑘 = [𝑟𝑘,1 𝑟𝑘,2 . . . 𝑟𝑘,𝑀] (56)

is the position of the 𝑚𝑡ℎ microphone and 𝑘 𝑡ℎ particle and the vectors 𝜹𝑤, 𝜹𝑑 consist of the

tradeoff parameters 𝛿𝑤(𝜔), 𝛿𝑑(𝜔) for all subbands 𝜔.
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6.4. PSO UPDATE STEPS

The velocity of the particles is updated as

V(𝑖 + 1) = 𝑎V(𝑖) + 𝑐1 ⊙ (X𝑝 − X(𝑖)) ⊙ rand()

+ 𝑐2 ⊙ (X𝑠 − X(𝑖)) ⊙ rand()

+ 𝑐3 ⊙ (X𝑔 − X(𝑖)) ⊙ rand()

(57)

where X𝑝, X𝑠 and X𝑔 are the personal, social and global position of particles.

The velocity of particles beyond the maximum weights are negated

V(𝑖 + 1) < blo = −V(𝑖 + 1)

V(𝑖 + 1) > bup = −V(𝑖 + 1)
(58)

The particles position is updated using the

X(𝑖 + 1) = 𝑏 ⊙ X(𝑖) +V(𝑖 + 1) (59)

6.4.1. Personal Best. The personal best fitness function of each particle 𝑘 is de-

noted by

𝑭𝒑 = [F𝑝1 . . . F𝑝𝑘 . . . F𝑝𝐾 ] (60)

and the personal best position is given by

𝑿 𝒑 =
[
𝑿 𝑝1 𝑿 𝑝2 . . . 𝑿 𝑝𝐾

]
(61)

where 𝑿 𝑝𝑘 is the personal best position of each particle 𝑘 . The personal best position X𝑝𝑘 ,

is computed as

𝑿 𝑝𝑘 =


𝑿 𝑝𝑘 , F𝑘 > F𝑝1

𝑿𝑘 , F𝑘 < F𝑝1
(62)
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6.4.2. Local Best. The local (social) best position for each particle 𝑘 is given by

𝑿𝒔 = [𝑿𝑠1 𝑿𝑠2 . . . 𝑿𝑠𝐾 ] (63)

where 𝑿𝑠𝑘 is the local best position of particle 𝑘 . The local best position of each particle 𝑘

is found among it’s closest neighbors 𝑵𝑘

𝑿𝑠𝑘𝜖{𝑵𝑘 |𝑿𝑠𝑘 = min{𝑭𝑝}, ∀ 𝑭𝑝 𝜖 𝑵𝑘 } (64)

where 𝑵𝑘 is a matrix with 𝑄 neighbors of particle 𝑘

𝑵𝑘 = [𝑿 𝑝1 𝑿 𝑝𝑞 . . . 𝑿 𝑝𝑄 ] (65)

Hence the local best position of each particle 𝑘 is 𝑿 𝑝𝑞 with lowest personal best fitness

value.

6.4.3. Global Best. The global best fitness value F𝑔 is the minimum value among

all the personal best fitness values and the corresponding particle is denoted by X𝑔

We find the so called 𝑠𝑜𝑛 particle which is approximated as

X𝑠𝑜𝑛 = X𝑔 + 𝑑𝑒𝑙𝑡𝑎 (66)

where 𝑑𝑒𝑙𝑡𝑎 is the average sum of random particles.

Once we have X𝑠𝑜𝑛 we evaluate the fitness for this particle say F𝑠𝑜𝑛. If the fitness of

son particle is less than F𝑔, then we make son as the new global particle i.e.

X𝑔 = X𝑠𝑜𝑛 𝑎𝑛𝑑 F𝑔 = F𝑠𝑜𝑛
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6.4.4. Nudge Function. In our experiments, each particle corresponds to a geom-

etry and tradeoff parameters. We need to avoid the microphone positions getting too close

or even on top of one another. For we have a minimum interelement distance between

each microphone to avoid severe white noise amplification. To ensure this, we propose the

nudging function whose algorithm is as described in Algorithm 1.

for 𝑘 ← 1 to 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 do
𝑿𝑘 = 𝑿(:, 𝑘)

for 𝑙 ← 1 to 𝑀 do
𝑟𝑘,𝑙 = 𝑿𝑘 (𝑙)

end

for 𝑖𝑡𝑒𝑟𝑎𝑡𝑒 ← 1 to 10 do

for 𝑖 ← 1 to 𝑀 do

for 𝑗 ← 𝑖 + 1 to 𝑀 do

if 𝑟𝑘,𝑖 − 𝑟𝑘, 𝑗 < 1 then
𝑟𝑘,𝑖=𝑟𝑘,𝑖 − sign(rand(1) − 0.5)

𝑟𝑘, 𝑗=𝑟𝑘, 𝑗 − sign(rand(1) − 0.5)

end

end

end

end

end
Algorithm 2: Algorithm for nudging function
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Taking the above equations into consideration, the following algorithm is suggested.

for 𝑖 ← 1 to 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 do

for 𝑘 ← 1 to 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 do

for 𝑙 ← 1 to 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑠 do

for 𝑓 ← 1 to 𝑓𝑠/2 do
For particle 𝑿𝑘 , calculate:

h𝑘 (𝜔),W[h𝑘 (𝜔)], D[h𝑘 (𝜔)], GG[h𝑘 (𝜔)]
end

end

Evaluate fitness F𝑘

% Personal best

if F𝑘 ≤ F𝑝 then
F𝑝𝑘=F𝑘

𝑿 𝑝𝑘=𝑿𝑘

end

end

% local best

Local best particle is chosen form the 5 neighbors with smallest fitness

value

𝑿𝑠𝑘 = 𝑿 𝑝𝑘 𝜖 min
[
𝑘‚ 𝜖 𝑗

[
min
1...5

∑︁
(𝑿𝒌 − 𝑿 𝑗 )2

] ]
% Global best

𝑿𝑔 = 𝑿 𝑝𝑘 𝜖 min
[
𝑭𝑝𝑘

]
% Update Velocity

% Reflect velocity when particle hits wall

% Update particles

X𝑖+1 = 𝑏 ⊙ X𝑖 +V𝑖+1

𝑛𝑢𝑑𝑔𝑒(𝑿𝑖+1)

end
Algorithm 3: PSO algorithm for optimal 2D geometry
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7. SIMULATION RESULTS

The proposed approach is used to optimize a planar array consisting of 16 micro-

phones placed within 20𝑐𝑚 × 20𝑐𝑚 area. We consider a swarm of 30 particles with each

particle representing a geometry and coefficient parameters 𝛿𝑤(𝜔) and 𝛿𝑑(𝜔) for wideband

frequencies ranging from (0-8000) Hz and 24 constraint angles at every 150 uniformly

divided from (0 − 360)0. The minimum inter-element distance between microphones is set

to half centimeter.
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Figure 5. Comparison of performance characteristics of PSO optimized planar array and
conventional techniques. (a) DF (b) WNG. Array gains for PSO optimized array with
D𝑡𝑔𝑡 = 13𝑑𝐵 (blue solid line), superdirective h𝑆 (red line), regularized superdirective
h𝑅,𝜖 , 𝜖 = 10−4 (dashed), delay-sum h𝑑𝑠 (dotted) and PSO optimized array withW𝑡𝑔𝑡 = 12𝑑𝐵
(dash-dot).

First, we consider the performance of the proposed approach with conventional

approaches such as delay-sum beamformer h𝑑𝑠(𝜔, \𝑠) in (22), superdirective beamformer

h𝑆(𝜔, \𝑠) given in (23) and the regularized superdirective beamformer h𝑅,𝜖 (𝜔, \𝑠) in (24).

The proposed approach is configured to robust superdirective and maximum WNG. As for

the robust superdirective configuration we set the D𝑡𝑔𝑡 = 13𝑑𝐵 and the weights 𝑊dn and

𝑊wn in the fitness function are set to 100 and 40 respectively. The results are as indicated

in Figure 5. The proposed approach achieves quite consistent DF in all subbands. It’s

performance drops only by about (1-1.5) dB compared to the superdirective and regularized
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Figure 6. Wide-band beampattern for various look directions \𝑠 for D𝑡𝑔𝑡 = 12𝑑𝐵. (a)
\𝑠 = 00, (b) \𝑠 = 150, (c) \𝑠 = 300, (d) \𝑠 = 450 and (e) \𝑠 = 900, (f) \𝑠 = 1350, (g)
\𝑠 = 1800, (h) \𝑠 = 2250, (i) \𝑠 = 2700 and (j) \𝑠 = 3150.

superdirective beamformers. The white noise amplification is severe for both conventional

approaches as compared to proposed approach which has goodWNG except for frequencies

below 1kHz. Similarly, to achieve maximum WNG configuration, theW𝑡𝑔𝑡 is set to 12𝑑𝐵

and (𝑊dn,𝑊wn) = (0, 100). As seen in Figure 5, the proposed approach has WNG very

similar to the delay sum beamformer but has DF greater across all frequencies.

The proposed approach has been demonstrated to outperform conventional tech-

niques. The steering capability is also tested. I.e., the performance characteristics of

the beamformer need to be evaluated for various look directions to achieve similar re-

sults if not exactly same. The constraint angles vector 𝜽 for 𝑃 = 24 constraints is given

as 𝜽 = [00 150 300 . . . 3450]. Hence, we optimize the planar array geometry within

20𝑐𝑚 × 20𝑐𝑚 to achieve D𝑡𝑔𝑡 = 12𝑑𝐵 for all look directions given by 𝜽 . The weights

(𝑊dn,𝑊wn) are set to (100, 50) to achieve robust yet frequency invariant response. The

geometry of the optimized array can be seen in Figure 7 (b). We plot the SNR gains for ten

different look directions i.e. \𝑠 = [00, 150, 300, 450, 900, 1350, 1800, 2250, 2700 𝑎𝑛𝑑 3150]

and the DF shown in Figure 7 (a) is very similar for all positions to which the beam is
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Figure 7. Performance characteristics for various look directions \𝑠 and D𝑡𝑔𝑡 = 12𝑑𝐵, (a)
DF , (b) Array geometry and (c) WNG.

steered. Similary, the WNG, although not exactly same for all look directions as DF, as

shown in Figure 7 (c) is quite similar as well. The wideband beampatterns for the optimized

array at angles \𝑠 are given in Figure 6. The array is optimized for all 24 look directions of

𝜽 . However, we only plot for few angles because of the space constraints.

Finally, we compare the performance for the proposed approach with recently pro-

posed GA based planar array optimization [33] along with other geometries. The GA

optimizes the array for superdirective response at 𝑓 = 1𝑘𝐻𝑧 only such thatW𝑡𝑔𝑡 = −10𝑑𝐵.

Moreover, the DF is optimized only for three look directions i.e. [300, 00𝑎𝑛𝑑 − 300].

Whereas the proposed approach optimizes the array for wideband frequencies and any look

direction. The other geometries compared are a uniform circular array (UCA) 20𝑐𝑚 in

diameter and a 4× 4 uniform planar array of dimensions 20𝑐𝑚 × 20𝑐𝑚. The baseline meth-

ods all have maximum dimension of 20𝑐𝑚 across both x and y dimension. The proposed
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optimized array is given in Figure8 (a). The maximum aperture length across x and y

is 18𝑐𝑚 × 16𝑐𝑚 hence yielding smaller array aperture while maintaining exactly similar

higher DF than any of the discussed methods for all possible look directions.
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Figure 8. Performance characteristics for various proposed geometries at all possible look
directions \𝑠 and D𝑡𝑔𝑡 = 14𝑑𝐵 at f=1kHz. Top: DF and Bottom: WNG. Proposed (blue
solid line), Rectangular grid array(red dotted line), GE based planar array [33] (dashed-dot),
UCA (dashed). (a) Array geometry, (b) DF and WNG.

8. CONCLUSIONS

The proposed approach for optimized planar array geometry for a given maximum

aperture and the desiredDF orWNG formultiple look directions. The approach presented in

this paper can achieve robust super directive frequency invariant response. We compared our

results with the conventional techniques such as delay-sum, superdirective and regularized

superdirective beamformer to achieve a decent compromise between DF and WNG for

multiple subbands. We also compare our approach with UCA, uniform grid and the recently

proposed GA based array optimization at 1kHz with the proposed approach reducing the

aperture by 10% and 20% along x and y dimension respectively. Although the proposed has

been demonstrated for wideband, it should be noted that for this particular case proposed

approach was only for single frequency.
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ABSTRACT

In this study, we consider the operation of radio frequency identification (RFID)

tag antennas in metallic environments. Phased array is built using 2 RFID reader antennas

for electronic beam steering and improving overall read range of the RFID antenna tags.

The performance of RFID tag antenna is known to degrade in metallic environments. RFID

tag antenna with ground plane is designed to improve the performance in harsh metallic

environments. In this study, we use double slit antennas with ground plane for tags radiating

in challenging metallic environments to achieve a 30 feet read range.

1. INTRODUCTION

Passive RFID applications consider the use of a Reader antenna which powers the

RFID antenna tags within its transmit/receiving range. RFID systems have proved to be

more useful for applications like automatic identification and data capture especially for

inventory control [1]. The RF signal of RFID antenna may be distorted due to various

reasons that inhibit the energy transfer to the IC. Some reasons include but not limited to

operation of RFID tag antennas in metal environments and impedance mismatch with the

IC.
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When the antennas are mounted on metallic surfaces [2], the current distribution of

the RFID tag antennas is distorted, leading to limited or read range. The performance of

RFID tags whenmounted onmetal surfaces have been extensively studied in [3, 4, 5, 6, 7, 8].

Several RFID antenna tag designs have been proposed with optimized performance in

metallic surface environments [9, 10, 11, 12].

The impedance characteristics between the RFID tag antenna and IC also need to be

optimized as well. Otherwise it may yield in improper characteristic impedance than that

of the IC. For all ICs may not always have 50Ω impedance.

In our experiments, the read range of approximately 10meters inmetal environments

is desired. This may be quite difficult to achieve on metal surfaces given the distorted RF

signal[5, 6, 7]. For example the designs in [14, 15, 16, 17] are measured to have a read range

of 4-6 meters when RFID tag antennas are placed on metal surfaces. In our applications,

we consider the antenna design with slots [13]. These slots act as inductor and vary in sizes

in order to match with the input impedance of the antenna to that of the IC.

To improve the read range for a RFID antenna tag at a specific location, an array of

reader antennas is setup. This is achieved by controlling the scanning angle at any given

time using phase shifts between consecutive antennas. This can be implemented in two

ways. Either we consider using an array of RFID antenna tags [18, 19]. Alternatively we

can use an array of reader antennas [20]. Such techniques involve using multiple antennas

installed in a specific geometry to improve the performance characteristics like enhanced

data range, coverage and capacity. One commonly used technique is beamforming [21].

Where the phase shifts between consecutive antenna elements is varied in a controlled

manner to scan for RFID antenna tags only from specific directions.

Phased array antennas have been utilized in various applications. For example

RADAR, SONAR, communications, geophysical imaging and many more. In this study we

use upto 4 antennas inline with a voltage controlled phase shifter.
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2. PHASED ARRAY ANTENNAS

Phased array antennas have been used in various applications where the direction

transmission and reception needs to happen in a confined areamay be altered at convenience.

This involves altering phase of each antenna element and based on the geometry these phase

changes can be different for different directions. However the radiation pattern of the phased

array is a combination of individual antenna’s electric field and the combined electric field

of the array.

Consider two dipoles on a line along the x axis. The total electric field can be given

as [22]

E𝑡 = E1 + E2 (1)

Where

E1 = â\ 𝑗[
𝑘 𝐼0𝑙𝑒

− 𝑗[𝑘𝑟1− 𝛽2 ]

4𝜋𝑟1
cos \1 (2)

E2 = â\ 𝑗[
𝑘 𝐼0𝑙𝑒

− 𝑗[𝑘𝑟2− 𝛽2 ]

4𝜋𝑟2
cos \2 (3)

is the electric field of individual dipoles, \1 and \2 are the angle of the dipoles in the azimuth

plane from the radiating source, 𝛽 is the phase difference between two consecutive elements.

If we assume the magnitude of each radiating antenna is same in farfield observations, then:

\1 ≃ \2 ≃ \

𝑟1 ≃ 𝑟 −
𝑑

2
cos \

𝑟2 ≃ 𝑟 +
𝑑

2
cos \

𝑟1 ≃ 𝑟2 ≃ 𝑟

(4)
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Using (2) - (4), (1) can be rewritten as,

E𝑡 = â\ 𝑗[
𝑘 𝐼0𝑙𝑒

− 𝑗 𝑘𝑟

4𝜋𝑟
cos \[𝑒+ 𝑗

𝑘𝑑 cos \+𝛽
2 + 𝑒− 𝑗

𝑘𝑑 cos \+𝛽
2 ]

= â\ 𝑗[
𝑘 𝐼0𝑙𝑒

− 𝑗 𝑘𝑟

4𝜋𝑟
cos \ ×

{
2 cos

[
𝑘𝑑 cos \ + 𝛽

]} (5)

The equation (5) can be decomposed into two parts. element factor and array factor.

Since the element factor is constant for any given element which is the first part of the

equation (5). Therefore, the array factor is given by,

𝐴𝐹𝐿𝑖𝑛𝑒𝑎𝑟 = sin
[
(𝑘𝑑 sin \ + 𝛽)

]
(6)

It would not be difficult to derive the array factor for N elements

𝐴𝐹𝐿𝑖𝑛𝑒𝑎𝑟 = sin
[𝑁
2
(𝑘𝑑 sin \ + 𝛽)

]
(7)

Hence the total electric field can be given as the product of element factor and array factor.

E𝑡 = [E𝑒𝑙𝑒𝑚𝑒𝑛𝑡] × [AF] (8)

A planar array consists of the antenna elements on a plane uniformly placed on

vertices of a square say on XY plane. The array factor for such a planar array can be given

by

𝐴𝐹𝑃𝑙𝑎𝑛𝑎𝑟 =
𝑁∑︁
𝑛=1

𝑒 𝑗 𝑘𝑑(𝑛−1) cos \ sin 𝜙+𝛽𝑥

×
𝑀∑︁
𝑚=1

𝑒 𝑗 𝑘𝑑(𝑚−1) sin \ sin 𝜙+𝛽𝑦
(9)

where 𝜙 is the elevation angle. and 𝛽𝑥 and 𝛽𝑦 being the phase excitation along the x and y

axis linear arrays. The array factor in (1) is the product of the array factor of linear arrays

along x and y axis. The general form of the array factor for a planar array can be given by
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Figure 1. Element factor of the RFID reader antenna.

Figure 2. Array factor of the antenna array.

𝐴𝐹𝑃𝑙𝑎𝑛𝑎𝑟 = sin(𝑁
𝑘𝑑 cos \ sin 𝜙 + 𝛽𝑥

2
)

× sin(𝑀
𝑘𝑑 sin \ sin 𝜙 + 𝛽𝑦

2
)

(10)

The RFID reader antenna used in our measurement is RFMax S9028PC [23], whose

radiation pattern is shown in “Figure. 1”. The antenna can be seen to have it’s own radiation

pattern. It can be observed that 3dB beamwidth of the antenna falls between [450 - 1350]

i.e. 900. Hence even if we steer the beam electronically, we cannot get directivity out of

this range even if the array factor may lead to transmission/reception direction outside this

range. Hence individual element factor plays an important role in overall radiation pattern.

In “Figure. 2”, it can be seen that the array factor for 2 elements when combined with the

element factor from “Figure. 1” as given in (8) yields the total electric field and radiation

pattern as shown in “Figure. 3”
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Figure 3. Total electric field of the RFID reader antenna array.

The RFID reader antennas are as shown in “Figure. 13”. The interelement distance

between any two consecutive antennas is the distance between the center of each antenna.

We chose the interelement distance of 12 inches. The minimum achievable interelement

distance is 10 inches for the antennas are of size 10 × 10 inches. The maximum inter-

element distance for any antenna array has to be the half the wavelength associated with the

highest frequency to avoid spatial aliasing/grating lobes. Hence the maximum interelement

distance is

𝑑 =
_

2
=
𝑐

2 𝑓
. (11)

where ’c’ is the velocity of light = 3×108 m/s ≃ 118.11×108 inches/s and f is the highest

frequency = 925 MHz in our case.

The interelement distance has to satisfy (11) in order to avoid spatial aliasing. Four

our applications the RFID operating frequency range is 902-928 MHz. This yields in the

maximum interelement distance not to exceed 6.36 inches. However, this is not possible

practically given the antenna size leading to grating lobes.
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Figure 4. Design of dipole RFID antenna tag.

Figure 5. Double slit RFID antenna tag design.

3. RFID ANTENNA TAGS

We use two kinds of RFID antenna tag in our study. A dipole like and a double

slit antenna tag [13]. The former works equivalently well as compared to latter in normal

environments. However, the performance of dipole antenna degrades when placed on

metallic surfaces. The read range of these antennas in absence of metallic environments

were measured to be about 80-90 feet. Whereas on a metal surface, about 5 mm above the

metal surface in enclosures as seen in “Figure. 6” and “Figure. 7”, these antennas have a

read range of 5-10 feet. In our experiments, the desired read range for the RFID antenna

tags is about 30feet.

In such environments, the double slit antennas dominate in performance. They have

a ground plane separated from the top radiating element connected by a small patch on the

side. The radiating element of both antennas are as shown in “Figure. 4” and “Figure. 5”.
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Figure 6. Enclosure for the RFID dipole antenna made from ABS.

Figure 7. Enclosure for the RFID dipole antenna made from black TPU.

The slots made in the antenna in “Figure. 5” act as inductors and their sizes can

be altered to match the antenna impedance with that of the chip. The antenna operates in

UHF range around 915 MHz. The characteristic impedance of the chip Monza R6 [15]

is 𝑍𝑐 = 11.65 − 𝑗117.69Ω. The substrate Polyethylene Terphalate (PET) is used for the

isolation or ground plane. The readers can refer to [15] for the exact dimensions of the

double slit antenna.

The dipole antennas in “Figure. 4” is used only for reference as they perform much

better in absence of harsh metallic environments. However for the experiments involving

the RFID antenna tags performance on metal surfaces, the double slit antennas will be used

for the measurements.

4. RFID ANTENNA ENCLOSURE

We would like to discuss on the enclosures for we found some interesting properties

during our measurements with the enclosures made of vrious materials. The antenna tags

were packed in small enclosured made of varoius materials based on the applications. The



56

Figure 8. Enclosure for the RFID double slit antenna made from ninjaflex.

most basic material is Acrylonitrile butadiene styrene (ABS) [24] for it’s cheap cost and

ease of manufacturing. However, for applications involving placement of the RFID tags

on curved or uneven surfaces, it requires the enclosures be made of flexible materials.If

not all of it, atleast on the bottom part of the enclosure needs to be flexible such that the

complete tag can confirm to any surface. One such material is Thermoplastic polyurethane

(TPU) [25]. It has many desirable properties among flexibility, durability. However thses

materials are not flexible enough to be bent if the enclosure edge is less than 2-3 cm. During

experiments it was observed that the materials made of black ink inhibited the performance

of the antennas. This infact could be because the way the black ink is processed [27].

However, there are other classes or derivatives of TPU called ninjaflex [26] that have more

flexibility and durability at the same time.

The enclosures made of ABS can be seen in figure “Figure. 6” made for dipole

antenna. Also in “Figure. 7” the TPU enclosure can be seen how flexible it is. This is quite

desirable for our applications. The material we used for manufacturing our enclosures was

ninjaflex. which is type of TPU with shore hardness 85A and 660% elongation. This is

specifically attractive to our application for the antenna substrate is made of PET which

is form of plastic and cannot be conformed onto any nonuniform surface. Therefore the

enclosure needs to be made of material that can confirm to nonuniform surface to some

extent.
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Figure 9. Grounded CoPlanar Waveguide (GCPW) simulated in CST studio with charac-
teristic impedance of 50Ω.

5. PHASE SHIFTER

We use the voltage controlled phase shifter ICs used for feeding the antennas is

PS088-315 by skyworks solutions[2]. It features the operating frequencies 700-1100 MHz

with a phase shift ranging from 85-105 degrees with 850 representing 0V and 1050 repre-

senting 12V. The most important property of this phase shifter is it’s bidirectional phase

shifting. This is specifically interesting in our applications for we need the phase shift not

just for transmission but as well for reception. The readers are requested to refer [2] for

more details about the s-parameters performance. And characteristic impedance of the IC

is 50Ω.

We simulated a grounded coplanar waveguide (GCPW) in CST as show in “Fig-

ure. 9”. We used different thicknesses for the trace and the gap between the trace and

ground for a 12Mil thick substrate made of Rogers Core RO4003C. The s-parameters and

the characteristic impedance of the GCPW are in “Figure. 10”and “Figure. 11”. Clearly the

s-parameters are as desired with lower reflection loss and the impedance is also matched to

that of the IC.
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Figure 10. s-parameters for the coplanar waveguide.

Figure 11. Characteristic impedance of the coplanar waveguide.

6. MEASUREMENTS AND DISCUSSION

TheRFID reader speedwayR420 rain RFID reader [29]was used in our experiments.

The reader is connected to the antennas through a low loss four channel splitter. i.e., the

reader output is split euqally among the four channels. each of these phase shifter output is

connected to the RFID reader antennas through a phase shifter. As shown in “Figure. 9”,

the PCB waveguide is fabricated and it’s s-parameters are shown in “Figure. 12”. It can be

clearly seen that the losses due to reflection are very similar to the ones in simulated results

in “Figure. 10”. Four such phase shifter boards were built with each phase shifter board

excited with a separate voltage source. Based on the (7) and (10), each RFID reader antenna

is excited with a certain phase, such that the phase difference between all consecutive

elements is same.

To understand how to excite each element we can alternatively consider the voltage

difference between consecutive antenna elements is the same as the voltage and phase

relation is linear. This implies that for the given minimum phase shift 850 and max phase
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Figure 12. s-parameters of the fabricated coplanar waveguide.

shift 1050, the maximum achievable phase difference for two elements on the extreme

ends of a antenna array is 200. Also, the voltage difference of 12 volts between the two

reader antennas yields maximum phase shift of 200. In case of more than two element the

maximum achievable phase shift between any consecutive reader antenna elements is about

[ 20
𝑁 − 1

]0
(12)

Also, the maximum voltage difference between any consecutive antenna elements

is [ 12
𝑁 − 1

]
V (13)

where N is the number of elements.

Therefore, to steer the beam for all possible directions, the voltage difference between

every consecutive reader antennas need to be varied from 0V to Max voltage difference

given by (13).
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Figure 13. Linear RFID reader Antenna array with 4 elements.

6.1. EXPERIMENTAL SETUP AND RESULTS

The experimental setup consists of three double slit RFID antenna tags as shown

in “Figure. 15”. The thicknesses of these tags were measured for various thicknesses 3,

4, 5 and 6 mm. The characteristic impedance was unaltered. But for 1 and 2 mm, the

tags need to modified by changing the slot lengths. This however resulted in the antenna

tags being unusable due to conducting surface being too close to the ground plane. These

tags are placed in the room as shown in the “Figure. 16” which is left with respect to the

array and “Figure. 17” to the right of the array. The serial number of the RFID antenna

ICs end with A4A3, 1223 and E053 placed consecutively from left to right at 30,30 and 15

feet respectively from the array . The linear and planar array as shown in “Figure. 13” and

“Figure. 14” respectively. The substrate thicknesses used for these tags were 5 and 6 mm.

In this study, we consider linear array with two elements. Next we change the voltage

difference between the two reader antennas from 0V to 12V. We observe if any of the tag

is successfully read using the impinj multiread software [30]. When the voltage difference

is 0V, we observe the tag 1223 is being read as seen in figure “Figure. 18”. Similarly, for

8.7V, tag A4A3 is read indicating the beam pointing about 450 to the left of the array and

for 11.7V, tag E053 is being read that is 450 to the right of the array. The tag ending with

serial number E093 was a unknown tag and can be ignored for the moment.
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Figure 14. Planar RFID reader Antenna array with 4 elements.

Figure 15. Double slit antenna tags.

Figure 16. The scenario of the room for experimental setup (left to the reader antenna
array).
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Figure 17. The scenario of the room for experimental setup (right to the reader antenna
array).

Figure 18. RFID tagg 1223 being read by the reader array.

Figure 19. RFID tagg A4A3 being read by the reader array.
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Figure 20. RFID tagg E053 being read by the reader array.

7. CONCLUSIONS

In this study, we designed a double slit RFID tag antenna for operation in metallic

environments. Next we assembled a phased array using RFID reader antennas to achieve

30 feet (10 meters) read range. The phase difference between two consecutive antenna was

changed by varying voltage from 0-12 Volts to steer the beam of the RFID reader antennas

to a specific direction. Every time the beam is steered across all possible angles, a RFID

tag antenna was read within the beam’s vicinity. We had three RFID tag antennas for the

measurements and all three were read by steering the main beam. The spacing between

antennas yield more than one main lobe also known as grating lobes. Since it is beyond the

scope of this study, more about this can be discussed in future measurements.

However, utilizing all the four antennas and further reducing thickness of the double

slit tags upto 3 mm could give us nearly same range with smaller antennas. Also using

the planar array would further facilitate the beam in both the azimuth and elevation plane.

These measurements were omitted given the size constraints of this paper and will be further

studied in future experiments.
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ABSTRACT

Radio frequency identification technology (RFID) is increasingly becoming an

integral part of the Internet-of-Things (IoT). It offers different advantages including battery-

free operation, small form-factor, and low cost. Thismakes the RFID an enticing technology

for an indoor localization-based application and services. Geometry based localization

approaches often achieve low accuracy due to errors introduced by a multipath propagation

and interference in indoor environments. Many range-based algorithms assume that reader

position is known in advance and there are carefully placed reference tags. In contrast,

this paper presents a data driven localization methodology for direction-of-arrival (DOA)

estimation using a deep neural network processing of signal captured with a reader antenna

array. The proposed approach learns the complex mapping of the radio waves interactions

in adverse metal environments based on received signal strength indicator (RSSI) values.

The RSSI is captured while electrically steering a planar phased array through the area

of interest. The proposed methodology is evaluated with multiple tags placed on metallic

surfaces. Using readily available measurements, the proposed approach is able to achieve

an average DOA error of 5.93 degrees.
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1. BACKGROUND

1.1. SYSTEM ARCHITECTURE

The RFID system typically consists of a RFID antenna (antenna) that radiates energy

and the RFID transponder (tag) that reflects this energy back to the antenna within a certain

range. We use a 2× 2 planar phased antenna array as seen in Figure. 1 and a tag is placed at

an angle (𝐴𝑧𝑖𝑚𝑢𝑡ℎ, 𝐸𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛) = (𝜙, \) with respect to the array. Conventional techniques

assume these antennas as well as few reference tags placed at various known positions.

These kind of approaches often require the calibration and assumptions well in advance.

Hence, a system that can predict the DOA (𝜙, \) of tags withminimal assumptions is desired.
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Figure 1. Block diagram of the phased array antenna for tag localization.

We propose the use of phased array antenna as shown in Figure. 1 with beam

steering capability. The beam is steered to various positions and the RSSI values are

measured each time. Each antenna is connected to the RFID reader through phase shifter

and a bidirectional splitter. Each phase shifter is a voltage controlled bi-directional phase

shifter IC independentely controlled by a microcontroller. Finally the maximum, minimum

and mean RSSI measurements from the reader are computed. These values are used as

training features for the neurla network to estimate the DOA for each tag.
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1.2. PHASED ARRAY THEORY

The total electric field of the phased array can be analyzed as a product of individual

element electric field 𝐸𝑛 = â 𝑗[ 𝑘𝑙𝑒− 𝑗𝑘𝑟4𝜋𝑟 cos 𝜙𝐼𝑛 and the array factor 𝐴𝐹 = [𝑒
+ 𝑗 𝑘𝑑 cos 𝜙+𝛽2 +

𝑒− 𝑗
𝑘𝑑 cos 𝜙+𝛽

2 ] for a RF signal impinging at an angle 𝜙0. Assuming far-field observations, the

total electric field for a 2 × 2 antenna array is given by [1],

𝐴𝐹𝑃𝑙𝑎𝑛𝑎𝑟 =
2∑︁
𝑛=1

𝐼𝑛𝑒
𝑗 𝑘𝑑(𝑛−1) cos \ sin 𝜙+𝛽𝑥

×
2∑︁
𝑚=1

𝐼𝑚𝑒
𝑗 𝑘𝑑(𝑚−1) sin \ sin 𝜙+𝛽𝑦

(1)

where 𝑑 is the spacing between elements, (𝛽𝑥 ,𝛽𝑦) are the difference in the phase excitation

along the x and y axis, 𝐼𝑚, 𝐼𝑛 is the amplitude of individual antenna elements, â is the

radial unit vector, 𝑘 is the wave-number, [ is the intrinsic impedance of the medium and

𝑗 =
√
−1, 𝑟 is the distance from the source. where (𝜙, \) are the azimuth and elevation angle

of impinging RF signal. The phase excitation (𝛽𝑥 ,𝛽𝑦) may be altered to steer the beam to

various positions.

1.3. PHASE SHIFTS FOR BEAM STEERING

The phase shifter used in our experiments is PS088-315 by skyworks solutions [2].

The phase could be shifted by upto 200. The phase shifts (𝛽𝑥 , 𝛽𝑦) should always satisfy the

condition

|𝛽𝑥 |+|𝛽𝑦 |≤ 200 (2)

Hence the beam can be steered only to certain positions restricted by (1). For example,

if the phase shift along y axis is 150, then the phase shift along x-axis should be within

|20|0−|15|0 i.e. (−5, 5)0.
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We shift the phases (𝛽𝑥 , 𝛽𝑦) by a fixed value each time. I.e. the phase difference

between any consecutive (𝛽𝑥 , 𝛽𝑦) should always be same. For phase increments of 1.80, the

beam is steered to various positions for 10ms andRSSIs are captured each time. This leads to

a total of 313 points as seen in Figure. 2(a). We start from 𝛽𝑦 = −200,−18.20 . . . 18.20, 200.

At each phase shift 𝛽𝑦, we shift the phase 𝛽𝑥 for all possible shifts satisfying (1).

2. CHALLENGES

We briefly describe the motivation for using the phased antenna array and the

physical RF parameter for DOA estimation. In our study, we mainly focus on the measured

RSSI, which is a common indicator supported by most off the shelf RFID readers. The

RSSI sensitivity to environmental factors and other challenges posed by the antenna array

will be discussed in this section.

2.1. RSSI

The RSSI values measured as a function of (𝛽𝑥 , 𝛽𝑦) is as shown in Figure. 2 (a) and

(b). In other words, we shoot the beam at various positions and capture RSSI each time. It

may not be possible to achieve all phase shifts for (1) needs to be satisfied. Thus, all the

possible phase shifts are indicated by the red box. The RSSi values captured for all points

is difficult to visualize in vectorized form as shown in Figure. 2(a). The input to the DNN

model is in this vectorized form, however. The RSSI as a function of (𝛽𝑥 , 𝛽𝑦) as seen in

Figure. 2(b) is plotted for more detailed understanding. The RSSI measured for tags follow

some pattern when placed at various positions. By learning these patterns the tag DOA can

be estimated.

The phase shifts (𝛽𝑥 , 𝛽𝑦) = (−200, 200) translates the azimuth (𝜙0) and elevation

(\0) from (1200, 600) and (600, 1200) respectively which is also the viewing angle of the

array. Ideally, the maximum RSSI captured should reflect the position (𝜙, \) of the tag.

Clearly it is not the case in Figure. 2. This is a result of multiple reasons such as grating
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lobes, antenna radiation patterns calibration and multipath effect among other reasons. If

the antennas are considerably smaller in size, increasing the scale of the array to 3 × 3 or

may be 4 × 4 might reduce the deviation between Max RSSI and true location. But several

other factors would still affect the performance as discussed in Section. 2.2 and 2.3.
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Figure 2. RSSI plots with true and maximum RSSI location for all possible phase shifts
𝛽𝑥 , 𝛽𝑦 for tag placed at (𝜙, \) = (900, 930). And the red box indicates all the phase shifts
that possibly steers the beam. The bottom x-axis represent the azimuth angles as a result
of 𝛽𝑥 given along top x-axis. Similarly, the left y-axis represent steerable elevation angles
for phase shift 𝛽𝑦 given along right y-axis (a) Vectorized format which is used as input to
DNN (b) Matrix format for better visualization.

2.2. MULTIPATH EFFECT

Consider Figure. 3 (a). The RSSI values captured are in the vicinity of the true tag

location. Also, the maximum RSSI recorded is close to the tag location. This is desired

ideal case. It also gives an idea as to where the tags might be located. Given these maximum

RSSI values, the tag location may be estimated by translating the corresponding phase shifts

to their azimuth and elevation (𝜙, \) angles as discussed in Section 3.3. Hence giving the

estimated tag location.
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The maximumRSSI in Figure. 3 (b) is relatively far from the true tag location unlike

Figure. 3 (a). In addition, RSSI values are measured from other beam directions as well.

These is the result of multipath effect. For example, consider Figure. 3 (c), two different

beam directions towards a tag are indicated by direct and reflected paths given by A and

B respectively. Considering path A, the tag radiates energy back to the antenna along the

same path as A. This is known as Line of Sight (LOS). The power radiated from the tag

travels through the reflected path B as well. Also know as non line of light (NLOS). The

energy received by the array has LOS signals much stronger than the NLOS ones. For the

reflected signal from the tag is very low to be detected through the sidelobes.

When the beam is directed towards path B, the signal gets reflected from the object

towards the tag. Since the NLOS signals suffer significant loss, much of the energy should

be received by the LOS signals through path A. However, when the beam is radiating along

path B, the power is mainly received through the side lobes. Although the tag is detected

in both situations, the RSSI measured when beam is directed towards ′𝐵′ should be lower

when compared to beam directed towards ′𝐴′. Clearly, it is not the case in Figure. 3 (b).

This effect is known as spatial aliasing.
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Figure 3. RSSI plots with true and maximum RSSI location for tag placed at (a)(𝜙, \) =
(1100, 900), (b)(𝜙, \) = (770, 760) and (c) Example for multipath effect resulting from strong
reflections.
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2.3. SPATIAL ALIASING

As indicated in Figure. 4 (a), the tag is located at (𝜙, \) ≈ (780, 740). The maximum

RSSI recorded is however at (𝜙, \) ≈ (1020, 990). As discussed in Section 2.2, given the

beam is directed at multiple angles, it is fine for the tag to be read from those directions.

The highest RSSI should be measured close to the true tag location which is not the case.

This is due to the grating lobes.
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Figure 4. RSSI plots with true and maximum RSSI location for tag. (a)(𝜙, \) = (770, 680),
(b)(𝜙, \) = (730, 970). (c) Example for NLOS transmission due to obstruction of tag.

To explain the grating lobes effects, we plot the phased array radiation patterns. The

array radiation patterns with beam pointing at (𝜙, \) = (1200, 900) 𝑎𝑛𝑑 (600, 900) are as

indicated in Figure. 5 (a) and (b). The main lobe is indicated by darkest red-black portion.

Such main lobes appear at more than one position. For example in Figure. 5 (a), although

the main beam is pointed at (𝜙, \) = (1200, 900), a small portion of equivalent energy is

radiated at (𝜙, \) = (600, 900) as well. Similarly this effect can be observed in Figure. 5 (b).

Grating lobes appear when the spacing between consecutive antenna elements is

greater than half the smallest wavelength. The highest for UHD RFID antennas is 928MHz

with the smallest wavelength being ≈ 6 inches. Since the antenna dimensions are ≈ 10

inches, grating lobes are unavoidable in this particular case. Antennas with smaller aperture
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Figure 5. Planar array radiation patterns for beam steered with corresponding phase
shifts and positions given by (𝛽𝑥 , 𝛽𝑦), (𝜙, \) respectively. (a) (−200, 00), (1200, 00) (b)
(200, 00), (600, 00).

may be designed to avoid spatial aliasing. This increases the over all cost of the system.

The proposed approach is able to model this problem and estimate the tag position with

considerable accuracy.

In addition to aforementioned challenges, when the tag is blocked by an obstacle

LOS path may not possible. As seen in Figure. 4 (b), the tag located at (𝜙, \) = (710, 980)

has RSSI measured for 𝜙 = 1050 → 1200. But the tag is not detected for any beam radiated

nearby the tag. This situation is special case of multipath effect where the tag power radiated

through LOS path ′𝐴′ is blocked by some obstacle. Therefore only NLOS transmission

through path ′𝐵′ is possible as seen in Figure. 4 (c).

Although the NLOS based localization is not the main focus of this paper, we will

briefly discuss few scenarios where tags were placed behind an obstacle and how did it

affect the overall localization accuracy.
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3. PROPOSED APPROACH

To overcome the problems mentioned heretofore, we propose a ML based approach

to estimate tag location. We use DNNs in our experiment for tag localization. The input

features to the DNN network will be the RSSI readings captured at all possible phase shifts

as described in Section 3.3. Specifically, we calculate the maximum, minimum and mean

for these RSSI values and feed into the DNN model as shown in Figure. 6 along with the

ground truth DOA i.e. DOA𝐺𝑇 = (𝜙𝐺𝑇 , \𝐺𝑇 ).

Figure 6. DNN model for RFID tag localization.

Once trained, these model is used to predict the unknown tag locations�DOA = (𝜙, \̂)
given their RSSI values. As seen in Figure. 6, there are a total of 5 NNs with each layer

named fc1, fc2, fc3, fc4 and output. The input maximum, minimum and mean RSSIs are

fed into the layers fc1, fc2 and fc3 respectively with each layer connected to 50 output

neurons. The three outputs are then concatenated to form a 150 dimension vector which

serves as input to fc4 with output size 40. Finally, the fc4 output is fed into the output layer

that yields two predicted DOA outputs i.e. �DOA = (𝜙, \̂). To avoid overfitting, we apply
dropouts [31] in each layer with 𝑝 = 0.4. I.e. in each NN layer, we randomly drop 40% of

the neurons.
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4. EXPERIMENTAL SETUP

4.1. DATASET

We use a total of 7 tags [32] designed to operate in harsh metallic environments as

seen in Figure. 8 (a). Depending on the thicknesses of these tags their RSSI values captured

by the reader may be different from one another. The thicknesses range from (3 − 6)mm.

Further, the tags were placed (𝜙, \) = 600−1200 w.r.t the phased array randomly at distances

ranging from (2 − 30) feet and heights (1 − 8) feet. The tags are randomly placed with

closest distance between neighboring tag about 1cm. The movable furniture in the room

were shifted a few times to analyze their effect on measured RSSI.

!"#$%
&!"# '
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*∅ − ∅$%
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Figure 7. (a) RFID tag used in experiments for metallic environments [32, 29] (b) Calculate
the angle between two points on a sphere.

The tags are placed at 738 locations with about 313 RSSI values captured for 0.80

phase shifts (𝛽𝑥 , 𝛽𝑦) as described in Section 3.3. This yields a dataset totaling 738×7 = 5166

tag locations. We remove data collected for tag locations that were not detected for any

combination of phase shifts. There were in total 2363 valid data samples for training and

validating tag localization.
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Figure 8. Office space used in experiments for RFID tag data collection. The tags are
indicated by red boxes.

As for the tag location labelling, i.e. preparing the DOA𝐺𝑇 for each tag, a camera

was placed at the center of the array. Depending on the distance of each tag with respect to

the array the actual (𝜙𝐺𝑇 , \𝐺𝑇 ) were calculated from the tag position w.r.t the center of the

image. We collect all the described data in our office space as shown in Figure. 8. Unlike

sound source localization, where localization and tracking is done using wideband signal

[34, 35], we perform in multiple narrow bands. Hence we focus on spot on localization

rather than tracking tag movements and we leave tracking for future work.

5. RESULTS

The DNN is trained for the above described dataset. From the valid data samples

collected, about 70% is used for training and the rest 30% is used for validating purposes.

The DNN is trained for 100 epochs, using Adam optimizer, learning rate 10−4 and batch

size 4. Hence the DNN as given in Figure. 6 is trained for tag localization using the training

dataset such that the output loss is minimized. The loss function used is mean square error

(MSE) given by:

L𝑚𝑠𝑒 =
1
𝑁

𝑁∑︁
𝑛=1
(\̂ − \𝐺𝑇 )2 + (𝜙 − 𝜙𝐺𝑇 )2 (3)

where N is the batch size, (𝜙𝐺𝑇 , \𝐺𝑇 ) represent the ground truth azimuth and elevation

angles and (𝜙, \̂) are the predicted azimuth and elevation angles.
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Figure 9. RSSI plots for predicted, true and maximum RSSI location for tag. (a)(𝜙, \) =
(770, 680), (b)(𝜙, \) = (730, 970), (c)&(d)(𝜙, \) = (1030, 900).

We use the angle between the predicted�DOA = (𝜙, \̂) and the ground truthDOA𝐺𝑇 =
(𝜙𝐺𝑇 , \𝐺𝑇 ) as the DOA error metric. As seen in Figure. 8 (b) the DOA error is measured

by calculating the distance between two points along the surface of the sphere given by:

𝜎𝑒 = cos−1(sin \̂ sin \𝐺𝑇 + cos \̂ cos \𝐺𝑇 cos(𝜙𝐺𝑇 − 𝜙))
180
𝜋

(4)
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The metric as described in (4), is computed for every testing tag and the average 𝜎𝑒 is

computed as seen Table 1. In addition to this we also decrease the resolution of RSSI values

captured by increasing consecutive phase differences while steering beams as discussed in

Section 3.3.

Table 1. DOA errors for different consecutive phase differences using basic DNN model.
With left entries corresponding to localization achieved based on maximum RSSI value and
right entries indicated by bold character the proposed DNN based location.

Phase #Points Latency (s) Average DOA Error
Resolution (°/Degrees)

0.8◦ 313 3.13 10.69/6.30
1.6◦ 85 0.85 17.72/6.23
2.4◦ 41 0.41 22.55/5.93
3.2◦ 25 0.25 25.13/6.06

The sensitivity of the proposed approach to the environmental factors discussed in

Section. 2.2 and 2.3 can be observed in Figure. 9. Figure. 9 (a) and (b) represents the

predicted DOA to Figure. 4 (a) and (b). It can be observed that the DOA error for grating

lobes as seen in Figure. 9 (a) is quite satisfactory. Similarly, the predicted DOA for a tag

detected through NLOS is given in Figure. 9 (b). To test the sensitivity of the proposed

approach to environmental factors we moved the furniture in room while the tags remain at

same position. One such scenario can be seen in Figure. 9(c) and (d). Although the tag is

placed at same positions, the RSSI distribution is a little different after shifting furniture.

Moreover the Max RSSI values is measured from a completely different location. The

proposed approach however, generalizes well even with change in surroundings. The DNN

is trained for 100 epochs, using Adam optimizer, learning rate 10−4 and batch size 4. Hence

the DNN as given in Figure. 6 is trained for tag localization using the training dataset such

that the output loss is minimized.
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Along with 0.80 phase difference, we also analyze the performance when the RSSI

values are measured by directing fewer beams for low latency applications. The phase incre-

ments are in order 0.80, 1.60, 2.40 and 3.20 respectively. The total number of possible beam

shifts are 313, 85, 41 and 25 with latencies 3.13, 0.85, 0.41 and 0.25 seconds respectively.

As the consecutive phase differences increase, lower number of RSSI values are available to

estimate tag DOA with corresponding accuracies-10.690, 17.720, 22.550 and 25.130. The

DOA estimated using maximum RSSI value is clearly dependent on the number of RSSI

values captured. The proposed DNN based method is quite consistent in each case and

performs similar in all four cases as indicated in Table 1 with accuracies 6.300, 6.230, 5.930

and 6.060. Depending on the thicknesses of these tags their RSSI values captured by the

reader may be different from one another. The thicknesses range from (3 − 6)mm. Further,

the tags were placed (𝜙, \) = 600−1200 w.r.t the phased array randomly at distances ranging

from (2−30) feet and heights (1−8) feet. The tags are randomly placed with closest distance

between neighboring tag about 1cm. The movable furniture in the room were shifted a few

times to analyze their effect on measured RSSI. Hence the DNN as given in Figure. 6 is

trained for tag localization using the training dataset such that the output loss is minimized.

6. CONCLUSION

RFID tag DOA estimation is performed with minimal assumptions with lowest

latency of 0.25 seconds and average error of ≈ 6.060. The proposed approach is setup using

commonly available off the shelf equipment and does not require multiple antennas and

refrence tag locations to be known in advance. Also, we place tags on metal plates which

makes environmental factors realistic and challenging. The proposed approach is able to

model the multi path, spatial aliasing and NLOS effects with minimal assumptions. The

future work would include localization in 3D probably for multiple indoor locations and

cross validating their performances.
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ABSTRACT

With the Internet of Things becomingwidespread, there has been a rising demand for

indoor location-based services. In recent trends, radio frequency identification has become

an integral part of the production of IoT. Conventional methods use prior knowledge of

antenna and tag positioning along with high-precision equipment capable of collecting

phase or time-of-arrival data for robust estimation of three-dimensional location. In this

work, we propose a three-dimensional localizationmethod based on deep learning that relies

on the phase and received signal strength indicator (RSSI) captured by steering beams to

various locations using a phased array antenna. We evaluate the efficiency of this system by

estimating three-dimensional location of 7 RFID tags mounted on metallic surfaces placed

in a naturalistic environment. To evaluate the generalization of the proposed approach

we crossvalidate the localization performance in different environments. The localization

performance of the proposed approach is also tested on different formfactor of the RFID

tag. With no prior information of either the tags or environment, the proposed system was

able to achieve an average localization error as low as 1.33 cm with better system stability.
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1. INTRODUCTION

Demand for indoor location-based services (LBS) have grown since rapid devel-

opment of Internet-of-Things (IOT) especially indoor based. The common RF based lo-

calization techniques include global positioning system (GPS), wireless local area network

(WLAN), Bluetooth, infrared, ultrasonic, ultra-wideband (UWB), ZigBee, radio frequency

identification (RFID) etc [1]. Although bluetooth, ZigBee and RFID offer lower accuracy,

their low cost far outweighs the advantages offered by other techniques for indoor LBS.

RFID is useful in applications such as to track goods in the supply chain, in retail industry to

inventory products, anti-theft management, authenticate products and wireless device con-

figuration. For example, consider a huge ware house with a huge inventory and a specific

product needs to be located. Scanning each product using traditional barcode system can

be time consuming. This increases the overall time consumption if multiple products needs

to be tracked. Instead RFID tags can be mounted on each product and read from farther

distance while tracking multiple items simultaneously thus improving the business model.

We consider passive ultra high frequency (UHF) RFID tag based localization in

our study operating at 915 MHz. For their low cost, higher read range ≈ 10𝑚, real time

localization and no-contact communication they are ideal for IoT development. RFID have

become promising key technology for the IoT. Expected to replace the traditional barcode

system, UHF RFID could potentially serve the new generation of electronic tag. We will be

referring to RFID reader antennas as antennas and RFID tag antennas as tags for simplicity

hereafter.

Traditional techniques assume they have the location of the antennas and reference

tags [2, 3] in order to triangulate and estimate the distance of test tags. These approaches dra-

matically increase the overall cost of the localization system as opposed to the requirement

for low cost equipment. Moreover, the localization accuracy depends on the calibration of

the setup thus increasing overall complexity.
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To predict the tag position, RF signal parameters such as received signal strength

indicator (RSSI), phase, time of arrival (TOA), time difference of arrival (TDOA)[4], phase

difference of arrival (PDOA) are commonly used. RSSI and phase are easiest to capture

among the mentioned parameters.

Typically 2D localization is performed using phase information. The phase can be

obtained using complex demodulation. PDOA method is mainly divided into three types

time domainTD-PDOA, frequency domain PDOA [5]-[6] and spatial domain PDOA. Spatial

domain PDOA is useful in estimating DOA. Classical DOA algorithms include multiple

signal classification (MUSIC) [7] that uses noise subspace, estimation of signal parameters

via rotational invariance technique (ESPRIT) [8], combination of both ESPRIT-MUSIC

[9] and Maximum Likelihood based estimation [10]. These are the most commonly used

DOA estimation algorithms. DOA estimation has also been performed for various type of

antenna arrays [11]-[12]. DOA measurements for RFID have been discussed in [13] with

only the azimuth angle estimated.

A DL based technique is discussed in in [14] where a DNN is trained to estimate

DOA i.e. azimuth and elevation angle. The DOA estimation offers 2D localization only.

However, for applications requiring exact coordinates of the tag, 3D location of tags needs

to be approximated. This paper extends the Deep Neural Network based DOA estimation

proposed in [14] to estimate the accurate 3D location i.e. elevation, azimuth and radial

distance of RFID tags using Convolutional Neural Network with RSSI and phase captured

by steering beam at various positions.

To the best of our knowledge, this is a first time that an approach based on passive

phase shifts on RFID antenna elements has been proposed as a viable tech for RFID

technology. We further combine the beamsteering with deep learning based localization

that requires to be trained only once and can generalize to any environment with different

room parameters such as dimensions and furniture in the room. By delaying the RF signals

on each antenna, the beam may be steered to desired position. Instead of modifying the
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reader firmware for delaying signals which would be expensive, we adopt a beamsteering

technique by delaying the signals using analog phase shifters. Moreover, this approach

utilizes only single antenna port of the reader. This instrumentation approach can achieve

beamsteering similar to software based approach with reasonable accuracy and inexpensive

hardware thus advancing the state of the art for the measurement of tag location.

2. RELATED WORK

Many state of the art approaches have been proposed using fine-grained localization

techniques to accurately locate the RFID tag position. Some of the successful works include

[20, 21, 22] that adopt trilateration or hyperbolic based modeling to determine the location

of tagged objects. Few techniques implement the concept of synthetic aperture radar (SAR)

techniques [23, 24, 25, 26, 17, 19, 27] to achieve cm level localization accuracy. Tagogram

[17] suppresses the RFID tag’s phase shift using a differential augmented hologram tech-

nique. MobiTagbot [25] performs localization by studying the correlation with antenna in

motion as a result of changing multipath reflections and carrier frequency channel. How-

ever, the reduction in uncertainties still remains a challenge where geometry-based models

are not sufficient. ML based techniques have the capability of capturing vast probabilistic

models in highly complex settings.

Several deep learning based approaches have been proposed [19, 18, 16, 14] to

overcome limitations of the theoretical models. FaHo [19] employs a technique similar to

SAR using fine grained joint hologram. The holograms are used as images to train the

convolutional neural network (CNN). 3DLRA uses RSSI, phase and timestamps from 5

antennas to sort books in shelves by correlating with reference tags. PRDL uses RSSI and

phase to find relative position of tags. The 2D location of tags is estimated by training a

DNN solely using RSSI values captured by a 2×2 planar array [14] to achieve DOA error of

about 5.930. The DL-based techniques discussed so far either operate at short range where

multipath effects are not dominant or can only achieve 2D location of tags. In addition
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Table 1. Comparisons of various RFID localization methods.

Positioning Antenna DL Known range 3D Positioning
Method Movement Based Antenna (feet) Positioning Accuracy

Required Locations
LandMarc[2] ✓ 150 1𝑚

PRDL[16] ✓ ✓ 1 -
Tagogram[17] ✓ 13 ✓ 6.35𝑐𝑚
3DLRA[18] ✓ ✓ 2 ✓ 10.02𝑐𝑚
FAHO[19] ✓ ✓ ✓ 3 ✓ 4.25𝑐𝑚
DNN[14] ✓ 30 5.930
Proposed ✓ 30 ✓ 1.33𝑐𝑚

to limitations mentioned heretofore, the existing techniques have multiple RFID antennas

placed at various positions [18] known in prior. In addition few techniques require moving

parts [19] or only measure relative position [16]. Other RSSI based localization techniques

such as [28] involve use of ZigBee which have battery powered modules placed at various

known locations. We address these limitations in our study i.e. with no moving antennas,

reference tags and measure the absolute position of passive tags that do not involve any

battery powered parts thus lowering the overall costs.

We address problems discussed heretofore by proposing aML based 3D localization

which is enhanced to the previously proposed DOA estimation method using DNN [14].

The proposed approach requires that the data collected from the RFID tags be optimized

for the CNN model such as reducing the overall latency for estimating the tag location

and designing the hidden layers for the CNN. The localization problem is assumed to be

performed on stationary tags and the antenna array for this paper. The CNN is trained

to estimate accurate 3D location of tags using RSSI and phase values captured by means

of beamforming similar to RADAR to achieve 𝑐𝑚 level accuracy. The comparison of

the proposed approach can be seen in Table 1 with some state-of-the-art methods. The
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required properties for the localization such as if the method required moving antenna, pre

calibration,positioning type are compared. In addition to this, the range and accuracy are

also provided.

3. SYSTEM DESIGN

This section briefly discusses the functioning of the proposed RFID system. Based

on the given RFID system, we discuss how to capture the RSSI or phase in a specific format

for training the CNN. We also discuss as to how to design the feature matrix.

3.1. SYSTEM ARCHITECTURE

In our experiments we use single reader for all 4 antennas. As seen in Figure. 1,

the reader is connected to a bidirectional 4 way splitter. The splitter is then connected

to antennas via a voltage controlled phase shifter. The voltage of each phase shifter is

independently controlled by a microcontroller [29]. Both the reader and phase controller

are operated by a computer. The computer then retrieves the data from the reader and gives

the corresponding RSSI and phase values for all possible beams for each tag. The beam

is steered to an appropriate azimuth 𝜙0 and elevation \0 angle by varying the phase shift

along 𝑥 and 𝑦 directions given by 𝛽0𝑥 and 𝛽0𝑦 respectively.

The beam is as indicated in Figure. 1, a red vector pointing towards the tag originating

from the center of the array. Once the features i.e. RSSI and phase are captured, they are

preprocessed as will be discussed in Section 5.3 and fed into the CNN which then learns

how to map the tag location to the input features by minimizing the loss between estimated

and true location of the tag.
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Figure 1. Block diagram of the phased array antenna for tag localization.

Unlike conventional approaches, where multiple antennas are placed at different

locations connected to respective readers, our setup has all the antennas placed in a 2 × 2

array connected to a single reader as seen in Figure. 1. One advantage of having the antennas

placed at different locations is the RSSI or phase captured by each antenna is unique to a

specific location can be used for triangulating the tag coordinates.

3.2. FEATURES

This paper presents a modified approach where by steering the beam to different

directions and capture the RSSI, phase and timestamp for each beam direction. Although,

we use only the RSSi and phase as features to estimate the tag location in our experiments.

Once we have enough features for different spatial locations, the RF signature pertaining to

the tag locations can then be modelled. We show that this approach is both cost effective

and can be practically implemented without any calibration or high precision equipment for

tag localization.
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For example, the RSSI and phase collected for all possible beam shifts is as shown

in Figure. 2 (a)& (b) respectively. The lower x-axis and left y-axis indicate the the required

phase shifts (𝛽0𝑥 , 𝛽0𝑦) respectively to point the beam to that direction. The angle at which

the beam is directed is given by the azimuth 𝜙0 and the elevation \0 as indicated by the

upper x-axis and right y-axis. The region outside the red box represents the phase shifts

that cannot be achieved. This is not the limitation of the proposed approach but the limit

imposed due to the phase shifter IC used that can shift the phase of the signal upto 200. If

the hardware supports greater phase shifts, then the beam may be steered to wider angles.

ea(a) easilyeasilyeasilyeasilyeasil (b)easily

Figure 2. Input feature matrix plot for different beam directions for respective phase
excitation along x and y directions given by (𝛽0𝑥 , 𝛽0𝑦) respectively. The tag position and
maximum RSSI is indicated by red dot and ′×′ mark. The red box represents the possible
look direction for the phased array. (a) RSSI. RSSI originally has a range (-120,0)dB and
has been scaled to (-1,0). (b) Phase. Phase originally has a range (0,2𝜋) and has been scaled
to (0,1).

3.3. PHASE SHIFTS RESOLUTION FOR BEAM STEERING

The phase shifts (𝛽0𝑥 , 𝛽0𝑦) as discussed in 3.2 need to satisfy the condition:

|𝛽𝑥 |+|𝛽𝑦 |≤ 200 (1)
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For simplicity, we set the step size to a fixed value for any consecutive phase shifts [14].

For example, the step size of 0.80 leads to 313 possible phase shifts as seen in Figure. 3

(a). For the beam pointed at 313 directions, the resolution of the measured features is quite

dense. In Figure. 3 (b), the maximum RSSI matrix is shown for step size of 3.20. From this

matrix, we only choose the features that would be measured if the step size was 3.20 that

yields upto 25 beam locations. This can be seen in Figure. 3 (b).

The predicted location in both cases seems to be quite consistent and this was the

case with all other samples as well. One possible explanation for this could be because of

the beamwidth. As described in [14], the beamwidth of the resultant 2 × 2 antenna array is

quite wide. As a result, even with greater beam directions, the change in the beam directions

does not result in significant change in the magnitude of the captured parameters. One way

to increase the resolution to achieve more variance among the captured parameters could

be to increase the number of antenna elements. This would result in the increase of the

overall cost of the system. However, increasing the step size beyond 3.20 would result in

even fewer points thus reducing the localization error.

Hence, we reshape this matrix by taking the features that represent the step size

of 3.20 and end up with a smaller 7 × 7 matrix instead of a 25 × 25 feature matrix. The

7 × 7 matrix is derived from the 25 × 25 feature matrix by only considering those values

that correspond to phase increments by 3.20. For example, phase increments of 0.80 along

x-axis and fixed phase along y-axis would yield 25 samples. Then to construct the 7 × 7

matrix we consider the values for every 4𝑡ℎ sample starting from 1𝑠𝑡 value thus leading 7

values. this process is repeated for every phase shift along y-axis as well to yield a reduced

7 × 7 feature matrix. This approach has two advantages. It reduces the localization delay

to about 250 ms [14] and reduces the neural training parameters and complexity as well.

Therefore, we consider the features captured with step size of 3.20 for consecutive phase

shifts.
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Figure 3. RSSI plots for a tag placed at (𝜙, \) = (760, 900) with true, maximum RSSI
and CNN based tag location as a function of the different phase increment along x and y
direction. The green marker indicates the predicted location of the tag. For simplicity and
visualization purpose, we set the location to 2D in this example. (a) 0.80 (b) 3.20.

4. PROPOSED APPROACH

The goal of this study is to predict the absolute 3D location of the tag i.e. L̂ = (𝑟, 𝜙, \̂)

with respect to the antenna array. The proposed approach uses data driven machine learning

technique. Therefore, using RSSI and phase as input features to the localization algorithm,

the approximate location of the tag needs to be calculated.

18
0

50

6 X 7 X 7
10 X 7 X 7 20 X 7 X 7

20 X 3 X 3

INPUT 2D Convolution
2D Convolution

2D Pooling
Dense

Figure 4. CNN model architecture used for tag localization.
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We propose tag localization using a convolutional neural network (CNN) [30]. CNN

are designed by neurons connectivity that resembles the organization of visual cortex. This

approach resembles similar to as an image as viewed by human eye. CNNs require relatively

lesser pre-processing compared to other image processing algorithms. Moreover, the total

number of trainable parameters are also lower as compared to the baseline DNN. For

example, the total number of trainable parameters in CNNmodel for the proposed approach

are 11303 as opposed to 13663 learnable parameters in DNN. The CNN architecture needs

to be optimized for the current setting where an RFID tag needs to be located. This

requires choosing the right model parameters such as the desired hidden layers, number

of convolutional and dense layers and their input/output dimensions. Moreover, The input

features to the network i.e. phase and RSSI as captured by the antenna array needs to be

arranged with a specific dimension such that it is compatible with model used.

Specifically the maximum, minimum and mean of the features for each beam are

recorded. The CNN model architecture is as described in Figure. 4. Consider the feature

matrix that is function of subsequent phase shifts 𝛽𝑥 , 𝛽𝑦. The size of this matrix is (6×7×7).

Where for each 𝛽𝑥 , 𝛽𝑦 the beam is pointed for a specified amount of time. During that time

the tag may be read any number of times with corresponding RSSI and phase values. We

calculate maximum, minimum and mean for each feature RSSI and phase leading to 6

values which will serve as input features to our network. Each feature matrix is labelled

with the true location of the corresponding tag L = (𝑟, 𝜙, \).

We use this feature matrix as input to the CNN model to predict the output L̂ =

(𝑟, 𝜙, \̂). The CNN model is as described in Figure. 4. And the convolutional and hidden

layers with parameters are tabulated in Table. 2. The input feature matrix with 3 channels

is fed in to the first 2D convolutional layer (conv1) with kernel size (3× 3) followed by relu

activation and max pooling. From this 10 output channels are generated of size (10×7×7).

We apply padding to the input image to maintain same output image size.
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Table 2. CNN layer parameters.

Stage Output Layers
input 6 x 7 x 7 max,min and mean {RSSI, Phase}
conv1 10 x 7 x 7 convolution 2D (3,3), padding=1
bn1 10 x 7 x 7 batch normalization 2D
conv2 20 x 7 x 7 convolution 2D (3,3), padding=1
pool2 20 x 3 x 3 max pool 2D (2,2)
bn2 20 x 3 x 3 batch normalization 2D
flatten 180 flatten output from bn2 layer
fc1 50 full connections layer 1, dropout=0.4
fc2 3 full connections layer 2, dropout=0.4
output 3 Distance, Azimuth, Elevation (𝑟, 𝜙, \)
Trainable Parameters 11303

The above operations are repeated as described in Table. 2. The output from last

pooling layer is flattened into a single vector of size 180. This is followed by dense

connections also known as full connections that output values, i.e. 3 predicted L̂ =

(𝑟, 𝜙, \̂) in the final dense layer. In order to avoid overfitting we apply dropouts [31] in the

dense connections. Dropout randomly selects neurons and ignores them while calculating

gradients.

5. EXPERIMENTAL SETUP

This section focuses on the data collection for tag localization. The environment

and lab spaces regarding the dataset being collected along with several other details will be

discussed.

5.1. ENVIRONMENT

We use in total 3 different rooms including corridor for collecting data. Room 1 is

divided into four different zones as seen in Figure. 5. This is done to validate the localization

accuracy in the same room when the antenna array is placed at different locations. The
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space shared by zone 1 and 2 has an overelap of ≈ 50%. However, zone 3 and 4 do not have

any overlap with one another or with zone 1 or 2. The zones reflect the space where the

tags were placed during data collection.

50 Feet

25
 F

ee
t

30 Feet

Figure 5. Schematic of room1with four different zones for data collection. Each zone, 1-4 is
marked by a dashed line originating from the rectangle box with number (1-4) representing
the antenna array placement. Each zone represents a specific set of tags collected read
by the antenna array when placed at that position. The green lines represent panels that
separate cabins and grey boxes represent desks with metal cabins.

In addition to the lab space described in Figure. 5, the data from the tags was

collected in one more room (roon 2) and a corridor (room 3) as seen in Figure. 6(a) & (b).

The antenna placement was at multiple spots. However, for simplicity the array and tag

position as seen in Figure. 6(a)& (b) represent one such instant when measurements were in

progress. Therefore, it can be assumed there are in total six different sets of data collected.

The end goal of this paper is then to train six individual CNN models for each set of data.

The localization error for tags is also tested in a large auditorium as given in Figure. 7. The
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data collected in this room is strictly for testing purposed and not included while training

to experiment the localization performance in large spaces which are different from the six

type of rooms discussed so far.

easilyeasilyeas(a) easilyeasilyeasilyeasilyeasil (b)easily

Figure 6. (a) Antenna array placed on left in Room 2 (25 × 30) 𝑓 𝑒𝑒𝑡 with tags mounted on
metal plates on the right and (b) Antenna array placed in corridor (Room 3) with a width of
15 𝑓 𝑒𝑒𝑡.

5.2. DATASET

Total 7 tags [32],[33] are used in our experiments as shown in Figure .8 (a). These

tags were custom manufactured in the lab and soldered with Monza R6 energy harvesting

IC. These tags also have different thicknesses 3,4,5 and 6 mm. There were in total 1 - 3mm,

2 - 4mm, 2 - 5mm and 2 - 6mm tags. Previously these tags were demonstrated to work in

adverse metallic environments [29, 33] where most of the tags fail to perform. These tags

have a read range upto ≈ 50 feet. Although, we limit the use of these tags to 30 feet in our

measurements.
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Figure 7. Schematic of a large auditorium used to test tags localization for large distances
and in large room.
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Figure 8. (a) RFID tag used in experiments for metallic environments [32, 29] (b) Smartrac
Dogbone, Monza R6 RFID tag form factor (c) Calculate the angle between two points on a
sphere.
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For data collection, we use the university lab spaces as described in 5.1. The tags

were placed within (60−120)0 both azimuth and elevation which is the viewing angle of the

phased array. The tags were also placed at different distances ranging from (2-30) feet from

the antenna array. Also the tags were placed far and very close (≈ 0.5𝑐𝑚 in Figure .6(a))

from each other to capture the interference from neighbouring tags.

The tags were randomly placed at 2000 different locations. For each tag location,

the beam was steered at all possible locations with a 3.2 degree phase shift along both x

and y directions as described in 3.3. While satisfying condition as described in (1), there

were a total of 25 features captured for each run. These features values are embedded into

a 7 × 7 = 49 matrix as seen in Figure. 3 (b). For those beam directions where the tags were

not detected by the beam are filled with zeros.

The other entries in the matrix which correspond to the phase shifts where the

condition (1) is not satisfied are filled with zeros. The feature matrix can be constructed by

ignoring these values. But we filled them with zeros to make them compatible for the CNN

network to recognize patterns.

As for labelling the location of the tags, we place a camera exactly at the center

of the antenna array and capture the images and recorded their distance perpendicular to

the array. The camera requires pre-calibration in order to extract the exact coordinates of

the tags. Although this technique would make the data collection much faster, it increases

the over all costs. In order to address this issue we measure perpendicular distance and

the height of the tags manually with simple measuring tools such as measuring tape with

markers placed on the floor. The height of the tags from the floor can be used to measure the

elevation angle \. Using the perpendicular distance, we use camera to calculate the azimuth

angle 𝜙 with respect to the array. Once we have the azimuth angle 𝜙, the radial distance

𝑟 can be calculated using the perpendicular distance and azimuth angle 𝜙 by solving

simple trigonometric equations. Ideally we would want to use solutions like OptiTrack

motion capture which have been previously used for sound localization purposes [34, 35].
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OptiTrack give a very accurate 3D location of any object using reflectors that have been

calibrated using a reference point. However, in our case since the tags are stationary the

current approach works just fine.

5.3. DATA PREPROCESSING

The features RSSI theoretically ranges from (−90, 0) and phase from (0, 2𝜋). The

neural network train well when the inputs are within (−1, 1). The normalized phase (𝑃𝑠)

can be normalized by dividing measured phase 𝑃 with 2𝜋:

𝑃𝑠 =
𝑃

2𝜋
(2)

However, the feature matrix might have lot of zeros at positions where the tag is not read.

For example in a 7 × 7 matrix, if the tag is read for only one beam position, then the matrix

with 49 points has only one non-zero value. Usually the features are scaled by making the

feature matrix zero mean and unit variance. But this results in lot of non-zero values. Hence

we normalize the features by scaling and translating such that the maximum absolute value

of each feature in each matrix to be 1 thus preserving sparsity.

5.4. TRAINING AND EVALUATION PROCEDURE

The data collected using 7 tags were used in our experiments. There were a total

of 2000 positions where the tags were placed. Theoretically, a total of 2000 × 7 = 14000

samples are available for training and evaluation. As described in 5.2, for certain phase

shifts the tags were not read. And for corresponding phase shifts along x and y directions

we filled the matrix with zeros. However, there were certain cases where the tags were not

read for any combination of phase shifts. This results in a complete zero matrix.
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Table 3. 3D localization errors given in (cms) for 6 different environments cross validated
with each other using only RSSI as training features with train/test ratio split 50%/50%.
With left entries indicated by bold character corresponding to localization achieved based
on proposed approach and right entries based onDNN based localization [14]. Each column
represents a environment on which a model was trained and the corresponding localization
errors for environment given in the first column.

Localization Room 1 Room 2 Room 3
Error (cms) Zone 1 Zone 2 Zone 3 Zone 4

R
oo

m
1 Zone 1 2.64/4.23 2.83/4.32 2.91/3.97 2.98/4.16 2.53/4.32 2.54/4.30

Zone 2 2.16/4.26 2.22/4.35 1.41/4.00 1.98/4.19 2.16/4.35 2.12/4.33
Zone 3 1.66/4.27 1.71/4.37 1.91/4.02 1.74/4.21 1.58/4.36 1.58/4.34
Zone 4 4.02/4.15 2.82/4.25 2.81/3.89 2.43/4.08 3.83/4.24 3.84/4.22

Room 2 3.03/3.99 3.49/4.09 2.49/3.74 2.96/3.93 3.04/4.08 2.89/4.06
Room 3 1.77/4.23 1.76/4.33 1.38/3.97 1.64/4.16 1.82/4.32 1.77/4.30

Avg=2.40/4.17 2.54/4.18 2.47/4.28 2.15/3.93 2.28/4.12 2.49/4.27 2.45/4.25

Such matrices with all zeros are removed during preprocessing stage prior to using

them in our training and testing purposes. For they are essentially outliers and the model

does not learn anything. After cleaning the data we are left with 9394 data samples. Given

the 9394 samples collected for 7 tags in 6 different locations, the number of samples for

each tag in each location on average are about 9394/(6 × 7) ≈ 224. From these samples,

we separate 50% of samples of each tag for training and the rest 50% for testing purposes.

I.e. 112 samples for training and 112 for testing. Hence, it can be assumed that the tags

are spaced over wide area id not very dense. DL based techniques usually depend on the

amount of data for higher accuracy. This requires that a good amount of time is dedicated to

collecting and processing data which maybe a few hours or maybe a full day. However, this

needs to be done only once. Once the models are trained, they can then be used for inference

and locating the tags in any other environment with no knowledge about the environment it
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may be used in. The experimental setup is our research lab as seen in Figure. 5 & 6. The

tags can be seen in Figure. 6 (a) mounted on metal plates and covered with green shields as

shown in Figure. 8 (a).

Table 4. 3D localization errors given in (cms) for 6 different environments cross validated
with each other using phase andRSSI as training featureswith train/test ratio split 50%/50%.
With left entries indicated by bold character corresponding to localization achieved based
on proposed approach and right entries based onDNN based localization [14]. Each column
represents a environment on which a model was trained and the corresponding localization
errors for environment given in the first column.

Localization Room 1 Room 2 Room 3
Error (cms) Zone 1 Zone 2 Zone 3 Zone 4

R
oo

m
1 Zone 1 1.38/2.03 1.38/2.11 1.33/1.81 1.31/2.00 1.38/2.11 1.38/2.10

Zone 2 1.33/1.67 1.38/1.76 1.38/1.42 1.3/1.62 1.32/1.75 1.31/1.73
Zone 3 1.39/1.38 1.38/1.47 1.35/1.15 1.31/1.31 1.40/1.46 1.39/1.43
Zone 4 1.34/1.44 1.35/1.54 1.31/1.19 1.29/1.38 1.34/1.53 1.33/1.51

Room 2 1.27/2.03 1.28/2.11 1.32/1.86 1.27/2.02 1.26/2.12 1.25/2.12
Room 3 1.38/2.10 1.37/2.18 1.34/1.88 1.29/2.06 1.37/2.19 1.36/2.18

Avg=1.33/1.77 1.34/1.77 1.35/1.86 1.33/1.55 1.29/1.73 1.34/1.86 1.33/1.84

5.5. LOSS FUNCTION AND TRAINING PARAMETERS

We consider an mean squared error (MSE) as the loss function given by:

E = 1
𝑁

𝑁∑︁
𝑛=1
(𝑟 − 𝑟)2 + (\̂ − \)2 + (𝜙 − 𝜙)2 (3)

where N is the batch size, (𝑟, 𝜙, \) represent the ground truth azimuth and elevation angles

and (𝑟, 𝜙, \̂) are the predicted azimuth and elevation angles.

The hyper parameters used for training is described below. The CNN is trained for

100 epochs using adam optimizer. The learning rate was set to 10−4. The batch size fed to

the network each time during training is 4.
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We use the distance between the predicted L̂ = (𝑟, 𝜙, \̂) and the ground truth

L = (𝑟, 𝜙, \) as the localization error metric. As seen in Figure. 8 (C) the localization error

is measured by calculating the distance between two vectors in spherical coordinates given

by:

L𝑒 = | |L − L̂| |

=
√︃
𝑟2 + 𝑟2 − 2𝑟𝑟[sin(\) sin(\̂) cos(𝜙 − 𝜙) + cos(\) cos(\̂)]

(4)

The metric as described in ((4)), is computed for every testing tag and the average 𝜎𝑒 is

computed. In addition to this we also decrease the resolution of RSSI values captured by

increasing consecutive phase differences while steering beams as discussed in Section 3.3.

6. RESULTS

The CNNmodel was trained on the training set as described in 5.4. The CNNmodel

complexity is based on the number of convolution and dense layers. For a given network

of internal dimensions as described in Table. 2, weights and biases across all layers are

optimized such that the output loss in (3) is minimized. Multiple models are trained to learn

the location of tag in each room or zone and cross validated to examine the generalization

of the proposed approach. We compare the performance of proposed approach with slightly

modified DNN based localization method [14]. The output of the DNN now has the radial

distance of the tag along with the azimuth and elevation angles.

6.1. LOCALIZATION ERROR WITH ONLY RSSI FEATURES

Firstly, we evaluate the localization performance using only RSSI as features for

training. The input feature matrix given in Table 2 is modified with 3 × 7 × 7 matrix

consisting of only maximum, minimum and mean RSSI values. The rest of the layers in

Table 2 remain unchanged. The localization error using RSSI only features are tabulated
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in Table 6.1. The results tabulated in Table 6.1 have 6 different environments in which the

data was collected. The models were trained for each environment and tested on itself and

other environment. For example, in first column, the results represent the performance of

the model when trained on Room 1-Zone 1 and tested on all other six environments.

The average for each environment is given in the bottom row. The average error

given in the lower right most cell is 2.40 cms and 4.17 cms for the proposed and DNN based

approach. The proposed approach performs better than the baseline method [14] by about

1.77 cms. It can be seen that the zone 3 and 4 have comparatively lower localization errors

of about 2.15 & 2.28 cms respectively compared to the other environments. This might be

due to weaker multipath reflections for Zone 3 and 4 are quite small in size compared to

other environments in which the data was collected where multipath were more prevalent.

Hence, the performance of the proposed approach works well with just RSSI as training

features.

6.2. LOCALIZATION ERROR WITH RSSI AND PHASE FEATURES

Next, we consider using both phase and RSSI as training features for estimating the

tag position. The CNN model is trained as given in Table 2 with input feature dimensions

6 × 7 × 7. The localization error using both phase and RSSI features are tabulated in Table

4.

Clearly, the phase information along with RSSI improves the tag localization. The

average error for proposed approach and baseline method is 1.33 & 1.77 cms respectively.

As described in Section 6.1, the average localization error for zone 3 and 4 given by

1.33/1.55 & 1.29/1.73 for proposed approach and baseline method respectively is lower

compared to the other areas. Although the average improvement of the proposed approach

over the baseline method is higher by 0.44 cms, the CNN based approach proposed in the

paper as described in Section 4 has lower training parameters. This leads to faster estimation

of tag locations when implementing in real time and faster training of the neural network.
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Figure 9. RSSI and phase difference between closely placed tags for about 25 beam
positions. (a) 2cm (b) 5cm.

Compared to recent state-of-the-art 3DLRA [18] with 4.25 cm error, the proposed approach

achieves 2.92 cms reduction in localization error. While the improvement may not be an

order of magnitude, we only need to train the model once and results include in all other

locations without retraining.
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Figure 10. Scaled variance plots for RSSI and phase differences between tags placed at
1cm - 20 cm distance.
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One possible reason for this could be that phase is varying much more faster and on

larger scale as compared to RSSI. For example, we plot the difference between RSSI and

phase among closely placed tags as seen in Figure. 9. It can be seen that when the tags are

separated by about 2cm, the RSSI change is almost negligible. While the phase has large

difference for certain beam positions as seen in Figure. 9 (a). Next, the difference in RSSI

is a quite larger as seen in Figure. 9 (b) while phase is still varying largely. This change in

RSSI keeps getting greater as the distance between tag increases.

To analyze this RSSI and phase difference closely between tags, we plot the variance

for RSSI and phase difference for tags when separated by 1cm - 20cm as shown in Figure. 10.

It can be seen that when tags are closely placed, the phase information is informative in terms

of providing higher localization accuracy. And the RSSI is slowly varying thus leading to

lower localization accuracy. This could potentially be the reason for higher accuracy when

using phase along with RSSI as features for training the neural network.

6.3. LOCALIZATION ERROR IN LARGE SPACES

This section discusses the localization results for large spaces as described in Fig-

ure. 7. The localization experiment is performed on tags data collected for two different

cases as discussed below. We retrained the models for this specific case using 60% of the

training samples from the original dataset. Since we used 50% of the 9394 samples for

training i.e. 4697 samples, we use 60% of these samples i.e. ≈ 2818 for training models

for testing in large rooms.

In first case, the tag’s radial distance ′𝑟′ from the array is fixed and the azimuth angle

is varied from extreme left to extreme right i.e. 𝜙 = (600 − 1200). The distance ′𝑟′ is fixed

to 20 𝑓 𝑒𝑒𝑡 from the array and the elevation is set to \ = 900. The results for this case are

plotted in Figure. 11(a). The localization error is quite consistent for all the given azimuth

angles with a mean of 1.43𝑐𝑚𝑠. For second case, we fix the azimuth angle 𝜙 of the tag from

the array and vary the radial distance 𝑟 = (5− 50)𝑐𝑚𝑠. Although, the data is trained on tags
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Figure 11. Localization error for tags placed in large auditorium as described in Figure. 7.
(a) 2cm (b) 5cm.

placed upto 30 𝑓 𝑒𝑒𝑡 from the array, we also experiment what happens when the tags are

placed upto 50 𝑓 𝑒𝑒𝑡 from the array. The localization error is plotted in Figure. 11(b). It can

be observed that for radial distance starting from 5 𝑓 𝑒𝑒𝑡 and upto 30 𝑓 𝑒𝑒𝑡, the localization

error varies from 1.08𝑐𝑚𝑠 to about 1.64𝑐𝑚𝑠 respectively. However, the error drastically

increases there after for 30 𝑓 𝑒𝑒𝑡 through 50 𝑓 𝑒𝑒𝑡 from 1.64𝑐𝑚𝑠 to ≈ 5𝑐𝑚𝑠 respectively.

Table 5. 3D localization errors given in (cms) for data collected on 5 different days in the
Room 1-Zone 1 and tested on different environments using proposed approach. With left
entries indicated by bold character corresponding to localization achieved based on phase
and RSSI features and right entries based on RSSI features only.

L𝑒(cms) Day 1 Day 2 Day 3 Day 4 Day 5
Zone 1 1.38/2.03 1.69/1.96 1.89/2.45 1.21/2.22 1.29/2.12
Zone 2 1.33/1.67 1.53/1.58 1.24/1.78 1.42/1.63 1.32/1.76
Zone 3 1.39/1.38 1.23/1.35 1.29/1.45 1.32/1.47 1.41/1.35
Zone 4 1.34/1.44 1.40/1.39 1.34/1.32 1.33/2.32 1.37/1.57
Room 2 1.27/2.03 1.73/1.85 1.31/2.76 1.38/2.92 1.27/1.89
Room 3 1.38/2.10 1.37/2.24 1.36/1.52 1.29/1.98 1.39/1.73
Average 1.34/1.77 1.49/1.72 1.40/1.88 1.32/2.09 1.34/1.73
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This could be because of firstly that the read rates for larger distance are much low

even when placed at 30 𝑓 𝑒𝑒𝑡 and in addition, the tags being tested were placed beyond

30 𝑓 𝑒𝑒𝑡. Though beyond the scope of this paper, this increment in error can be mitigated

by training the model on data collected by placing the tags at distances beyond 30 feet.

Although, this approach might lead to lower localization error for larger distance, the drop

in error might not be significant for the read-rates of tag at such larger distance might not

be as good when compared to smaller distance from the array.

Table 6. 3D localization errors given in (cms) for RFID tag with same IC but different form
factor as given in Figure. 8 (b). With left entries indicated by bold character corresponding
to localization achieved based on phase and RSSI features and right entries based on RSSI
features only.

L𝑒 (cms) Dogbone Formfactor

R
oo

m
1 Zone 1 1.61/2.22

Zone 2 1.71/1.66
Zone 3 1.02/1.29
Zone 4 1.4/1.4

Room 2 1.50/1.69
Room 3 1.53/1.60
Average 1.46/1.64

6.4. LOCALIZATION ERROR FOR DIFFERENT DAYS

We analyze the localization when the tag location is to be determined on different

days. We estimate the tag position using the pretrainedmodels for data collected on previous

days and test it on the data collected in Room 1-Zone 1. We collect the tag information for

5 different days over a period of month. This is done to incorporate the changes in room

environment such as movement of people, changes in room properties such as reflections,

different number of people in the room, change in dominant path etc.
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For example few of such properties have been addressed in our previous work [14].

We show that the proposed approach can locate tags even when the dominant path is not

available such as Non Line Of Sight (NLOS) and when the dominant path changes due

to change in environment such different placement of furniture. For this paper, we test

the performance on different days to test the sensitivity of the proposed approach to above

mentioned real world problems.

Table 7. 3D localization errors given in (cms) for 6 different environments cross validated
with each other using phase andRSSI as training featureswith train/test ratio split 40%/60%.
With left entries indicated by bold character corresponding to localization achieved based
on proposed approach and right entries based onDNN based localization [14]. Each column
represents a environment on which a model was trained and the corresponding localization
errors for environment given in the first column.

Localization Room 1 Room 2 Room 3
Error (cms) Zone 1 Zone 2 Zone 3 Zone 4

R
oo

m
1 Zone 1 1.73/3.18 1.52/2.74 2.83/2.95 1.63/1.75 1.94/3.82 2.01/2.83

Zone 2 1.62/2.67 1.64/3.82 1.65/2.84 1.83/3.79 2.63/2.56 1.78/3.87
Zone 3 2.62/2.97 1.53/2.93 1.96/3.57 1.53/2.06 1.52/3.87 1.69/2.54
Zone 4 1.79/2.12 1.62/2.04 2.03/3.84 1.82/3.84 1.74/3.12 2.52/2.93

Room 2 1.54/3.72 1.68/3.85 1.86/2.85 1.73/2.78 1.41/3.84 2.91/3.86
Room 3 2.84/2.83 1.83/2.17 2.85/3.52 1.69/3.57 1.63/4.67 1.65/3.93

Avg=1.91/3.17 2.02/2.91 1.63/2.92 2.19/3.26 1.70/2.96 1.81/3.64 2.09/3.32

The results are described in Table 5. We estimate the localization accuracy for all

6 different zones. The average localization error as given on the bottom row appear to be

quite consistent across different days. The standard deviation for RSSI and phase features is

about 0.06 while for that of RSSI only features is about 0.15. Hence the proposed approach

is more robust to change in environments on different time and days.
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Table 8. 3D localization errors given in (cms) for 6 different environments cross validated
with each other using phase andRSSI as training featureswith train/test ratio split 70%/30%.
With left entries indicated by bold character corresponding to localization achieved based
on proposed approach and right entries based onDNN based localization [14]. Each column
represents a environment on which a model was trained and the corresponding localization
errors for environment given in the first column.

Localization Room 1 Room 2 Room 3
Error (cms) Zone 1 Zone 2 Zone 3 Zone 4

R
oo

m
1 Zone 1 1.31/1.73 1.35/2.09 1.27/1.76 1.29/1.82 1.37/2.08 1.31/2.08

Zone 2 1.32/1.46 1.37/1.65 1.32/1.29 1.28/1.61 1.32/1.73 1.24/1.59
Zone 3 1.25/1.27 1.37/1.39 1.34/0.89 1.30/1.27 1.39/1.43 1.32/1.38
Zone 4 1.33/1.42 1.31/1.33 1.26/1.04 1.29/1.26 1.31/1.36 1.32/1.39

Room 2 1.31/1.89 1.32/1.27 1.27/1.69 1.25/1.97 1.25/2.09 1.27/2.05
Room 3 1.37/2.04 1.24/1.34 1.32/1.79 1.26/1.98 1.31/2.04 1.29/2.11

Avg=1.30/1.62 1.31/1.63 1.33/1.51 1.30/1.41 1.28/1.65 1.33/1.79 1.29/1.77

6.5. LOCALIZATION ERROR FOR DOGBONE

The Monza R6 IC used so far in the custom tags was cut and embedded onto the tag

as given in Figure. 8(a). We crossvalidate the performance of the custom made tags with

the same tag but in a different form factor i.e. the Smartrac Dogbone RFID tag as given

in Table 6. We use a total of three such tags for data collection. The average error for 6

different environments is about 1.46 cms, slightly higher than the tags used in the previous

experiments.

6.6. LOCALIZATION ERROR FOR DIFFERENT TRAINING/TESTING DATA
SPLIT

The results discussed in Table.6.1 and Table.4 are for train/test split for 50%/50%.

We discuss the case where the train/test is split by 40%/60% and 70%/30%. By intuition,

the localization error of the former split should be higher as there are lesser samples for
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training than for testing and the model may not reach its full learning capability. And

the latter should yield equivalent or better results for we have more training samples thus

leading to higher quality model.

The results are tabulated in Table.7 for train/test ratio split 40%/60% and Table.8

for train/test ratio split 70%/30%. Clearly, the model performs worse when the available

train data is lesser than testing data. The average localization error for this train/test split i.e.

40%/60% is ≈ 1.91𝑐𝑚𝑠, thus increasing the error by 43.61%. Similarly, when the train/test

split i.e. 70%/30%, the localization error is 1.30𝑐𝑚𝑠 leading to 2.26% decrease in error.

It can be noted that although the increase in training data reduces the localization

error, the difference in improvement is lower than the difference in performance drop when

lesser training data is available.

7. CONCLUSION

The goal of this project was to accurately localize the RFID tags with minimal prior

information about the position of antennas or tags. This was achieved by steering the beams

upto 25 positions and capturing the RSSI values of the tags for training a CNN model to

learn the location of tags. We achieved an average localization error of 2.40𝑐𝑚𝑠. This error

represents the generalization of the proposed approach for various environments in which

the data was collected i.e. the localization performance was evaluated for models trained

on data collected from different workspaces. We saw a reduction of ≈ 1.77𝑐𝑚𝑠(42%) in

localization error as compared to the baseline DNN model. The proposed methodology

was experimented for lesser number of RSSI values ideal for real time tracking with latency

as low as 0.25 seconds. When phase information is used along with RSSI the localization

was further reduced by 44.5% to about 1.33𝑐𝑚𝑠. In addition to that, the performance of the

proposed system is evaluated on different days resulting in consistent performance.
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SECTION

2. A SINGLE STAGE FULLY CONVOLUTIONAL NEURAL NETWORK FOR
SOUND SOURCE LOCALIZATION AND DETECTION

In this report, we present our approach for DCASE 2020 Challenge Task3: Sound

event localization and detection. We use a single step training method using SELDNet like

models but using fully convolutional architectures. We consider the joint optimization of

both event detection and doa estimation. For the metrics that evaluate the performance of

the model consider interdependence of both parameters performance unlike independent

performance like DCASE 2019 challenge. We use all the sound event classes and corre-

sponding cartesian co-ordinates for each class to create an image like label for reference

and make this an image to image mapping problem. The best model could get DOA error

of around 13.50 and error rate of 0.55.

Sound event Localization and detection has been an interesting topic for research

for a long time. Previously it was a very challenging to achieve satisfactory performance

mainly because of their implementation was based on pure signal processing algorithms.

Recently with availability of comprehensive databases and computational resources several

interesting performances have been observed. Researchers have proposed several deep

learning algorithms that combined solve the localization and detection problem. However,

most of the proposed approaches consider raw spectrograms as an input feature to neural

networks. Such kind of features may be okay for application involving speech enhancement,

dereverberation and few other problems where the networks learn some kind of patterns

like formants, pitch etc.. Such features are however not applicable to sound events detection

most of the time for they do not consider human speech as their only inputs.
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A very recent implementation of SELD has been described in [2] where a Convo-

lutional Recurrent Neural Network (CRNN) is trained using magnitude and phase spec-

trograms to predict active sound events and their location w.r.t the microphone array. In

DCASE 2019 challenge [1], many research teams have proposed models with state of the art

performances with reduced feature sizes. For example in [8] mel-scale spectrograms and

phase transformed generalized cross correlation (GCC-PHAT) have been extracted from

the spectrograms which contain the necessary and sufficient information for the model to

learn patterns to predict active sound events class and their location.

Most of the previous approaches make use of ensemble models [19] and average

them [8] in the end to further reduce the training error and avoid overfitting. This method

has an advantage when running the evaluation dataset on these trained models to achieve

reasonable performance. However, in our approach we do not train such ensemble models

for they require lot of hyperparameters tuning.

2.1. FEATURE AND LABEL EXTRACTION

The TAU-NIGENS Spatial Sound Events 2020 dataset [29] consists of two record-

ings format: first order ambisonic (foa) and 4 channels from a microphone array (mic). We

use both microphone array (MIC) and first order ambisonics (FOA) format in our experi-

ments. The development dataset consists of a total of 600 recordings each one minute long

sampled at 24000 Hz.

The labels represent the location of each sound source and their corresponding class

for every 0.1s. Therefore, for each recording there are 600 labels. For hop length of 0.02

seconds and window length 0.04 seconds, a complex spectrogram of size 3000x512 can

be derived. This means the labels represent ground truth for every 5 spectrogram frames.

Processing the spectrogram this size can be time consuming and redundant.
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For this kind of application it has been shown the instead of using raw spectrograms

for training neural networks, we can extract useful features like mel spectrograms [8]. For

both FOA and MIC dataset, the mel spectrograms are calculated. In addition to this the

GCC-PHAT are also calculated for the mel bands. We use the 64 mel frequency bands as

suggested in the baseline thus reducing the input feature mel-spectrogram to 3000x64 with

a total of 17 channels (10 MIC and 7 FOA).

There are a total of 14 sound events with 2 or less sound events active at any given

time. Hence the sound event detection (SED) Labels can be structured as a vector of length

14 for 14 classes with any particular sound event as active or not by a binary 0 𝑜𝑟 1.

Similarly, we have another 14 reference labels for each x, y and z co-ordinates where any

particular active sound event is given its co-ordinates rest being zero. We use the cartesian

co-ordinate system over spherical for all the reference labels lie between (-1,1). This way

each corresponding label now has 56 labels of which first 14 are binary 0/1 SED labels and

next 42 are x, y and z DOA labels.

since the hop length (0.02 s) is 1/5𝑡ℎ of the time for which labels have been provided

(0.1 s), we upsample the labels by copy the labels 5 times to match the input feature size in

time steps. For example, for every 300 input frames, there would be (300/5=60) reference

labels. After upsampling, there are labels for each time frame. As a result, for input feature

size of (300 x 64) the labels matrix size is (300 x 56). This can be considered as image to

image mapping problem since all the reference labels are within (-1,1)

2.2. ARCHITECTURE

The baseline architecture consists of a convolutional recurrent neural network with

3 convolutional layers followed by bidirectional GRUs and Dense layers. The SED task is

considered as classification problem and the DOA is considered regression problem. In our

approach, we consider the entire problem as regression and train image to image network

using Fully convolutional layers with GRUs.
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Figure 2.1. Fully convolutional architecture with skip conv-GRU layers for SELD.

The architecture we use is a modified version of U-NET [30] with skip connections

replaced by convolutional and GRU layers as seen in Figure. 2.1. Each path towards the

output with/without skip connections serves similar to SELDNet like CRNN model. The

intuition behind this architecture is to avoid the use of ensemble models and stack all the

models in the final stage. In total there are 4 paths serving as 4 SELDNet like models. The

main path consists of the following sequence of layers. The squeezing path is given by:

encoder1 → encoder2 → encoder3 → encoder4 → GRU4 → decoder1 → decoder2 →

decoder3→ decoder4→ output. Throughout the trainingwe use (3 x 3) convolutional filters

with padding on both sides unless specified. We specifically use padding and max pooling

(stride=(2 x 2)) to reduce feature maps instead of stride to change the shape of the output

image to that of the reference label. The layers in the main path and their hyper-parameters

with corresponding outputs are as described Table.2.1. Encoder1 and 2 blocks have not

been zero padded along third dimension (frequency) while performing convolutions. As

such after the convolution and max-pooling their size is reduced to (32 x 300 x 62) and (32
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Table 2.1. Encoder Decoder Architecture

Stage Output Layers
input 17x300x64 input features
encoder1 32x150x31 conv,BN,pReLu,maxpool,pad(1,0)
encoder2 64x75x14 conv,BN,pReLu,maxpool,pad(1,0)
encoder3 128x37x7 conv,BN,pReLu,maxpool,pad(1,1)
encoder4 256x18x3 conv,BN,ReLu,maxpool,pad(1,1)
GRU 4 256x18x3 Bidirectional 2 layer,768 GRU units
decoder1 128x37x7 convTranspose,BN, ReLu
decoder2 64x75x14 convTranspose,BN, ReLu
decoder3 32x150x28 convTranspose,BN, ReLu
decoder4 1x300x56 convTranspose,BN, TanH

x 150 x 31) respectively instead of (32 x 300 x 64) and (32 x 150 x 32) if done with zero

padding along third dimension. Similarly for Encoder2 the output is reduced to (64 x 75 x

14). Encoder3 and 4 follow usually with zero padding along both the dimensions.

The output of GRU4 is then upsampled by doing transposed convolutions to get

(128 x 37 x 7). This output is concatenated with encoder3 output and again upsampled.

However, the output of decoder3 has (150 x 28) feature maps as opposed to (150 x 31) of

encoder 1. Hence in encoder1, we crop the first and last 2 features across last dimension

and perform upsampling to achieve (150 x 28) features. The last layer does not need to any

concatenation and is directly upsampled to achieve the predicted labels. Unlike U-NET that

performs all symmetric reduction and upsampling of features, this approach has asymmetric

skipped operations.

There are in total three skipped connections in this architecture. Each connection

consists of repeated convolutions followed by Bidirectional GRUs. The (conv x 5), (conv x

4) and (conv x 3) represents performing 5, 4 and 3 repeated convolutions. The layers details

can be found in Table.2.2. The convolutions are performed with same input and output

features such that their dimensions remain same in order to concatenate with upsampled

features.
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Table 2.2. Skip connection/concatenation layers

Stage Output Layers

conv x 5 32x150x31 5 repeated convolutions
conv,BN,ReLu

GRU 1 32x150x31 Bidirectional 2 layer,992 GRU units

conv x 4 64x75x14 4 repeated convolutions
conv,BN,ReLu

GRU 2 64x75x14 Bidirectional 2 layer,896 GRU units

conv x 3 128x37x7 3 repeated convolutions
conv,BN,ReLu

GRU 3 128x37x7 Bidirectional 2 layer,896 GRU units

2.3. RESULTS

The trained models are used to predict the outcomes of the validation and test

dataset. All GRU layers are set with dropout of 0.2. The approach used in this study is

very specific to the input feature dimensions. For other previous approaches like SELDNet

models [2] and ensemble approaches, the model can accept variable inputs. But in our case,

since we are performing asymmetric skip connections in the so called fully convolutional

architecture and with image to image learning and the size of input and output image being

different. The entire model needs to be changed in order to be compatible with different

input feature shape.

We consider input feature to have 300 frames or 300 time steps with 64 mel bands.

The image is then passed through the network to output a (300 x 56) image with predicted

SED+DOA (14+42) values. From this output, the SED corresponding values are rounded

to their nearest integer. Since the reference labels have been provided for every 5 frames

we squeeze out one set of labels for every 5 time steps to calculate the SELD metrics.
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Table 2.3. Results on development dataset

Submission ER200 F200 LE𝐶𝐷 LR𝐶𝐷 SELD
1 0.55 54.2 13.60 63.6 0.35
2 0.56 53.7 140 62.6 0.37
3 0.55 55.4 14.90 66.5 0.35
4 0.54 55.6 15.20 67.2 0.35

baseline 0.72 37.4 22.80 60.7 0.49

2.4. SUBMISSIONS

Of the four submissions first two are FCn based and the other two are CRNN

architecture based similar to SELDNet. Although the performance of FCn based model has

better performance but it is only slight improvement in terms of DOA error as compared

to submission 3 and 4. The layers for latter model are given in Table.2.4. The SED

labels are considered as classification problem with and DOA are considered as regression

while calculating losses. Unlike the FCn model where entire model output considered as

regression problem. For all submissions the learning rate was fixed throughout training and

was optimized using Adam optimizer. For submissions (1,3) and (2,4), the learning rate

was 0.0001 and 0.00005 respectively.

2.5. SUMMARY

We conclude that the performance of our approach outperform baseline methods.

But there definitely is further room for improvement. More complex and deeper architectures

need to be experimented with like ResNET, Inception models among others. Also ensemble

methods might lead to further reduction in training losses and better generalization for

evaluation dataset.
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Table 2.4. Alternate SELDNet like CRNN architecture

Stage Output Layers
input 17x300x64 input features
conv1 32x300x64 conv,BN,ReLu
conv2 64x300x32 conv,BN,ReLu,maxpool(1,2)
conv3 128x300x16 conv,BN,ReLu,maxpool(1,2)
conv4 256x300x8 conv,BN,ReLu,maxpool(1,2)
conv5 512x300x4 conv,BN,ReLu,maxpool(1,2)
conv6 512x60x2 conv,BN,ReLu,maxpool(5,2)
GRU 60x1024 2 layer,1024 GRU units
dense1 60x512 Fully connected layer,dropout
dense SED 60x14 Fully connected layer
dense2 60x512 Fully connected layer,dropout

dense DOA 60x42 Fully connected layer
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3. CONCLUSIONS

The contributions are majorly for microphone array geometry optimization and

RFID localization. As for the localization, both DOA and 3D estimation techniques are

proposed. We conclude the following contributions for the dissertation.

1. Proposed simultaneous optimization of microphone array geometry and regulariza-

tion parameter using analytical approach PSO.

2. Overall aperture reduction for linear arrays of 40% in comparison to nested arrays in

case higher directivity is desired.

3. 15% smaller aperture compared to stochastic and analytic optimized arrays for fre-

quency invariant response

4. Optimized planar array geometry for a given maximum aperture and the desired DF

or WNG for multiple look directions.

5. The approach presented for planar arrays can achieve robust super directive frequency

invariant response.

6. Reduction of the aperture by 10% and 20% along x and y dimension respectively

when compared with UCA, uniform grid and the recently proposed GA based array

optimization at 1kHz.

7. RFID tag Direction Of Arrival (DOA) estimation is estimated with minimal assump-

tions with lowest latency of 0.25 seconds and average error of ≈ 6.060.

8. The proposed approach is setup using commonly available off the shelf equipment

and does not require multiple antennas and refrence tag locations to be known in

advance.
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9. The proposed DOA approach was able to model the multi path, spatial aliasing and

NLOS effects with minimal assumptions.

10. Proposed 3D estimation of RFID tags with average localization error of 2.40𝑐𝑚𝑠.

11. The localization performance was evaluated for models trained on data collected from

different workspaces.

12. Reduction of ≈ 1.77𝑐𝑚𝑠(42%) in localization error as compared to the baseline DNN

model with latency as low as 0.25 seconds.

13. Localization error was further reduced by 44.5% to about 1.33𝑐𝑚𝑠 with use of phase

information.

14. The performance of the localization is evaluated on different days resulting in con-

sistent performance.

15. We also evaluate the performance for different form factor for the given IC with

localization error increased by ≈ 10% to 1.46𝑐𝑚𝑠.

16. The proposed approach was trained on 50%-50% for training and testing model while

still achieving accurate results.
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