
08 November 2022

POLITECNICO DI TORINO
Repository ISTITUZIONALE

SCALABLE AR FOR BIM ON TELECOMMUNICATION NETWORK SITES / Palma, V.; Spallone, R.; Cicone, G.; Lops,
G.; Rinauro, R.. - In: INTERNATIONAL ARCHIVES OF THE PHOTOGRAMMETRY, REMOTE SENSING AND SPATIAL
INFORMATION SCIENCES. - ISSN 2194-9034. - ELETTRONICO. - XLVI-2/W1-2022:(2022), pp. 409-414.
[10.5194/isprs-archives-XLVI-2-W1-2022-409-2022]

Original

SCALABLE AR FOR BIM ON TELECOMMUNICATION NETWORK SITES

Publisher:

Published
DOI:10.5194/isprs-archives-XLVI-2-W1-2022-409-2022

Terms of use:
openAccess

Publisher copyright

(Article begins on next page)

This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository

Availability:
This version is available at: 11583/2957422 since: 2022-03-05T19:29:47Z

Copernicus Publ.



 SCALABLE AR FOR BIM ON TELECOMMUNICATION NETWORK SITES 
 
 

V. Palma 1, R. Spallone 1, G. Cicone 2, G. Lops 2, R. Rinauro 2 
 

1 Politecnico di Torino, Department of Architecture and Design, Italy - (valerio.palma, roberta.spallone)@polito.it 
2 INWIT - Infrastrutture Wireless Italiane S.p.A., Italy - (giulia.cicone, gianpiero.lops, roberto.rinauro)@inwit.it 

 
Commission II 

 
 

KEY WORDS: AR, BIM, project management, telecommunications, markerless tracking 
 
 
ABSTRACT: 
 
A growing number of research works, experiments and applications is investigating the potential at the intersection of augmented 
reality (AR) and the architecture, engineering, and construction (AEC) industry. Project management, project communication, 
collaborative design, maintenance and construction progress documentation, construction site safety, and training are some of the cases 
that can benefit from blending real and virtual views through mobile devices. In recent years, research also highlighted how mixed 
reality and building information modeling (BIM) could cooperate to provide effective communication between multiple agents and 
closer interaction between digital information and the building site. Nevertheless, consolidated applications in these fields are still 
limited, especially when compared to other areas of AR adoption. This paper presents the development of an AR-based mobile app for 
exploring telecommunications tower sites and interacting with a related BIM database. The project aims to provide easy-to-use tools 
to maintain both the physical assets and an up-to-date model. We discuss critical issues in developing a scalable and interoperable 
application, supporting the feasibility study of similar solutions in the AEC sector. 
 
 

1. INTRODUCTION 

The architecture, engineering, and construction (AEC) sector 
increasingly consider augmented reality (AR) a design support 
tool (Garbett et al., 2021) and a growing number of experiments 
is investigating the potential at this intersection (Noghabaei et al., 
2020). Nevertheless, consolidated applications are still limited, 
especially when compared to other areas of AR adoption. 
AR tools ensure more intuitive exploration and understanding of 
3D models. This increased usability of digital representation can 
boost applications in managing complex design projects and 
support maintenance, documentation, and professional training. 
By fostering bidirectional and frequent communication between 
the artifact and its representation, AR can contribute to the study 
and specialization of the digital twin paradigm – a well-
established concept in the production engineering sector (Grieves 
and Vickers, 2017) – for architectural contexts (Khajavi et al., 
2019).  
The proposed contribution aims to clarify some operational 
possibilities related recent AR solutions, in order to develop more 
feasible and scalable applications. We present an ongoing project 
dealing with the integration of AR – or, more generally, of 
computer vision technologies to interact with the built space – 
with building information modeling (BIM). The research team 
studied how this combination could facilitate the comparison 
between digital design and the construction site, and aid database 
updating operations. The application field is the management of 
an extensive network of sites for mobile communications towers 
and is based on the development of an app for mobile devices. 
 

2. RELATED WORKS 

Augmented Reality overlays digital layers to real-word images 
captured by a camera (Amin and Govilkar, 2015). The system 
generates a coherent perspective view of the virtual components 
by estimating the user’s position and movements, thus providing 
intuitive understanding and interaction methods to access space-
related information. AR is part of a broader domain of mixed 
reality (MR), which includes the many shades of the intersection 

between digital imagery and real-world stimuli (Milgram and 
Kishino 1994). 
In recent years, the evolution of computer graphics and the 
commercial success of AR technologies have been spreading 
devices specifically designed to blend real space and digital 
objects. Smartphones and other hand-held devices integrate 
hardware that aids in mapping the user's location and 
surroundings, such as multiple cameras with different sized fields 
of view, motion sensors, AI chips for computer-vision tasks, and 
even LiDAR scanners (Campi at al., 2021). Furthermore, 
research on dedicated hardware in head-worn format, although 
still far from widespread use, suggests an increasing 
pervasiveness of AR in everyday life and professional activities 
(Lin et al., 2021). 
In the AEC sector, AR shows advantages in addressing a variety 
of management issues (Ahmed, 2019). Project communication is 
often seen as a task that could benefit from immersive 
visualization. AR can induce a more intuitive comprehension of 
the project, thus supporting option evaluation, collaborative 
design, and the reception of end-user's preferences (Zaher et al., 
2018; Noghabaei et al., 2020). Much research highlights the 
possible applications of mixed reality in construction safety, 
spanning hazard identification, safety inspection, instruction, and 
training (Li et al., 2018). 
Support in the construction phases includes progress tracking, 
clash detection, and the on-site validation of the design. Several 
experimental projects discuss the advantages of AR in carrying 
out on-site, highly customized manufacturing or parametric 
design-related operations (Akbari, 2018; Jahn et al., 2019). As 
Song et al. (2021) argue, digital fabrication in architecture can 
exploit AR in guiding assemblage and construction procedures, 
enabling on-site customization and optimization, and handling 
design defects and construction tolerance. IT company Fologram 
demonstrated AR usage for 3D “holographic” instruction in a 
construction site environment, that is, showing 1:1 CAD 
drawings through headset devices (Felix, 2019). Conversely, a 
partnership between Autodesk and RealWear proposed AR 
access to BIM data – again exploiting hands-free devices – 
without showing full-scale site-matching elements (RealWear, 
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Inc., 2021). The actual integration of 3D models and non-
geometric data seems still limited and is not supported out-of-
the-box by dedicated software. 
In recent years, research on the interaction between MR and BIM 
has begun to highlight the complementarity of the two 
technological areas (Ahmed, 2019; Noghabaei et al., 2020). AR 
can in fact support the mitigation of some shortcomings related 
to the complexity of BIM models, such as communication 
between multiple agents with different skills and the interaction 
between digital information and the building site.  
Williams et al. (2015) proposed one of the first methods for 
accessing BIM data – both geometric and informative – through 
mobile AR, addressing a single-model case and relying on a pre-
defined observation spot for the alignment of physical space and 
the digital model. More recently, Garbett et al. (2021) proposed 
an AR system connected to a cloud database, again through 
marker-based solutions. A “markerless” experiment for the AEC 
area was proposed by Kopsida and Brilakis (2016), who 
superimposed a single BIM project to a camera scene, tracked 
using a Kinect sensor. Nevertheless, we have not identified 
markerless AR applications in scalable BIM-enabled projects. 
 

 
Figure 1. Axonometric view of the BIM representation of 
one of the sites managed by INWIT (screenshot taken from 

the Autodesk Viewer web service). 

 
3. DEVELOPED METHODOLOGY 

3.1 Concept and scope 

The project is carried on through a research contract between the 
Department of Architecture and Design of the Politecnico di 
Torino and the industrial partner INWIT - Infrastrutture Wireless 
Italiane S.p.A. INWIT operates an extensive network of antenna 
towers and related equipment. These assets have recently 
undergone a digitalization process, documenting the on-site 
condition through BIM and enhancing accessibility to models 
and data using a cloud platform (Figure 1). 
The project has a twofold objective. On the one hand, we want to 
study methods for the automatic recognition of such assets to 
allow easy consultation of the information models, even for non-
expert operators. Using the physical object as a map for digital 
information (Spallone and Palma, 2021), one can quickly identify 
a component that needs intervention and obtain data and 
instructions. On the other and, the on-site interaction with the 

model allows a comparison with the current state of the site and 
helps to update existing models. 
The sites managed by the company present a wide variety of 
typologies, but the project focused on a subset characterized by 
low-rise towers. Therefore, we expect that final users will operate 
on the ground and without the aid of special equipment. The 
targeted assets are antennas on poles – or small lattice towers – 
and other ground equipment, including switchboards, power 
stations, and cabinets. These are generally standardized objects 
subject to frequent substitution, integration, and alteration. 
 
3.2 Components 

The research team developed semi-automatic systems for 
recognizing artifacts and updating and interrogating the existing 
BIM database, also addressed to non-expert users. Various 
technologies based on computer vision were examined – 
including machine-learning object detection and mixed reality 
tools – to compose an effective system for identifying or 
recognizing the equipment present on the site. In particular, 
during the project, the choice fell on AR systems to obtain the 
site recognition and tracking, and explore its digital replica. 
Hence, we developed intuitive and rapid tools for browsing 
information and reporting discrepancies between the building site 
and the last model update. 
The work consisted in developing a pipeline that allows 
communication between an AR app and the server containing the 
company’s BIM database. The system was organized into three 
main components (Figure 2): 

• an application programming interface (API) for 
communication between the app and the database; 

• the graphic interface of the mobile app; 
• the toolkits to enable AR, including AR functions on 

the app side and tools to produce and host target 
models. 
 

 
Figure 2. Scheme of the main components of the developed 

system: (1) server-client API communication; (2) user 
interface on the app side; (3) AR model archive and AR 

visualization tools. 
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3.3 Employed software 

The software used to develop AR functions, namely Vuforia by 
PTC Inc., allows the integration of sensor-based and vision-based 
tracking techniques and the recognition of natural features in 
three-dimensional objects. This makes it possible to test 
markerless systems and perform extended tracking, that is, to 
display the virtual overlay even far from a reference object (Amin 
and Govilkar, 2015). Furthermore, the system offers several 
options for established and reliable tracking techniques, such as 
image and barcode-like markers, which we used to develop 
backup solutions. 
We created the structure and the mobile interface of the app using 
the Unity game engine, a popular development environment also 
for serious games and non-gaming applications that involve 
extensive use of 3D graphics (Kontogianni and Georgopoulos, 
2015). Unity allowed us to develop a multi-platform app, create 
communication systems with a server, and download 
components at runtime through a network connection. The latter 
is an essential feature for a scalable app that requires both 
geometric models for visualization and site-specific datasets for 
activating AR functions. 
Finally, the BIM model server used by INWIT is based on 
Autodesk cloud services, that is, the BIM 360 management 
software and Forge web APIs. 
 

4. PROTHOTYPING 

4.1 App-database communication 

The first component enables communication with the BIM 
database. The app can access models and data on the company's 
servers and submit issues for reporting updates. The component 
required designing software modules both on the mobile 
application side and the server – to manage models. 
The company's models are produced in Autodesk Revit and 
organized through the BIM 360 platform, a toolkit for project 

cloud management. Autodesk APIs Forge include solutions for 
interacting with the BIM 360 database, and therefore allow a 
third-party app to read documents and send data. The app (client) 
can send request messages to the server and get a response in text 
format (JSON). At the current stage of development, the APIs 
have been used to extract metadata from a Revit file on the server. 
We obtained the list of elements of a single test model, 
specifically uploaded to the server, and the attribute list of each 
one (Figure 3). The messages sent by the server are decoded by 
the app and sent to the interface components.  
 

 
Figure 3. Screenshots of the data views of the developed 

app. The left view shows the list of available elements, while 
the right one shows the attributes of a single element. 

 
The app needs to obtain, in addition to metadata, also the 
geometric information of Revit files, to be fully scalable and 

Figure 4. Screenshots of the developed mobile app, showing the selection of BIM elements through the camera view. In the 
central image, a tablet temporarily displays the tracked marker for test purposes; in the other images. The image on the left 

shows one of the developed markup tools, allowing the user to highlight a model element that is missing on-site. 
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adaptable to an extensive and expanding BIM model archive. We 
tested the download of FBX files previously exported from BIM 
documents. The FBX models produced include each element's 
unique ID used in the Revit project (element's ID Number). In 
this way, once the app obtains the geometric model and the 
metadata, it can connect each element to its attributes. The 
display model corresponds to a subset of the elements of the 
Revit project since it excludes parts that are not useful for AR 
functions, such as small details and the masses representing the 
building that houses antennas.  
However, the exposure of geometric data has yet to be optimized: 
it is necessary to create batch processes for exporting from large 
archives such as that of INWIT. Additionally, further tests will 
evaluate other APIs to directly extract geometry from the Revit 
file (for example, Forge's Model Derivative API allows this type 
of operation). 
 
4.2 Graphic interface 

The second component concerns the client device, that is, the 
mobile user interface solutions and the functions to make web 
services available. 
The component includes the following sets of tools: 

• tools for data visualization; 
• tools for exploring the 3D model; 
• tools for editing data to be sent to the server. 

Data visualization is managed through cards featuring a list 
layout. The main views are the model elements view and the 
datasheet related to a single element.  
We designed tools that make the 3D model easier to explore, 
combined with AR functions. In particular, a user can highlight 
some specific element, displaying its outline or a hatch pattern 
(Figure 4). The function can support reporting the deletion of an 
element (information to be forwarded to the server), finding 
objects selected through the list layout, or performing other 
manual selection and markup procedures. For example, an 
element could be highlighted upon notification of the database 
manager, provided that a specific parameter in the BIM project 
activates the selection in the frontend. 
Model mesh rendering on top of the target object can be disabled 
through a visibility parameter. Displaying the camera view and 
the sole model-based outlines can produce the impression that the 
real object itself is being selected. The designed user interface 
(partly under construction) also includes on-screen arrows to 
search for objects outside the field of view, previously browsed 
through selection tools (Figure 5). 
 
 

 
Figure 5. Graphic representation of one of the proposed user 
interface functions. When a selected object is off the field of 
view, an arrow on the edge of the screen can direct the user. 

4.3 AR: markerless experiments 

The AR component allows the visualization of the BIM model 
superimposed on the camera images. The preparation of this part 
of the prototype includes the development of the mobile app and 
a set of operations to set up AR targets, that is, the reference 
objects that the system uses to establish the relationship between 
real space and the virtual environment. 
The project has provided for tests aimed at understanding 
whether, at present, commercial AR technologies, and the 
Vuforia SDK in particular, allow the recognition of three-
dimensional physical structures as reference points to enable the 
AR experience. Vuforia makes it possible to recognize and trace 
physical assets based on a 3D reproduction (Figure 6). 
 

 
Figure 6. Scheme of the markerless AR tracking behavior. 

 
Unity allows you to download specific software packages at 
runtime (UNITYPACKAGE files). These may include the 
information required by Vuforia to perform recognition 
functions, satisfying the need for application scalability.  
The target can be a point cloud model or a mesh model. In both 
cases, Vuforia expects it to be converted into a compatible format 
through proprietary support tools. So far, the research has 
identified this step as a potentially critical issue for an efficient 
application, due to the manual work required by the model 
conversion processes. In fact, the tools made publicly available 
by Vuforia require several target optimization steps to be 
performed through a graphical interface (no command-line tools 
are provided). 
Furthermore, the 3D targets showed some limitations. We 
produced mesh target models by filtering components of the 
Revit project to export models compatible with the conversion 
tools (supporting a maximum of 400 000 polygons) such as FBX. 
Nevertheless, tests conducted on an INWIT site showed that the 
geometric inaccuracies of the current models do not deliver valid 
targets. In fact, many BIM documents were produced at the 
design stage and have not yet been updated to as-is conditions – 
although INWIT has planned this improvement. 
As for the creation of point cloud targets, the Vuforia software 
available at the time of testing (2021) was compatible with a 
limited set of acquisition tools (for example, Apple devices 
equipped with LiDAR or Matterport scanners) and mainly 
supported indoor acquisition procedures. These limits have not 
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yet made it possible to carry out on-site tests, although future 
experiments will include validating the tracking of our open 
space models. 
 
4.4 AR: baseline solution 

To overcome 3D-target-related critical issues, the prototype was 
integrated with functions to recognize two-dimensional physical 
markers. We chose the barcode-like marker system provided by 
Vuforia, called VuMarks. These 2D markers have a highly 
customizable structure and encode data that the app can read 
during recognition (Figure 7). Our customized version records 
the site ID to let the model download start automatically. Among 
other advantages, the high contrast of the components, required 
by design constraints, guarantees effective recognition even with 
small target dimensions – the documentation suggests using 
targets larger than 25 mm. 
The drawbacks of this solution include the need to install one or 
more printed markers at each site. Since the target is point-like – 
compared to model targets – more than one target may be needed 
to compensate for extended tracking errors if the user strays far 
from a target within a large site. In fact, in some contexts, the 
different pieces of equipment can have distances of tens of meters 
and also be arranged on several levels. 
Markers require durable support, print, and anchoring system. 
Furthermore, the exact position of the target within the site must 
be measured and recorded in advance. We designed specific 
functions to survey target position – yet to be implemented – 
again exploiting AR. The user will perform the survey after 
installing the physical target or before using the other functions 
of the app. In particular, one will be able to check through AR 
the correct alignment of the model and the site by viewing the 
model silhouette. 
 

 
Figure 7. Example of marker developed for the INWIT sites, 

based on the Vuforia VuMark service. The left part of the 
image highlights components such as the variable pattern for 

code registration (green) and the relevant portions used to 
establish orientation (purple and yellow). Graphics inside the 

hexagonal border are not used for recognition purposes. 

 
5. RESULTS 

The project produced a prototype mobile app capable of 
superimposing in AR a 1:1 scale digital representation on the 
antenna towers and the connected equipment. The app, therefore, 
provides intuitive navigation of BIM documents. The prototype 
allows to select and interrogate the objects in the camera images, 
making the company's BIM models coincide with them. The user 
can query data and metadata and send reviews and reports to the 
BIM management team directly on-site through fast and easy-to-
use functions. 

The main features of the designed app-database system are the 
following: 

• it allows recognition and tracking of the tower site; 
• is based on a cloud database, to support system 

scalability; 
• allows interactions with the BIM database in reading 

and writing; 
• includes a set of custom data visualization tools that 

facilitate interaction with the models. 
Various solutions to implement the recognition and anchoring 
tools have been analyzed and tested, including markerless AR 
tracking techniques, highlighting some critical issues related to 
calibration, interoperability, and scalability, and allowing to 
define the possible development of the project. 
 

6. FUTURE DEVELOPMENTS 

The bidimensional marker system was designed as a backup 
solution for the markerless system, which will require further 
research and experiments to assess reliability. Although the AR 
functions with mesh targets require specific acquisition 
techniques, the pace of evolution of the tools allows us to predict 
an increase in the compatibility of conversion software with point 
cloud formats and acquisition tools. We can foresee that the 
future development phases of the project will also exploit point 
clouds associated with INWIT's assets – the company is 
conducting digital survey campaigns – and perform field tests to 
validate the effectiveness of targets of this type. 
Other components of the project require further development. 
The sending of requests to the server for writing information on 
BIM models – issues for corrections and additions – has yet to be 
tested. We will also optimize the management of geometric files 
on the server, both for exporting display models and producing 
target models. 
In the final stages of the prototype development, we will also 
evaluate the integration into the app of model visualization tools 
made available by BIM 360 (a viewer based on WebGL 
technology) to offer the user a virtual-only map of the site. 
Eventually, we will need to manage user authentication and 
monitor the status of requests. To implement these functions, 
Forge and BIM 360 tools are available, but custom interface 
elements will be required. 
 

7. CONCLUSIONS 

The current hype for AR enhances some technical possibilities of 
mobile computing and presents this technology as a naturally 
engaging and easy-to-use medium. However, several limitations 
seem to hinder the transformation into operational applications of 
the many methods, tests, and prototypes that are spreading in the 
AEC context (Sindani et al., 2021). 
The presented work contributes to deepening aspects that still 
find little place in literature, such as the role of AR in the 
maintenance of both the physical object and an up-to-date model.  
The interaction with the industrial partner INWIT allowed to 
highlight the advantages of AR in managing the lifecycle of 
equipment and structures, in reducing errors during installation, 
and in reviewing design documents. In terms of technological 
advances in the AR field, the research stressed the advantages 
and limitations of solutions that use three-dimensional objects 
themselves as a target for setting up AR overlays. 
In conclusion, the project, developed in a corporate context and 
aiming at a sound impact on the company's processes, contributes 
to the discussion on the benefits and costs of adopting AR 
technology, supporting the feasibility study of similar solutions 
in the AEC industry. 
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