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Supplementary Note 1: Evaluation of the uncer-
tainty

The expanded uncertainty of experimental measure-
ments was estimated as [36]:

U = ku

√
u2
A + u2

B , (S1)

where uA refers to the component of uncertainty estimated
by statistical analysis (type A), uB refers to the compo-
nent of uncertainty evaluated by a priori information on
the instruments used, such as their calibration, accuracy
and resolution (type B), and ku = 2 is the coverage factor,
in accordance to the NIST standard on uncertainty evalu-
ation [54]. The error bars reported in the figures present
an interval of ±U , which, for every measure, is computed
as described in the following subsections.

Position of the water front

The standard uncertainty on the i-th measurement of
the height reached by the water front hi

t in vertical and
horizontal experiments was evaluated as:

uhi
t
=

√(
us

2
√
3

)2

+

(
ufi

t

2
√
6

)2

, (S2)

where us = 2 mm is the contribution to uncertainty of
the depth of dipping (considered as uniformly distributed)
and ufi

t
is the thickness of the measured water front at in-

stant t, evaluated from the processed IR images. The con-
tribution to the uncertainty of the caliber resolution was
considered negligible. Thus, the uncertainties reported in
Figs. 2D and 6D were evaluated as ku · uhi

t
.

The expanded uncertainty on the maximum height reached
by the water front hm was evaluated as:

Uhm
= ku

√∑N
i u2

hi
t

N2
+

R2

N
, (S3)

where R = (max(hi)−min(hi)) /2 is the evaluation of the
A-type component of the uncertainty of the N = 6 mea-
surements performed.

Absolute permeability

An equation in the form ht = C
√
t was used to fit the

experimental data obtained from the horizontal wicking
tests (see the inset of Fig. 2D) according to the least
squares method. The obtained fitting constant C was used
to evaluate the absolute permeability in Eq. 3, thus its
expanded uncertainty was evaluated as:

UK = ku

√(
∂K

∂C
uC

)2

+

(
∂K

∂ϕ

Uϕ

k

)2

+

(
∂K
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upc

)2

,

(S4)
where uC = 5.77 · 10−13 is the contribution to the un-
certainty of the least-squares fitting on the experimental

data, Uϕ = 0.048 is the expanded uncertainty of the aver-
age yarn porosity (see Ref. [4] for further details on the
evaluation of Uϕ) and upc

= ρwg(Uhm
/k) is the standard

uncertainty of the capillary pressure. Note that the un-
certainty on the value of density of the wetting fluid was
considered as negligible.

Temperature

The expanded uncertainty of the i-th evaluation of tem-
perature shown in Fig. 3B, Figs. 4B-C and Fig. 6B were
evaluated as:

UT,i = ku

√(
ur√
3

)2

+
(uTM

2

)2
+
(uFS

2

)2
, (S5)

where ur = 10−2 ◦C is the contribution of the resolution
of the digital logger considered as uniformly distributed,
uTM = 10−1 ◦C and uFS = 0.35 ◦C are respectively the
contributions of the sensitivity and the accuracy on the
full-scale reading of the thermistors, both considered as
normally distributed with a coverage factor ku = 2.
The experimental data reported in Fig. 7B were evalu-
ated by time-averaging the measured temperatures by the
thermistors applied on the surface of the heaters, thus their
expanded uncertainty was evaluated as:

UT = ku

√
2

(
UTi

k

)2

+ s2∆T , (S6)

where s∆T is the standard deviation of the temperature
difference between the two thermistors ∆T . The experi-
mental temperature difference shown in Fig. 7C is com-
puted by time-averaging the temperature measurements
of the two thermistors placed at the center of the heaters,
thus the expanded uncertainty shown was evaluated by
Eq. S6.
The uncertainty of the computed temperature trends shown
in Fig. 6B (green and black curves) were obtained by av-
eraging the results of 27 simulations. Each simulation was
performed using a combination of three parameters, which
were varied according to their standard uncertainty: the
B-type uncertainty on the measurement of relative humid-
ity, uRH = 0.025; the estimated uncertainty on the imbi-
bition time ti, uti = 0.5 s; the uncertainty on the convec-
tion coefficient h, uh = 0.1 W/(m2K). The 27 simulations
considered the possible combinations between the average
value of each parameter and the values at the extremes
of each interval. The temperature curves reported in Fig.
6B were computed by averaging the simulation results at
each considered time-step, while their expanded uncertain-
ties were evaluated by multiplying the standard deviation
of the temperatures at each considered time-step for the
coverage factor ku = 2.
The computed temperature values reported in Fig. 7B
were evaluated by averaging the simulation results ob-
tained by three different values of the air gap thickness,
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[ga, 2ga, 3ga], with ga = 7.1 · 10−5 m. Their uncertainty
was evaluated as UT = ku (max(Ti)−min(Ti)) /2, where
Ti is the point-dependent temperature value obtained from
the i-th simulation.

Experimental evaporation rate

The experimental evaporation rate m̄exp
ev was evaluated

by Eq. S9. Thus, the uncertainty of the i-th value was
evaluated as:

um̄exp
ev ,i =

[(
∂m̄exp

ev
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(S7)

where uM̄ev,i
∼ 10−9 kg/s is the contribution to un-

certainty according to the least-squares fitting method,
uw = 3·10−3 m is the uncertainty of the measured width of
the sample considered as uniformly distributed, and uhm,i

is the uncertainty of the i-th measurement of the maximum
height, evaluated through Eq. S2. The expanded uncer-
tainty Um̄exp

ev
of the average experimental evaporation rate

m̄exp
ev was computed as:

Um̄exp
ev

= ku

√∑N
i u2

m̄exp
ev ,i

N2
+

R2

N
, (S8)

where R = (max(m̄exp
ev )−min(m̄exp

ev )) /2 is the evaluation
of the A-type component of the uncertainty for the N = 3
measurements performed.

Supplementary Note 2: Effect of water evaporation
on the capillary rise experiments

Since the measured value of hm might be affected by
the evaporation of water, the evaporation rate during the
vertical wicking tests was measured to assess its effect on
hm. A high-precision balance (ML204, Mettler Toledo)
was used to measure the mass of the textile sample, which
increased with time as the water front advanced; hm was
evaluated when the mass of the sample reached the steady
state. At this stage, the volume of water evaporating from
the sample surface is constantly refilled by the capillary
action. As the dipped end of the sample was removed
from the water basin, the weight measured by the balance
started to decrease linearly with slope M̄ev (measured in
kg/s) due to evaporation. Thus, the specific experimental
evaporation rate m̄exp

ev (measured in kg/(m2s)) could be
evaluated as:

m̄exp
ev =

1

N

N∑
i

M̄ev,i

2hm,i · wi
, (S9)

where wi is the width of the i-th sample and N = 3 is
the number of tests averaged. Note that the lateral thick-
ness of the samples, approximately 1% with respect to the
frontal surface, was assumed having a negligible effect on
the evaporation losses. m̄exp

ev was used to model the the-
oretical effect of evaporation on the wicking performances
of the textile.
To assess the relevance of water evaporation from the tex-
tile on the measured values of hm and ht, the capillary
model proposed by the authors in Ref. [4] was used to
evaluate the capillary pressure pc and absolute permeabil-
ity K for an ideal yarn with the same micro-scale pa-
rameters as the textile used (namely, number of fibers
per yarn, fibers diameter and yarn porosity). Such cap-
illary model was coupled with the approach proposed by
Fries et al. [29], which includes the effects of evapora-
tion rate and gravity to Eq. 2 to compute the time-
dependent position of the water front ht. The result-
ing time-dependent model was implemented with the fi-
nite differences approach and used to estimate the pos-
sible discrepancy between the height reached by the wa-
ter front if an evaporation rate of m̄exp

ev = (3.31 ± 0.11)
kg/(m2s) (measured through Eq. S9 by averaging the re-
sults of three tests performed in laboratory conditions)
was considered or neglected. The evaporating and the
non-evaporating configurations can be compared consid-
ering the instant t when the height of the water front of
the configuration considering evaporation is equal to hm,
namely hev

t = hm = 13.8 cm. At the same instant, the
height of the water front of the modelled configuration
neglecting evaporation is hno−ev

t = 14.3 cm. As this dis-
crepancy is within the uncertainty of the measured value
of hm, water evaporation was neglected in the evaluation
of the van Genuchten’s parameters L, β and n.

Supplementary Note 3: Modelling of the non ho-
mogeneous input heat flux

A schematic of the simulation setup to evaluate the
thermal properties of the silicone heaters is reported in
Supplementary Fig. S5. The thermal flux provided by the
heater Qlh (expressed in W/m3) was described as a linear
function of the radial coordinate with an equal imbalance
percentage at the center c5 and at the border c6 of the
heater, namely:

Qlh = (kx+ p)/(dzπR
2),

k = PinR
−1 (−c5 + c6)

p = c5Pin

c5 + c6 = 0

(S10)

where x is the radial coordinate with x = 0 at the center
of the heater, R = 5.08 cm is the radius of the heater and
Pin = 1.12 W is the heat flux experimentally provided to
the heater by the power supplier. Convective heat trans-
fer was modelled on the bottom surface of the heater, with
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Ub,2 = 0.227 W/(m2K) (evaluated following the procedure
described in Supplementary Note 7); whereas, the effect
of natural convection on the top surface was evaluated ac-
cording to Eqs. S14, S15 and S16. The upper part of the
heater was considered as a diffuse surface with constant
emissivity ᾱh. The simulation iteratively adapted the val-
ues of c5 and ᾱh to minimise the difference between the
measured temperature of the surface and the numerical
results.

Supplementary Note 4: Temperature-dependent
physical properties of water and air

The temperature dependent thermophysical properties
of water are implemented in the model by means of poly-
nomials in the form:

f(T ) = AT 3 +BT 2 + CT +D, (S11)

where f(T ) represents the generic thermophysical prop-
erty at a specific temperature T , expressed in K. The co-
efficients of the polynomials are retrieved from the open
source software OpenFOAM [55] and are summarised in
Tab. S1. Note that, as stated in section 3.1.1, the finite
elements implementation of the time-dependent wicking
used in this work assumed as constants the density and
dynamic viscosity of water. The temperature dependent
thermophysical properties of air were evaluated as:

ρa (kg/m
3
) =

101 · 103

287.058 · T
,

ka (W/(m ·K)) =T 5 · 1.5797 · 10−17 + T 4 · 9.46 · 10−14+

T 3 · 2.2012 · 10−10 − T 2 · 2.3758 · 10−7+

T · 1.7082 · 10−4 − 7.488 · 10−3,

µa (Pa · s) =T 1.5 · 1.512 · 10−6(T + 120)−1,

cp,a (J/(kg ·K)) =T 4 · 1.9327 · 10−10 + T 3 · 8 · 10−7+

T 2 · 1.1403 · 10−3 − T · 4.489 · 10−1+

1.0575 · 103,
(S12)

with T expressed in K.

Supplementary Note 5: Evaluation of the bound-
ary heat fluxes due to convection and to the insu-
lating box

The polystyrene insulation used in the experimental
setup to assess the performance of evaporative cooling
(see section 2.3.1) was represented as a 2 cm thick paral-
lelepiped with a 10 cm x 10 cm upper surface. The thermal
conductivity of the polystyrene was taken as k = 0.0325

W/(m·K). The heat transfer coefficient of the insulating
box Ub was evaluated by imposing an inward heat flux
(Pin, expressed in W) through the circular surface occu-
pied by the textile, supposed isothermal, and measuring
the total flux dissipated towards the environment as:

Ub =
Pin

Ab (T − Ta)
, (S13)

where Ta is the ambient temperature, T is the temperature
of the isothermal surface providing the inward heat flux,
Ab is the total surface of the box exchanging heat with the
environment. An adiabatic condition was applied on the
lower surface of the domain, which was placed on a plas-
tic support, while the remaining surfaces were assumed to
dissipate heat by natural convection. The resulting heat
transfer coefficient of the considered setup was evaluated
numerically (by finite elements model) as Ub,1 = 0.987
W/(m2K) which was used to estimate the out-of-plane
heat flux as n̂ · q = qb = Ub,1(T − Ta) (see Fig. 6A).
The boundary heat losses due to convection (see Fig. 6A)
were evaluated as n̂ · q = qc = h(T − Ta), where Ta =
23.9 ◦C is the average ambient temperature during the
tests, and the convection coefficient h for natural convec-
tion over an horizontal plate was evaluated as [56]:

h =
kair
δl

· Ch · Ra1/4, (S14)

where δl is the characteristic length (ratio between the
area and the perimeter of the circular domain), kair is
the thermal conductivity of air computed at the average
temperature Tav = (Ta+T )/2, Ra is the Rayleigh number
and Ch is a multiplying constant so that [56]:

Ch =

{
0.54 if Ta < T and 104 ≤ Ra ≤ 107

0.27 if Ta > T and 105 ≤ Ra ≤ 1010.
(S15)

The Rayleigh number was evaluated as:

Ra =
gβ (T − Ta)L

3Pr

(µa/ρa)
2 , (S16)

where β ≈ 1/Tav is the approximated expansion coefficient
of air [49] and Pr = 0.7 is the Prandtl number of air.

Supplementary Note 6: Effect of the ramp width
ω on the imbibition time ti

The width of the ramp function r used in Eq. 16 was
chosen to grant numerical stability to the simulation sub-
sequent to wicking (namely, drying). As a result, the thick-
ness of the obtained water front (see Fig. 5C, namely the
distance between the last point with Sw = 0.99 and the
first point with Sw = S0) is wider than the one appre-
ciable in the IR image in Fig. 2A. Lower values of the
ramp width would result in different fitted values of the
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A B C D
Density, ρw
(kg/m3)

0 −3.65471 · 10−3 1.93017 7.64025 · 102

Thermal
conductivity, kw

(W/(m·K))
0 −9.29827 · 10−6 7.1857 · 10−3 −7.10696 · 10−1

Dynamic
viscosity,
µw (Pa·s)

−2.80572 · 10−9 2.90283 · 10−6 −1.00523 · 10−3 1.16947 · 10−1

Specific
heat, cp,w
(J/(kg·K))

−1.27063 · 10−4 1.3736 · 10−1 −4.86714 · 101 9.85069 · 103

Supplementary Table S1: Coefficients of the polynomials used to model the temperature-dependent properties of water.

van Genuchten’s parameters and in a sharper front, but
numerical errors arise when the simulation stops to pass
from wicking to drying. Since the saturation profile Sw is
used in Eq. 25 to compute the wicked volume Vw, it di-
rectly affects ti. To evaluate the effect of ω on ti, the van
Genuchten’s parameters were fitted considering w = 0 and,
consequently, ti was computed considering the new set of
parameters. The resulting values of the van Genuchten’s
parameters are L = 0.277, β = 8.284 m−1 and n = 5.267,
which produced an imbibition time ti = 61.2 s, only 2.5 s
higher than the one estimated with ω = 0.8. This result
proves that ω does not affect significantly the outcomes
of the simulation, as the wicking transient lasts approx-
imately 60 s while the drying process requires approxi-
mately 2000 s.

Supplementary Note 7: Details on the radiative
heat transfer model

The incident radiation Irr(λ) was studied into two wave-
length ranges: the solar radiation in the ultra-violet (UV),
visible (VIS) and near-infrared (NIR) range; the thermal
emission in the infrared radiation (IR). In the former case,
Irr(λ) was evaluated from the AM1.5 spectrum; in the lat-
ter case, it was evaluated from the temperature-dependent
Planck’s law:

Er (T, λ) =
2hP c

2
l

λ5

1

exp
(

hP cl
kBλT

)
− 1

, (S17)

where Er(T, λ) is expressed in W/(m3sr), hP the Planck’s
constant, cl the speed of light and kB the Boltzmann’s
constant. In the indoor test, the environment is considered
as a black-body at the ambient temperature T = Ta, while
in case of outdoor conditions the environment is considered
at T = Tsky, which was evaluated as a function of the

ambient temperature and relative humidity [49]:

Tsky =Ta

(
0.711 +

(
5.6 · 10−2

)
Tdp+(

7.3 · 10−5
)
T 2
dp

)1/4
,

(S18)

where Ta and Tsky are expressed in K, Tdp is the dew-
point temperature expressed in degrees Celsius, which was
computed according to the Magnus-Tetens approximation:

Tdp = c4γ (c3 − γ)
−1

, (S19)

where γ =
(
c3Ta (c4 + Ta)

−1
+ ln (RH)

)
, Ta and Tdp are

expressed in degrees Celsius, c3 = 17.27 and c4 = 237.7
◦C. Note that Eq. S19 is valid in the temperature range
0 ◦C ≤ Ta ≤ 60 ◦C.
To reduce the computational cost of simulation, the insu-
lation box was replaced by the boundary heat flux qb =
Ub,2(T − Ta) (see Fig. 7A). The insulation properties of
the 3-dimensional polystyrene box (8 cm thick, 20 cm x 13
cm upper surface) used to assess the radiative heat trans-
fer properties of the textile were simulated following the
same procedure described in section Supplementary Note
5. The thermal conductivity of the polystyrene was set
to k = 0.0325 W/(m·K); an adiabatic condition was con-
sidered on the bottom boundary; natural convection was
imposed on the the lateral and the top surfaces; the circu-
lar heater was represented as a isothermal and adiabatic
surface. Thus, the heat transfer coefficient was evaluated
from Eq. S13 by imposing a given heat flux Pin (in W) to
the circular surface occupied by the heater, and it resulted
to be Ub,2 = 0.227 W/(m2K). The heat transfer coefficient
h due to natural convection was evaluated through Eqs.
S14, S15 and S16, and was used to estimate the convec-
tion boundary condition qc = h(T − Ta) (see Fig. 7A).
The lateral heat losses were neglected, thus adiabatic con-
ditions were applied on the right boundaries, while the
symmetry condition was imposed on the left boundary.
The four surfaces participating to the radiative heat trans-
fer are the top surface of the heater, the top surface of the
fabric and the lateral surfaces of the fabric and the air
gap (see Fig. 7A, solid green line). To maintain the adi-
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abatic conditions on the lateral surfaces, the lateral sides
were supposed to be ideal mirrors facing an environment
at their same temperature. Notice that the optical prop-
erties of the fabric evaluated experimentally (see section
2.4.1) were concentrated on its top surface, thus the vol-
ume enclosed between these four surfaces was considered
as transparent. Instead, the heater was supposed to be
opaque and its top surface to be optically diffuse. The
radiative thermal energy transfer between the fabric and
heater can be included in Eq. 21 as boundary heat fluxes
qr,i, where the subscript i refers to the i-th heat source
due to radiative heat transfer computed from Eqs. 30,
31, 32 and 33. In particular, when simulating outdoor
conditions, the effect of solar radiation was evaluated by
Eqs. 30 and 31 with Irr(λ) = AM1.5. The optical prop-
erties of the fabric in the infrared spectrum were averaged
using Eq. 29, where Irr(λ) was obtained from Eq. S17
considering λi = 2.5µm, λe = 20µm and T = 50 ◦C;
whereas, the UV-VIS-NIR properties were obtained con-
sidering λi = 0.25µm, λe = 2.5µm and the AM1.5 spec-
trum. The average optical properties of the heater in the
IR wavelength range were fitted from the temperatures
obtained by the uncovered setup. The resulting optical
properties employed in the simulation of the fabric and
heater are reported in Tab. S2.
The optical properties in the IR range for the wet tex-

ᾱ τ̄ r̄
Fabric, IR 0.42 0.25 0.33

Fabric, UV-VIS-NIR 0.17 0.35 0.48
Heater, IR 0.87 0 0.13

Heater, UV-VIS-NIR 0.26 0 0.74

Supplementary Table S2: Optical properties of the dry PE textile
and opaque heater from the experimental characterisation.

tile were obtained averaging those of water, considered as
black-body in the IR spectrum, and those of the dry textile
reported in Tab. S2, that is:

ᾱf,wet = Snwᾱf + Sw,

τ̄f,wet = Snw τ̄f ,

r̄f,wet = Snw r̄f .

(S20)

Given the high transparency of water to the solar spectrum
and the low thickness of the textile, the optical properties
of the wet fabric in the UV-VIS-NIR range were consid-
ered as equal to those of the dry textile.
As explained in section 2.4.2, the silicone heater did not
supply heat homogeneously to the surface, thus the input
heat flux was modelled as a linear function of the radial co-
ordinate. Further details on the simulation procedure used
are reported in Supplementary Note 3. Furthermore, the
thermistors affected the thermal properties of the heaters
surfaces: with a diameter of 2.4 mm, their placement made
the surfaces more geometrically irregular than the support
of the micro-CT apparatus and, thus, the air gap between

the textile and the surface would be on average larger, es-
pecially nearby the thermistors. Thus the computations
involving the textile were performed considering an homo-
geneous increased air gap value of (2ga±ga) (see Fig. 7A).
All the simulations described in this section were per-
formed using a stationary solver.

Supplementary Note 8: Effects of the van Genuchten’s
parameters on the wicking transient

The proposed model was employed to evaluate the ef-
fect of the imbibition parameters n, L and β, used in
Eqs. 11 and 16, on the capillary water transport. The
parameters were swept in the ranges n = (3 : 3 : 12),
L = (0.1 : 0.1 : 0.3) and β = (5 : 5 : 20), and their effect
on the height and thickness of the water front, computed
as described in section 3.1.1, was assessed. For the sake
of simplicity, the absolute permeability K, evaluated in
section 2.2.2, was assumed as constant, justified by con-
sidering the permeability of fibrous media as a function of
its porosity and fibers arrangement [57].
Supplementary Figs. S6A-B show the saturation profiles
after different imbibition times for a small and large value
β, namely β = 5 1/m and β = 10 1/m, varying the param-
eter n. The results of simulations show that the thickness
of the water front, namely how sharp is the transition be-
tween Sw = 1 and Sw = 0, is influenced by the parameter
n, while the height of the water front at any given time ht

increases for lower values of β.
Supplementary Figs. S6C-D shows the computed values of
ht and of the water front thickness obtained after 10 min-
utes of vertical imbibition. To compare the results, both
horizontal axes report the ratio between the value used for
each parameter (Π) and the respective lower limit in the
considered range (Π0), namely Π0,L = 0.1, Π0,n = 3 and
Π0,β = 5 m−1.
As it can be observed in Supplementary Fig. S6C, the
results obtained for the considered ranges of n (blue dia-
monds) and L (green squares) are scattered, showing that
these parameters are not significantly correlated to the
height of the water front. On the contrary, ht is correlated
to the parameter β (red circles): lower values β consid-
erably increase the capillary properties, as demonstrated
by the exponential fitting curve (solid red line) reported
in Supplementary Fig. S6A. Consequently, β also has an
affect on the thickness of the water front, as it can be seen
by comparing the saturation curves for different values of
β (see Supplementary Figs. S6A-B) for the same imbibi-
tion time t and value of n. Thus, to estimate the effect of
n excluding the bias of β, the latter was used as a block-
ing factor: the values of the front size obtained for the i-th
value of β were divided by the minimum value obtained
with a given βi. The results (see Supplementary Fig. S6D)
show that the parameter L (green squares) does not affect
the normalised front size, while the parameter n (blue dia-
monds) presents a decreasing exponential correlation with
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the investigated property, namely smaller values of n leads
to a sharper front.
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Passive heat and mass transfer in porous media

Disassembling the physical problem

Comprehensive model

Sensitivity 

analysis

Case-studies

Vertical and horizontal 

wicking

Mass transfer: 

capillary suction

Evaporative cooling

Heat transfer: 

evaporative heat flux

Thermal performance 

(indoor and outdoor)

Case-dependent 

estimation of model 
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Heat transfer: 

radiative heat flux

Wicking Evaporation Radiation

Experimental 

investigation
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Supplementary Figure S1: Steps for the characterisation of the passive heat and mass transfer of water in porous media. The
heat and mass transfer process was disassembled into three sub-problem: wicking (blue box), evaporation (green box) and radiation (red
box). Each was investigated with a dedicated experimental investigation and theoretical formulation to characterised the proposed porous
material. The obtained experimental results were compared with the numerical predictions to estimate the material-dependent parameters of
the models. The three sub-models, validated for the tested material, were finally coupled: the comprehensive model could be used to optimise
the design of a component by means of sensitivity analyses or application-oriented case-studies. Here, a woven PE textile, specifically designed
for personal thermal management, was employed to test and validate the proposed procedure.
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Supplementary Figure S2: Detailed procedure to investigate wicking and evaporative heat transfer. Graphical flow-charts of the
procedure used to characterise (A) the wicking properties, (B) the evaporation rate in the tested conditions and validate the models. Blue
and green boxes report experimental or modelling activity referred to wicking (see sections 2.2.1 and 3.1.1) and evaporative heat transfer
(see sections 2.3.1 and 3.2.1), respectively. White boxes indicate the result of each experimental or modelling step; white point-dashed
boxes reports the complementary results needed to characterise the experimental setup; the yellow boxes reports the main outcome of the
characterisation procedure.
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Supplementary Figure S3: Detailed procedure to investigate radiative heat transfer. Graphical flow-charts of the procedure to
calibrate and validate the radiative heat transfer model. Red boxes refer to experimental or modelling activity described in sections 2.4.1 and
3.3.1, respectively. White boxes indicate the result of each experimental or modelling step; white point-dashed boxes report the complementary
results needed to characterise the experimental setup; the yellow boxes report the main outcome of the validation procedure.
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Supplementary Figure S4: Effect of the environmental conditions on the fabric substrate temperature. The fabric substrate
temperature, namely the temperature of the fabric bottom side in direct contact with the simulated skin, is determined by the fabric thermal
and optical properties, the simulated metabolic rate qin and the external conditions Ta, Irr, RH, and can provide an estimation of the user
comfort level. (A) Effect of Irr and RH on the fabric substrate temperature at constant qin = 60 W/m2, the usual metabolic rate at rest.
The diverging trend of the temperature curves shows the increasing importance of evaporation in hot climates, resulting in a temperature
difference of approximately 20 ◦C at a solar irradiance of 1000 W/m2. (B) Effect of qin and RH on the fabric substrate temperature at
constant Irr = 1000 W/m2, typical of a sunny summer day around noon. The increasing separation between the temperature trends at
increasing values of RH show the non-linearity dependence of evaporation with respect to environmental conditions. The analysis reported
in panels (A) and (B) were performed considering outdoor conditions at constant ambient temperature Ta = 25 ◦C.
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Supplementary Figure S5: Schematics of the 2-dimensional simulation setup used to evaluate the thermal properties of the heaters. To
account for the non-homogeneity of the experimental heat flux supplied Pin, the simulated input heat flux Qlh was modelled as a linear
function Pin (dashed blue line), symmetric with respect to R/2 and higher at the center of the heater, considering c5 = −c6, as expressed in
Eq. S10. The schematics also reports the positions of the two thermistors placed on the heaters surfaces.
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Supplementary Figure S6: Sensitivity analysis on the wicking parameters. (A-B) Saturation profiles of the wetting fluid Sw for (A)
β = 5 1/m and (B) β = 20 1/m, varying the parameter n and with L = 0.3. The difference between the profiles of Sw is evaluated for t = 10
s (dotted curves), t = 60 s (dash-dotted curves), t = 5 min (dashed curves) and t = 10 min (solid curves). (C) Height reached by the water
front after 10 minutes of vertical imbibition as a function of the van Genuchten’s parameters n (blue diamonds), L (green squares) and β
(red circles). To compare the results obtained, the horizontal axis shows, for each parameter, the ratio between the value used for the i-th
simulation (Π) and the respective lower limit of the tested range (Π0). The solid red line fits the results with an exponential decay equation
and its shaded contour represents the fitting uncertainty with an interval of confidence of 95%. (D) Normalised width of the water front as a
function of the van Genuchten’s parameter. The normalised plot reveals the dependency between n and the front size. The solid blue line fits
the results with an exponential decay equation and its shaded contour represent the fitting uncertainty with an interval of confidence of 95%.
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