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Abstract

In this thesis, data-driven techniques for multi-layer optical networks are de-
scribed. The fast growth in global IP traffic and the advancement in the communica-
tion technologies, such as coherent optical transmission, elastic optical networks, and
the opening of software-defined optical networks (SDON), introduce many tunable
parameters, making the design and operation of optical networks more complex.

In this framework, exact system modeling using closed-form formulations is very
challenging, and typically, a "margin" is deployed while adopting the analytical mod-
els. The deployment of specific margins leads to the under-utilization of resources
and eventually enlarges the network operational cost. To cater to this limitation of
analytical models, the telecom industry is strongly pushing the optical community to
move towards intelligent optical networks that can perform autonomous and flexible
network management and optimize network resources utilization. Thus, smart optical
networks are fundamental to the modern optical network to assess the potentialities
better and exploit various technologies’ capabilities.

Moving towards intelligent optical networks and data centers, large-scale pho-
tonic switches and wavelength selective switches play a prominent role due to their
wide-band capabilities, minimal latency, and low power consumption. These distinc-
tive properties increase the possibilities of using photonic integrated circuits based
network elements, especially photonic switches, and hence it generates a demand
for a generic softwarized model for control states and quality of transmission (QoT)
degradation to enable full control by a centralized controller.

In developing an intelligent optical network, the basic framework of SDON
is the leading enabling technology in the direction of intelligent optical networks,
comprising three principal planes, the data plane, control plane, and application
plane. The assisting cognitive module is logically centralized and is part of the
control plane. In this novel playground of SDON, machine learning-assisted QoT



v

estimation in optical networks is presented. The machine learning model’s training
on the generalized signal-to-noise ratio (GSNR) response to specific spectral load
configurations of the already deployed in-service network, and consider its realization
to predict the QoT of an agnostic/un-used network. The synthetic dataset is retrieved
from lightpath QoT responses against random spectral loads of in-service network.
This data is generated during the operative phase of the in-service network by
measuring the optical line system (OLS) response in terms of GSNR for various
spectral load configurations

Furthermore, a framework of machine learning-assisted photonic devices man-
agement is given, in the context of SDON. This generic topology-agnostic blind
framework exploits a machine learning inverse design approach to obtain the soft-
warized control of any N×N photonic switching system by giving the permutations
of the signals (λ1, λ2, λ3....λn) at the output ports. Moreover, a direct design method
is also presented to predict the QoT degradation due to the penalty encounter by cross-
ing the optical switching elements. The previously obtained controls are exploited to
predict the QoT degradation in terms of optical signal-to-noise ratio (OSNR) Penalty.

Finally, several supervised machine learning models are also proposed using the
two most common open-source machine learning libraries, TensorFlow© and scikit-
learn©. The performance assessment of these developed models is also performed in
terms of assisting the QoT estimation and also for photonic devices management.
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Chapter 1

Introduction

Significant improvements have been made in optical networks capacity, reliabil-
ity, and flexibility in the last few decades. These improvements enable the expansion
of optical networks from long haul to metro and finally fiber-to-the-home (FTTH).
This vast expansion and dynamic network infrastructures demand advancement
towards the intelligent optical network that can operate autonomously at different
levels of operations. This thesis explores supervised machine learning techniques
that can assist in operating optical and photonics networks at different levels. Chap-
ter 1 introduces optical communication and other evolving technologies that pave
a path for an intelligent optical network. Then in Chapter 2, artificial intelligence,
its different classes, and its multi-layer applications in the modern optical networks
are reported. Later in Chapter 3, a framework for machine learning-assisted optical
network management is discussed, and several applications are demonstrated. Then,
in Chapter 4, a framework for machine learning-assisted photonic devices manage-
ment is presented. Finally, in Chapter 5, the conclusion is given, and possible future
directions are reviewed.

1.1 Motivation

Recently, the remarkable increase in the global IP traffic (nearly a 26% compound
annual growth rate (CAGR) increase in global IP traffic between 2017 and 2022),
compelled mainly by the introduction of 5G technology, internet of things (IoT), and
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cloud services have marked up high demands and new requirements for the capacity
enhancement and reliability of optical networks [1]. To serve this rapid increase
in internet users, global internet and optical communication have made incredible
advancements, both at services and technology levels such as coherent optical
technologies for wavelength-division multiplexing (WDM) optical transport [2], an
elastic optical network (EON) [3] and the beginning of software-defined networking
(SDN) paradigm [4]. The advancement towards these technologies improves the
capacity, data rate, and reliability of the network but introduces a high number of
tunable parameters (single/multi-carrier transmission, baud rate, adaptive modulation
format, forward error correction (FEC) and adaptive channels spacing, etc.), which
make the design and operation of optical networks more complex.

In this framework, exact system modeling using closed-form formulations is very
challenging, and typically, a “margin” is deployed while adopting the analytical mod-
els. The deployment of specific margins leads to the under-utilization of resources
and eventually enlarges the network operational expenditures (OPEX). To cater to
this shortcoming of analytical models, it is necessary to move towards intelligent
or cognitive optical networks that can perform autonomous and flexible network
management. Besides this, the manual control of the present complex network
operating systems, typically by human administrators, is more prone to error and
increases OPEX.

To this aim, different technologies and techniques are exploited by the telecom
industry to start building intelligent optical networks that can improve end-to-end
communication both at the service (Quality of Service (QoS)) and the transmission
(QoT) levels, using self-learning and real-time management system implementa-
tions at the network layer. The cognitive ability of intelligent optical networks
empowers them to self-configure, self-optimize, and manage the network operation
autonomously. In this thesis, first, we describe the evolution of classical optical
networks towards intelligent optical networks. Later, we discuss the possible en-
abling technologies and techniques that mainly assist in developing intelligent optical
networks.
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1.2 Introduction to Optical networks

Optical networks are the central backbone communication infrastructure, mainly
consist of optical fiber and other transmission equipment such as amplifiers and
optical add/drop multiplexers. In optical networks, data is transferred through
light channels (lightpaths (LPs)) over optical fiber. Optical networks have some
characteristic properties such as low loss, high data rate, and high bandwidth. These
unique characteristics make them a good candidate for reliable, high capacity, and
long haul communication.

The main breakthrough in the optical transmission system is its advancement
from the point-to-point transmission to completely meshed networks, where LP can
be added/dropped or rerouted to any given node. The modern optical network fulfills
the high-bandwidth requirement of network layers and provides other network oper-
ations such as routing, different protection schemes, and quick fault restoration. The
enabling of these network functionalities and the performances of optical networks
are closely linked to the evolution in optical fiber, optical network elements (NE),
and photonic technologies. In the past few decades, the extraordinary advancements
in these fields highly enhanced the capacity, reliability, and transmission rate of
optical networks.

The first-ever optical communication system was implemented as a point-to-point
link between Turin (Italy) and Long Beach (US, California) to enable a telephone
call in 1977 [5, 6]. In 1986, the development of Erbium-Doped Fiber Amplifiers
(EDFAs) [7] and the significant reduction of fiber losses granted a notable boost in
the optical reach of point-to-point communication. The innovation in transceivers
steadily increased the data rates per channel (CAGR of 20%) [8], beginning from
intensity modulation using direct detection (IMDD) transceivers (few Mbps) to
400 Gbps transmission channels using dual-polarization with quadrature amplitude
modulation (QAM) formats. Additionally, the development in the digital signal
processing (DSP) techniques simplifies the optical line system (OLS) by enabling
the in-line dispersion compensating units (DCUs).

The introduction of WDM techniques further increased the capacity of optical
communication systems. The WDM technology employs multiple optical channels
around different optical frequencies and transmits them through the same optical
fiber. This enables efficient fiber bandwidth utilization by holding numerous optical
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channels, enhancing the overall volume of transferred data. In the 1990s, with the
introduction of commercial WDM systems, per-fiber capacity doubled with each
passing year (100% CAGR). In 2000 and afterward, this growth in fiber capacity has
rapidly decreased to a 20% CAGR [8]. Thus, in commercial systems following the
same trend, the total sum of WDM channels capacity remained the same for roughly
two decades, having reached nearly 100 parallel channels. Nevertheless, today’s
introduction of technologies such as band-division multiplexing (BDM) have yielded
a promising solution to expand the fiber bandwidth beyond the existing C-band; for
example, C+L band systems increase the total number of WDM channels close to
200 [9], and commercial systems with these features are currently available in the
market [10].

Finally, the most revolutionary advancement in optical communication systems
was the development of a technology that can add/drop and route an LP at different
network nodes. This technology simplifies channels deployment significantly by
replacing the manually rearranging LP through optical demultiplexers and patch pan-
els [11–14] by an automated, agile and robust method [15]. The NE that brought all
these functionalities into play are optical add/drop multiplexers (OADMs). OADMs
were initially developed using optical filters, which allowed an independent LP to be
added/dropped or bypassed at a specific network node. Traditional OADMs have
restricted adaptability to different traffic and channel configurations because of their
built-in fixed optical configurations. In order to cater to this severe adaptability
problem, reconfigurable optical add/drop multiplexers (ROADMs) have been sug-
gested. Currently, ROADMs are massively adopted in most of the state-of-the-art
optical network infrastructure, empowering completely agile, flexible and dynamic
networking.

1.3 Evolution towards software-defined open and
disaggregated optical networks

The key revolutionary step in optical communication systems is the beginning
of DSP-based transceivers, which can support multilevel modulation formats ex-
ploiting coherent technology [16, 17]. Before introducing DSP-based transceivers,
optical communication systems were widely operated with direct-detection (DD)
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transceivers. The links of optical networks, under DD transceivers implementations,
operate as close data pipelines, which do not accept any flexibility in configura-
tion [18, 19]. In this framework, transparent LP routing was restricted and must be
configured during the network design stage. Besides this, the optical-electro-optical
(OEO) traffic regeneration in nodes was strongly driven because of these intrinsic
technological constraints. Consequently, the required transparency and elasticity at
the logical network layer were not assured at the transmission layer.

In the previous decade, the massive advancement in the agile digital-to-analog
(DAC) and analog-to-digital (ADC) converters, in conjunction with the innovation in
DSP modules, has aided a reasonable degree of flexibility to the optical transmission
system [20]. Additionally, using electronic dispersion compensation (EDC) [21, 22],
and DSP enabled equalization [23], the receiver can swiftly compensate all kinds of
linear propagation effects, mainly chromatic dispersion (CD) and polarization mode
dispersion (PMD).

These technologies paved a road map for developing DSP-based transceivers,
starting a new era of flexible optical transceivers [24, 25] that can handle adaptive
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modulation formats and get rid of DCUs from the optical links of a network without
adding any extra penalties [26]. The removal of DCUs from optical links has added
extra flexibility by enabling transparent wavelength routing. This ability ultimately
made a remarkable improvement in the ROADMs architecture, which can now
deliver reconfigurable and transparent optical networking [12].

Moreover, the new era of DSP-enabled transceivers allowed another leap by
opening the possibility of a new paradigm of disaggregation in the optical communi-
cations system, by decoupling the line system (mainly optical fibers and amplifiers)
from line terminal (transceiver) shown in Fig. 1.1. This disaggregated optical net-
work system also enables the optimization of the total cost of network infrastructure
and removes the barrier of vendor lock-in by introducing the concept of open-line
systems [27] and optical white boxes [28].

The single vendor legacy line system is represented in Fig. 1.2. In these vendor-
locked systems, a pre-defined vendor controller was used for managing the optical
line system and line terminal. This classical vendor lock-in system did not provide
much margin and flexibility to the network operators for customization. The operator
should entirely rely on the vendor-supplied management software at each operation
level, limiting flexibility during the design and management of optical networks. Dur-
ing the last decade, this single vendor traditional optical networks evolved towards
open and disaggregated optical networks, pictorially depicted in Fig. 1.3; an open
and disaggregated optical network decouples the OLS and line terminal. Fig. 1.3 rep-
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resents software-defined open line system, where each NE is independently managed
and operated through open application programming interfaces (APIs).

On top of these software interfaces, the network operating system can be con-
trolled and orchestrated by a centralized software-defined networking (SDN) con-
troller that is quite flexible; each network operator can customize its core engine
based on its requirements. The use of generic interfaces for both control and man-
agement allows multi-vendor operation in the same network. For the development
of generic interfaces and data models, several studies are taking place from the
last couple of years, such as OpenConfig (supported by Google) [29], the Telecom
Infra Project (TIP) (supported by Facebook) [30], and OpenROADM (supported
by AT&T) [31]. In addition to SDONs, a new technology called spectrally elastic
optical networks (EON) was proposed in 2008. The EON provides extraordinary
flexibility and scalability in spectrum allocation compared to the traditional fixed
grid optical networks [32].

In this softwarized and flexible architecture, the EONs provide flexibility to the
network controller to scale up or down resources according to the traffic requests
in order to utilize the available spectrum [3, 33] efficiently. At the same time, the
SDN implementation enables the management of each NE within a virtualized
environment, permitting a disaggregated approach to the network, enabling openness
and virtual network slicing. Thus, the modern state-of-the-art optical networks are
genuinely flexible, reconfigurable, and softwarized. In this work frame, the optical
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networks are exceptionally dynamic, and it is challenging to manually control and
manage the networks. This raises high demand to introduce a vendor-agnostic and
intelligent network management system that can autonomously manage and automate
different network operations. To this end, it is necessary to introduce a reasonable
degree of intelligence in the network operating system, enabling the network to learn
and make decisions in real-time.

1.4 Software-defined intelligent optical networks

Intelligent optical networks have a smart management and control system, which
automatically learns from the present network state and uses this learned knowledge
to decide how to adapt the network controls to optimize the overall network perfor-
mance and enable a quick recovery in case of network failure. The enabling cognition
building block is a component of the SDON control plane depicted in Fig. 1.4. The
state-of-the-art SDN framework decouples the control and data planes; the cognitive
module is a part of the control plane [34]. The basic framework of SDN comprises
three principal planes; data, control, and application plane.
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The data plane is typically known as an infrastructure plane and is the primary
level in the SDN architecture. The data plane is responsible for processing and
delivering packets with local forwarding devices such as physical and virtual switches.
The employed physical switches are hardware-based, typically implemented as open
network hardware like NetFPGA [35]. Similarly, virtual switches are software-based
abstractions of hardware switches operating on general operating systems like Linux.
The three most well-known implementations of virtual open switches are Open
vSwitch [36], Indigo [37], and Pantou [38].

On the other hand, the control plane is mainly the brainpower of the SDN
architecture, that can perform several functionalities like controlling and managing
network resources, dynamically revising forwarding information, and operating the
network organization. The key component of the control plane is the centralized
logical controller [39–43], which in practice acts like the networking operating
system (NOS). The control plane embedded controller acts as a mediator which
can control all types of communication between forwarding tools and applications.
On one side, the controller exploits the network state information to provide an
abstraction of the data plane to the application plane user. On other side, the
controller interprets the request generated at the application plane and transfer it
to the data plane for forwarding. In addition, the controller also performs other
important functionalities, such as routing and traffic engineering, storing information
about the network topology, configuring the devices by setting the required working
point, etc. The SDN controller usually exploits three different communication
interfaces that enable it to interact with different interfaces such as southbound
interfaces, northbound interfaces, and eastbound/westbound interfaces.

• Southbound interfaces: The southbound interfaces are operated to connect
the control plane with the data plane. They enable the data plane forwarding
components to interchange the information about network states and control
policies with the controller of the control plane. Nowadays, OpenFlow [44], in-
troduced by open networking foundation (ONF), is the leading and well-known
southbound open standard interface. Other southbound interfaces are also
developed in the last few years, like protocol-oblivious forwarding (POF) [45],
network configuration protocol (NETCONF) [46], and OpFlex [47], etc.

• Northbound interfaces: The northbound interfaces are operated to connect
the control plane with the application plane. The application plane utilizes the
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northbound interfaces to take advantage of the network abstraction supplied by
the control plane to covey the information about network operation and assist in
the automation and flexible management of SDN networks. Recently, the ONF
has defined the standard northbound interfaces and a generic communicating
architecture [48].

• Eastbound/Westbound interfaces: The eastbound/westbound interfaces op-
erate between different controllers of large scale SDN networks having more
than one controller. During the implementation of large-scale SDN based
networks, multiple network controllers are deployed to process the massive
data flows. To better schedule network operations, the controllers operating for
different networks communicate using eastbound/westbound interfaces such as
SDNi [49], communication interface for distributed control plane (CIDC) [50],
and east-west bridge [51], etc.

Finally, the application plane is the higher level in the SDN framework, re-
sponsible for dealing with applications. These applications can offer various kinds
of services and provide different platforms for managing different services. Typi-
cally, the application plane exploits the northbound interfaces to acquire mandatory
information about network states related to a particular service or application. Af-
ter receiving the required information, the application plane can apply the needed
changes to the network operations.

1.5 Outline of the thesis

This thesis proposes a data-driven framework, which exploits the multi-level
applications of machine learning (ML) in optical and photonics network. The ML
techniques are first used to predict the quality of transmission estimation (QoT-E)
of a LP. Along with this, ML algorithms are efficiently used to develop a generic
topological and technological agnostic model for the complete management of
photonic integrated circuits (PIC)-based switching system.

In this manner, as an opening step, in Chapter 2, artificial intelligence, its different
classes, and its multi-layer applications in the modern optical network are reported.

In Chapter 3, a framework of machine learning-assisted optical network manage-
ment in terms of QoT-E is discussed, and several applications are demonstrated.
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Then, in Chapter 4, a framework of machine learning-assisted photonic devices
management is presented. Finally, in Chapter 5, the conclusion is given, and possible
future directions are reviewed.

The main novelties described in this thesis incorporate:

• A framework for ML-assisted QoT-E of LP in SDON. The proposed framework
can be used for planning and also LP path computation

• A framework for machine learning-assisted management of any N×N pho-
tonic switching system; routing level controls prediction and QoT impairments
estimation.

• Design and management framework based on machine learning-assistance for
any N×N ultra-wideband (UWB) photonic switching system; QoT impair-
ments prediction and deterministic routing level controls estimation.



Chapter 2

Use of Artificial Intelligence for Open
and Disaggregated Optical Networks

2.1 Artificial Intelligence

Artificial intelligence (AI) is the key enabler of mimicking intelligent computing
devices or machines to simulate human thinking capabilities and behavior. With the
simulated cognitive ability, the machine can perform different logical tasks, which
requires perception, learning, and reasoning. The AI-based system typically works
in three phases: (i) learn and store understanding, (ii) utilize the already learned
knowledge to resolve complex problems, and (iii) develop new understanding via
experience during its life span [52]. The applications of AI-based systems are a
vast field of study having different subfields such as ML, computer vision, natural
language processing, and expert systems. ML is a subset of AI that empowers
a computer system to learn without being explicitly programmed. The learned
knowledge and understanding can be utilized to perform classification or predictions
or other schemes of interest [53].

The term ML is not a new field of study as it was proposed for the first time by
“Arthur Samuel” in 1952 [54]. The ML is the study of computer algorithms that
can improve automatically through experience and by the use of data [55]. The
ML-related algorithms were initially developed in the early 70s. However, due to
the lack of computing resources over the past decades, ML algorithms were not
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Fig. 2.1 Representing deep learning as a subset of machine learning

practically possible to execute. Typically, ML algorithms need good computational
resources and a significant amount of data that provides cognition to the machine to
solve the problem. Nowadays, the incredible boost in the silicon integrated chips and
the latest evolving technologies, 5G and the IoT provide tremendous computational
power and a massive amount of data which revive the ML field. These ML enabling
technologies have also given a pathway to initiate the deep learning (DL) technique.
DL is a subset of ML (see Fig. 2.1) that demonstrates exceptional performance in
different fields or domains [56].

Nowadays, ML has a wide variety of applications and is expanding very quickly
with each passing day. In our daily life, without realizing it, we are employing ML
while using Google Maps, Google Assistant, Facebook, Amazon, Netflix, YouTube,
etc. The ML applications are not limited to these daily life apps, but also have
real-world implementations in medical diagnosis, traffic prediction, automated driv-
ing, stock market trading, email spam filtering, speech recognition, and computer
vision [57–59]. Nevertheless, in this thesis, we make an effort to use different ML
techniques for multi-layer open and disaggregated optical networks. Specially, we
exploit the applications of various ML schemes and demonstrate their effective
operation in optical networks (Chapter 3), and photonics devices (Chapter 4).
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2.2 Review of machine learning techniques adopted
in optical networks

In the last few years, the evolution towards elastic and SDONs truly motivates
the exploitation of ML in the domain of optical and photonics networks. The adop-
tion of these latest technologies makes modern optical networks more flexible and
dynamic, opening the possibility for softwarized and automated network operating
systems. In this context, by applying ML, it possible to bring automation to network
resource provisioning, network optimization while providing smartness to the SDON
controller through analysis on the present and previously retrieved network data.

This section’s contribution is described in two main folds: (i) an introduction
of the main classes of ML and popular ML techniques in each class (see Fig. 2.2).
(ii) a review of ML techniques and their operational usage in the area of optical
and photonics networks. An additional intuitive assessment of the existing litera-
ture is reported, which describes the use cases of ML to the optical networks and
how/why/where it plays a notable title role in particular areas of optical networks.

2.2.1 Supervised learning

Supervised learning is an ML approach that manipulates a full set of labeled
data during training. In supervised learning, for each input sample Fi, there is the
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desired label Li. Supervised learning has two classes based on the labeled data type
provided; the labeled data could be discrete (classification problem) or continuous
(regression problem). The main goal of supervised learning algorithms is to train the
model that can classify the data or predict results correctly. The full set of labeled
data provided to supervised learning algorithms is separated into three chunks with a
different ratio; a training set (use for training the model), a validation set (use for
validating the model), and a test set (unknown samples which are used for prediction
or classification). In (Chapter 3), and (Chapter 4) this ML approach is explored for
the optimization of some novel regression problems in optical networks and photonic
devices, respectively.

2.2.1.1 Decision tree

The decision tree belongs to the class of the supervised ML approach. It provides
direct relationships between the input and response variables [60]. A decision tree
constructs a tree based on several decisions made by analyzing different aspects
of data set features and eventually leads to a response variable. The construction
of the typical tree starts from a root node, where the inputs are provided. This
root node is further split based on certain conditions into decision nodes. This
procedure of splitting a single node into several nodes is called splitting. The
nodes that cannot be split up into further decision nodes are called leafs or terminal
nodes, as shown in Fig. 2.3. The decision tree has two main basic tuning parameters:
minimum samples leaf (minimum number of samples required to be at a leaf node)
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and maximum depth ( longest path between the root node and the leaf node). The
minimum number of samples required to be at a leaf node

A standard regression cost function representing the mean square error (MSE),
used for most of the regression problem is as follows:

MSE =
1
N

N

∑
i=1

(y− y′)2 (2.1)

Here y, denotes the ground truth (actual value) while y′ represents the predictive
value. N represents the total number of test samples.

2.2.1.2 Random forest

The random forest regressor is a type of supervised ML algorithm that creates an
ensemble of regression trees using a bagging technique [61]. Bagging creates various
subsets from the training data set chosen randomly with replacement. The random
forest is a step extension over bagging because it not only takes a random subset of
data but also a random selection of features rather than using all the features to train
several decision trees. The final outcome of the random forest is made by merely
averaging the predictions of each decision tree shown in Fig. 2.4. The two main
tuning parameter of random forest are minimum samples leaf and maximum depth.

2.2.1.3 Boosted Tree

The boosted tree is also a type of supervised ML algorithm that creates an
ensemble of regression trees using the gradient-boosting technique. It works by com-
bining various regression trees models, particularly decision trees, using gradient-
boosting [62]. Boosted tree model can be represented using Equation 2.2, where the
final regressor f is the sum of simple base regressor ri shown in Fig. 2.5. In Fig. 2.5,
a boosted tree mechanism is shown in which several base trees are combined to get a
full boosted regressor.

f (x) = r0 + r1 + r2 + ........+ ri (2.2)

Similar to other tree approaches, boosted tree also has two main tuning parameters;
minimum samples leaf and maximum depth. Additionally, the configuration parame-
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Fig. 2.5 Boosted tree mechanism

ters such as learning rate along with L1 regularization is also considered in some
cases.

2.2.1.4 Neural network

Neural Network (NN) is an ML model inspired by the human nervous system
to process information. It comprises the input, hidden, and output layers, where the
layers are sets of neurons. NN typically learns with a feedback process where the
predicted output is compared with the actual output. The difference between them is
then calculated. The error gradient is computed for every preceding layer using a
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back-propagation algorithm to adjust the weights using a stochastic gradient descent
algorithm.

• Activation function:
The typical NN is made of several interconnected neurons at different layers.
The neuron, the primary cognitive unit of NN, is characterized by its weight,
bias, and activation function. The neuron uses the weights (w) and biases (b)
to perform a linear transformation on the given input (x).

y = (x ·w)+b (2.3)

On top of this linear transformation, the activation function is applied, which
operates nonlinear transformation to the x.

y = Activation(∑(x ·w)+b) (2.4)

Introducing this particular non-linearity enables the NN model to learn the
complex patterns from the given x. So the selection of activation functions has
a significant prominent role in the definitive performance of NN.

Sigmoid : σ(x) =
1

1+ e−x (2.5)
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Tanh : σ(x) =
ex− e−x

ex + e−x (2.6)

Relu : σ(x) = max(0,x) (2.7)

Traditionally, sigmoid and hyperbolic-tangent(Tanh) are widely utilized non-
linear activation functions for the neurons augmented in the hidden layer of the
model. Nevertheless, in the modern community of data sciences, the rectified
linear unit (Relu) has turned out to be the most common alternative as an
activation function. The typical graph representation of the three reported
activation functions is shown in Fig. 2.6.

The main inefficiency in the sigmoid and Tanh non-linear activation functions
is the rapid vanishing of their gradients as |x| becomes bigger, and thus, the
output of the activation function moves toward saturation. As the gradient
vanishes, the weights and biases are updated slowly with minimal value,
affecting the training of NN adversely. To overcome this gradient vanish
problem, Relu is adopted, as the gradient does not fade away with an increase
in x, leading to better NN performance [63].

1. Deep neural networks:
The deep neural network (DNN) is a NN having multiple hidden layers con-
necting the input and output layers [64]. Each particular layer of DNN consists
of multiple neurons, the computational and learning unit of neural networks
shown in Fig. 2.7. The typical NN has several configuring parameters such
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Fig. 2.8 Wide-deep neural network architecture

as training steps, learning rate and L1 regularization. The basic function of
L1 regularization is to prevent DNN from over-fitting. In addition to this,
non-linear activation functions are used that allows translation of the given
input features into the desired prediction labels [65].

Finally, the most important parameter is the number of hidden-layers. DNN
can be tuned on several numbers of hidden-layers and neurons in order to
achieve the best trade-off between precision and computational time.

2. Wide Deep neural networks:
The wide-deep neural network (W-DNN) is a type of DNN architecture that
combines the strength of memorization with generalization [66]. Generally,
W-DNN is synergically trained on wide linear model such as linear regression
(LR) for memorization and for generalization on DNN. The output of wide
LR and generalized DNN are combined at the output layer to get the final
prediction shown in Fig. 2.8. The output layer is mostly loaded with sigmoid
function, as sigmoid produces activation values in a particular range so that
the output layer will always be activated. During the training of W-DNN, the
wide and deep parts are jointly trained at the same time.

3. Convolutional neural networks:
The convolutional neural networks (CNN) is a subset of NN and is inspired
by the organization of the animal visual cortex. Typically, CNN is a well-
acknowledged approach to perform best with image data. CNN comprises three
types of layers: convolution (Conv), pooling, and fully connected layers [67].
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The Conv and pooling layers are combined to create a feature-extraction
network. Conv-layers are used as a feature detector to extract significant
features from the input data for better prediction. In addition to this, each
Conv-layer mostly uses Relu activation function to accelerate the training
process. Moreover, the average-pooling layers are placed between succeeding
Conv-layers to carry out spatial-pooling. The primary purpose of pooling
layers is to lower the spatial size of input feature maps, leading to a reduced
number of parameters and computational complexity. It is worth mentioning
that the reduction in spatial size is equivalent to the kernel size of the pooling
layer that is N×N, and it reduces the spatial size of input features by a factor
of N. Thus, each layer produces a compact and informative description of
input features. The output of the feature-extraction network is a 3-dimension
representation of the input data. Moreover, the flattening layer is used to
convert the 3-dimensional representation into a 1-dimensional array of feature
vectors, and then this feature vector is finally passed to the fully connected
network.

4. Recurrent neural networks:
The recurrent neural networks (RNN) is a leading NN mainly used when
sequential training data is available. It is the unique type of NN that remembers
its inputs using its inner memory units [68]. The RNN internal memory
units enable it to memorize essential information about the given input data.
This memorizing feature of RNN assists it in the training process, which
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Feed-forward neural network Recurrent neural network

Fig. 2.10 Feed-forward neural network vs. recurrent neural network

consequently increases the prediction capability exploiting sequential data like
text and fiscal data, time-series predictions, natural language processing, audio,
videography, meteorology, etc. The working idea of RNN is different from
feed-forward NN. In a feed-forward NN, the information only goes in a single
forward path, starts from the input layer, all the way through the hidden layers,
and finally reaches the output layer. The feed-forward NN has no memory
unit; as a result, they consider the present input during the training process.
Unlike feed-forward NN, RNN has memory elements in which the information
cycles through a loop shown in Fig. 2.10. This information running through
loops enables RNN to consider the present input and its previous inputs for its
training.

2.2.1.5 K-nearest neighbor

K-nearest neighbors (KNN) is a type of supervised ML technique. KNN makes
predictions based on feature similarity by calculating the distance between the new
data point and training data points. The two main tuning parameters required for
KNN are the number of nearest neighbors (K) and the distance metric.



2.2 Review of machine learning techniques adopted in optical networks 23

2.2.1.6 Support vector machine

Support vector machine (SVM) is a supervised ML technique that caters to
regression problems where continuous output is predicted. The following essential
parameters are used to configure SVM:

• Kernel: It is used to map data from lower dimensions to higher dimensions at
lower computation costs. It is beneficial in finding the best hyper-plane.

• Hyperplane: It is a line or decision boundary that can separate n-dimensional
space into groups.

• Support Vectors: Two parallel lines are drawn with ε distance from the
hyperplane to define a margin shown in Fig. 2.11a.

In SVM, the maximum allowable error within a tolerable range is defined by the ε

value. The main goal is to find a function f (x) that deviates by a value not greater
than ε for each training point from the output prediction. The best fit line is the one
with the maximum number of data points.

2.2.2 Unsupervised learning

This unsupervised learning is a subset of the ML technique that does not require
any labeling dataset for the training. In general, unsupervised learning is used for
three main tasks clustering (categorizing unlabeled data based on their resemblances
or differences), association (find relations between variables in unlabeled data), and
dimensional reduction (reduces the number of unlabeled data features/inputs in
a huge dataset). This thesis only exploits the applications of supervised learning
procedures in the domain of multi-layer optical networks.

2.2.2.1 K-means clustering

K-means clustering is the one of the renowned clustering procedure. It is an
iterative technique in which data points x(1), x(2), x(3). . . . . . . . . X(N) are split up
into K clusters in a specific manner such that the sum of the squared errors for data
points contained by a cluster is minimized. In this iterative process, the mid point of
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every single cluster is initially estimated, and then the N data elements are allocated
to the group with the minimal Euclidean distance. The next step is updating the
center of each cluster by taking the average using the location of the data points
placed in that cluster. The iterative computing center and data allocation procedure
are repeated until points do not change significantly or a given number of maximum
iterations are reached shown in Fig. 2.11b.

2.2.2.2 Gaussian Mixture Model

Gaussian mixture model (GMM) is the most extensively used probabilistic
method for clustering. It typically suggests a finite number of Gaussian distributions
which exemplify a cluster. After suggesting a particular distribution, it starts gath-
ering the data points which best fit into that suggested distribution. The important
parameters used for model configuration are the coefficient of mixing, mean, and
covariance of every Gaussian distribution. Assuming a dataset with features Fi;
GMM suggests a mixture of K Gaussian distributions (K = number of clusters)
having a specific mean vector and variance matrix. The given unknown parameters
are determined using an algorithm called expectation-maximization.

• Expectation-Maximization: Expectation-maximization (EM) is a statistical
algorithm that is famous for finding the appropriate model parameters. Let’s
assume Ki number of clusters for a particular sample space and in response
Ki Gaussian distributions having mean µi and covariance ∑i. In addition, the
number of points or density of the distribution is symbolized with Pi. Now in
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order to find the values of these parameters as to characterize the Gaussian
distributions, the EM works in two phases.

– E-step: In this step, EM calculates the probability ri for each data point
xi that it belongs to a specific cluster/distribution.

ycluster
i =

pi that xi belongs to a distribution
sum of pi that xi belongs to Ki

(2.8)

– M-step: After the E-step, the complete data is used to update the µ ,

∑cluster, and P. This is an iterative process that updates the probability
for each data point to allocate it to a particular distribution and is repeated
to maximize the log-likelihood function shown in Fig. 2.11c.

P =
Nd p

total number of data points
(2.9)

µ =
1

Nd p

(
µi ∑

i
ycluster

i

)
. (2.10)

∑
cluster

=
1

Nd p

(
(xi−µcluster)

t(xi−µcluster)∑
i

ycluster
i

)
. (2.11)

where Nd p is number of data points allocated to cluster.

2.2.3 Semi-supervised learning

Semi-supervised learning is an ML approach that is a hybrid of supervised and
unsupervised learning. It generally tackles problems in which most of the sample
space is unlabeled; limited total labeled data samples are obtainable. This specific
type of learning is mainly practical when labeled data samples are not so widespread
or too costly to acquire, but easily accessible unlabeled data can be exploited by this
learning method to improve the overall system performance.

The most common type of semi-supervised technique is self-training [69]. It is
an iterative method that at first only applies supervised learning with labeled data
samples. Later, in each iteration, few of the unlabeled data elements are labeled
using the outcomes of the model acquired from the supervised learning method.
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After labeling these unlabeled data points, they are combined with the already known
labeled data to start the training under a similar supervised learning method.

2.2.4 Reinforcement learning

Reinforcement learning is a goal-oriented ML technique that empowers an
agent to learn by exploring different environment states and refining agent learning
abilities by using evaluative feedback stated as the reward. Like supervised learning,
reinforcement learning also applies mapping between input features and output labels.
However, in supervised learning, the feedback supplied to the driving model is in the
form of correct controls that help the model learn the behavior with respect to the
actual one. Reinforcement learning utilizes rewards and punishments as feedback
for positive and negative behavior. Unlike unsupervised learning, reinforcement
learning differs due to the objectives. The primary objective of unsupervised learning
is to understand resemblances and discrepancies between the given data samples.
In reinforcement learning, the target is to achieve an appropriate action model that
would maximize the overall accumulative reward of the agent.

2.3 Multi-layer applications of machine learning in
optical networks

The modern-day optical networks are deployed with several types of network
monitors, which provide different kinds of system information such as QoT in terms
of bit error rate (BER), monitoring of traffic, fault alarms and devices temperature, etc.
This large amount of network data makes ML more practical to operate for different
optical network applications at different layers shown in Fig. 2.12. Typically, ML
techniques exploit the available data to train its cognitive engine, and after training,
it can quickly solve complex non-linear problems.

2.3.1 Machine learning at physical layer

At the physical layer of an optical network, various functionality effectively
demands the use of ML assistance. These typically include evaluating transmis-
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sion system performance in terms of QoT, which is also a prerequisite for path
computation, controlling the optical amplifier gain, modulation format decision,
and compensating for fiber non-linearity in several dedicated cases [70, 71]. In the
following section of this thesis, a brief explanation of the operational usage of ML
techniques applied to the physical layer is reported.

2.3.1.1 QoT-Estimation

The computation of the QoT for the deployment of a new LP in transparent optical
networks has techno-economic importance for any network operator. The theory
of QoT commonly describes different physical layer parameters, mainly BER/Q-
factor or optical signal-to-noise ratio (OSNR). These parameters affect the signal
received at a given receiver and provide a numerical gauge to ensure that the level
of QoT is enough for the given receiver threshold. In addition to this, the following
reported parameters are primarily influenced by numerous transmission variables
(baud rate, modulation format, coding rate, LP path computation, etc). Consequently,
optimization of such a variety of possible parameters is pretty challenging and makes
it almost impossible for the network operator to manually configure all the possible
combinations for the deployment of a particular LP.

As of today, the current QoT-E approaches for LP deployment can be divided
into two major classes: (i) The vendor-provided data describing the system and
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network elements such as static characterization of devices (e.g., amplifier gain and
noise figure in the frequency domain, connector loss, etc.) is used to implement an
accurate QoT-E in vendor-specific systems. Many analytical models are available for
calculating the QoT by using the vendor data that characterizes the OLS components.
However, this static data-based approach may not be accurate as the components
experience gradual degradation due to aging, leading to progressively unreliable
QoT-E after a certain period. (ii) The second approach is based on the telemetry data
considering only the present network status. Deducing an OLS agnostic functioning
in an open environment, the OLS controller mainly depends upon telemetry data
actualizing from the optical channel monitor and the erbium doped fiber amplifiers
EDFAs. This particular approach works by utilizing the telemetry of the network’s
current state to estimate an accurate QoT. In contrast to the previous approach, this
method does not rely on the static characterization of the devices’ parameters. It
thus removes the uncertainty in the QoT-E accuracy due to the device aging factor
discussed in the former approach. Nonetheless, the problem with this method is that
the QoT response, mainly its OSNR component, depends highly on the spectral load
configuration, which leads to a considerable uncertainty in the QoT margin [72]. On
the contrary, ML assisted QoT estimator worked in an entirely agnostic way and
evolved as a promising method to predict the QoT of LP autonomously.

The ML paradigm has already been effectively used for QoT-E from a dif-
ferent perspective. Few major contributions are reported in this thesis, such as
cognitive-case-based-reasoning (CBR) technique is suggested in [73], exploiting
various features of deployed LPs such as physical path, total path length, the total
number of propagating LP per link and utilize Q-factor as a label. A new traffic
request is satisfied by the most similar case of already stored features based on
the means of the Euclidean distance in normalized features space. The associated
Q-factor depth is compared with a predefined system threshold. The experimental
results of [73] are demonstrated in [74], exploiting the data acquired from a real
testbed.

A NN model is proposed in [75–78], which uses several features of a given LP
such as total length of the LP, the count of EDFAs pass over by LP, the overall length
of the link, destination node degree, and the number of channels accommodated by
the LP, while the exploit label predicts the Q-factor. The training of NN is done
using real-time network data to enable the predictive model consecutive updates.
In [79] random forest binary classifier is proposed, which gets features set that
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incorporates the number of links, the total length, longest link length of the LP,
the transmitted traffic volume, and the operated modulation format. The classifier
model characterizes the probability of a certain BER of unestablished LP in terms of
exceeding the system threshold. Similarly, in [80], the authors proposed a random
forest classifier together with KNN and SVM to discover the best classifier in terms
of QoT label. The analysis results in [80] shows that the SVM performs better than
the other two, although with a more expensive computational cost.

Furthermore, in [81], the authors proposed a ML-based technique called Gaus-
sian processes non-linear regression (GPR) that experimentally demonstrated that
the proposed GPR is trained on data acquired for a particular set of optical WDM
(24GBaud QPSK) network configurations. The trained model is then tested to predict
some other set of network configurations. The manipulated features used for GPR
training are input signal power, symbol rate, inter-channel spacing, and transmission
length to predict accurate BER. Lastly, in [82], the author experimentally demon-
strated the feasibility of integrating an intelligent QoT estimator in the control of a
real testbed.

2.3.1.2 Optical amplifier control

The present-day internet traffic is mainly dynamic and heterogeneous; conse-
quently, it needs more flexible and dynamic LP deployment. The dynamic system
can add or drop LPs very fast, and thus it is challenging for the network operator to
sustain physical-layer stability. In this context, the most challenging task is the real-
time configuration of EDFAs, whose power profile is strongly dependent on spectral
load. For example, when a new LP is turned on or when an existing LP is turned
off, substantial irregularity with the signals power is observed, particularly with the
presence of multiple EDFAs. Hence, autonomous and self-control preamplification
of signal power is needed to prevent unnecessary power inconsistency after EDFA
amplification.

In recent years ML algorithms have emerged as the most promising procedure
for flexible tuning of the EDFA working point based on the signal input power. In
the studies like [83–87], the authors experimentally demonstrated different cognitive
and ML methods for controlling different EDFA parameters (noise figure (NF) and
gain (G)) by adjusting its operating point in its operating region. In [83], a cognitive
procedure is suggested, which is employed in dynamic network environments. A
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database of amplifier gains of already deployed LPs is collected, along with LP
characteristics such as the links count, overall link lengths, and finally the receiver-
side OSNR. During the new LP request, the most appropriate in LP characteristics
are retrieved from the database along with associated gains profiles, and a fresh
alternative of gains is produced by perturbing the retrieved values. Later, the OSNR
is estimated with the new gain profile and put in the storage of the existing database.
Finally, the gain profiles related to the maximum OSNR are used for configuring the
amplifier gains for the requested new LP deployment. In [84], real-time EDFA
operating point management is performed using cognitive gain control via the
generalized multi-protocol label switching (GMPLS) for a single amplifier, which is
extended to cascaded amplifiers in [87]. In [85, 86], the authors utilized NN over an
experimental setup with single and cascaded amplifiers to characterize the EDFAs
operating point with interpolation errors below 0.5 dB.

2.3.1.3 Deciding modulation format

The present-day optical networks are rapidly evolving towards the flexible
grid/EON infrastructure. The EON paradigm has discovered a unique optical network
architecture that provides LPs based on the actual traffic demands. This flexibility
makes the LP provisioning problem more challenging than traditional fixed-grids
WDM. The complexity in LP provisioning is mainly due to adapting bandwidth
utilization, frequency of carrier, and modulation format, which enables the transmis-
sion of LP on the necessary bit rate and total distance. Implementing an adaptive
modulation format also made the coherent optical transmission more complex as it
is not always possible to decide modulation format (DMF) in advance.

The use of ML algorithms assists the coherent transmission in different ways.
In [88], the authors assess the performance of six unsupervised clustering methods
to differentiate among five different formats (BPSK, QPSK, 8-PSK, 8-QAM, 16-
QAM) mainly on confusion matrix terminology and the received-side OSNR. The
authors in [89] proposed a Bayesian EM technique to calculate the different possible
clustering groups in the defined Stokes space description of the signal received to
detect the modulation format. The authors in [90, 91], proposed a NN model which
exploits amplitude histograms’ as a feature in order to differentiate between different
modulation formats such as PM-QPSK, 16-QAM, and 64-QAM with a 0% error rate
in differentiating. In [92], a NN is synergically used along a genetic algorithm to
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further refine the classification ability of NN models. The results in [92] show the
classification among six distinct modulation formats (NRZ-OOK, ODB, NRZ-DPSK,
RZ-DQPSK, PM-RZ-QPSK, and PM-NRZ-16-QAM).

2.3.1.4 Optical performance monitoring

The modern-day optical networks are deployed with several network monitors,
especially performance monitors, which provide different system informations. Op-
tical performance monitoring (OPM) is broadly considered a leading empowering
technology for SDN. Through OPM, an SDN controller can guarantee robust and re-
liable networking. Typically OPM reports the system performance and transmission
parameters like BER, Q-factor, CD, PMD, during the total lifetime of the LP. The
SDN controller exploits the knowledge about the recorded parameters and can be
used to perform different networking functions, such as adapting signal launch power
and modulation format, varying data rates, rerouting, and spectrum assignment of LP,
etc. The traditional OPM procedures are not as sophisticated as to allow monitoring
of multiple transmission parameters simultaneously and independently, mainly due
to the difficulty in separating analytically the effects of different impairments. Con-
sequently, a significant number of monitors are needed to capture the effect of each
transmission impairment, causing an increase in overall system cost. An additional
critical problem of conventional OPM devices is that their efficient positioning is
required to obtain system information.

In recent years, ML-based models are proposed as the potential enabler for multi-
purpose monitoring tools in optical networks with very low cost. The majority of
ML-based OPM methods use transmission variables like baud rate, OSNR, CD, PMD
and polarization-dependent loss (PDL) as features for the training of its cognitive
engine. Different approaches are used in the literature to extract the features for the
training of ML agents. In [81, 93–96], the author fed the NN with features such as
Q-factor, variance, root mean squared jitter (RJRMS), and crossing level amplitude,
extracted from the power eye diagrams. Similarly, in [97], an eye-diagram and
phase portrait with two-dimensional representation was used for the same purpose.
In [94], asynchronous constellation diagrams are also included to take into account
the symbols transition. In [95] [96], histograms of the asynchronously sampled
signal amplitudes are also used for the feature extraction process. The extraction of
the feature before providing it to NN reduces the complexity of the model and also
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requires few realizations of data to train the model. On the contrary, in [98], [99],
the features are not extracted before feeding into the NN, so the author used DL
architecture to extract the features using more hidden layers of NN.

2.3.1.5 Non-linearity mitigation

The decrease in the strength of the optical signal over a certain distance is
mainly due to the attenuation it suffers during fiber propagation. To overcome this
limitation, optical amplification needs to be carried out after a certain length as to
increase the transmission distance. During this operation, the optical amplifiers
increase not only the signal power but also boost the noise, which results in amplified
spontaneous emission (ASE). Along with this, the transmission through the fiber
introduces non-linear effects such as the Kerr effect [100]. In the transmission
set-up, the penalty in fiber propagation due to attenuation, CD, and non-linear
Kerr effect can be approximated as additive Gaussian disturbance [101–103] and
is typically called as non-linear interference (NLI). The NLI mainly affects the
correct symbol detection at the receiver. Generally, due to the circular symmetrical
Gaussian distribution of noise, by minimizing the Euclidean distance, optimal symbol
disclosure is achieved among the received symbols rs, as they have smooth linear
decision boundaries. On the contrary, with memoryless non-linearity, the associated
noise with the received symbols rs has no circular symmetry. This non-linearity
strongly affects the constellation cluster diagram, as it becomes elliptical, substituting
the simpler circular symmetry. This specific case makes correct symbol detection
much more challenging, as the optimal symbols recovery stategy is no more based
on the Euclidean distance minimization. The use of ML methods such as SVM,
KNN, GMM, and kernel density estimator assists in the optimal symbol recovery at
the receiver end.

In [104], the initial propagating power in the fiber has attained a gain of almost 3
dB by engaging GMM together with EM toward 14Gbaud DP 16-QAM transmission
across a dispersion compensated fiber link of 800 km. In [105], the KNN classifier
is proposed to compensate network penalties in dispersion managed, dispersion
unmanaged and zero-dispersion links, under modulation scenario implementing
16-QAM transmission. In [106], NN is adopted for achieving nonlinear equalization
scheme at 16-QAM OFDM transmission system. Similarly, in [107], a NN network-
assisted equalizer reduced the computational cost using generalized matrix inversion.
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SVM technique is proposed in [108, 109]. In [108], fast Newton-based SVM is
adopted to decrease inter-subcarrier mixing in 16-QAM OFDM transmission, while
in [109], SVM classifier is managed to classify decision boundaries of an M-PSK
constellation. In [110], GMM is proposed to outplace the traditional decoding unit,
while in [111–116], the authors proposed NN for equalization. The feature used
as an input to NN is a vector of received symbols, and the label or output is the
equalized optical signal, having lowered inter-symbol interference (ISI). In [117],
the k-means clustering method is used to propose an effective equalization technique
with minimal complexity for a 64-QAM coherent transmission system.
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Table 2.1 Summary of Machine learning Applications at Physical layer

Machine
learning

Application

Machine
learning

Technique
Features/Input Labels/Output Data type References

QoT-E

CBR

Physical path, total
path length, total

number of
propagating LP per

link

Q-factor

Synthetic [74]

Real [74]

NN

Total LP length, count
of EDFAs crossed by
LP, the total length of
link, destination node

degree, number of
channels

accommodating by LP

Q-factor

Synthetic [79], [76]

Real [77]

NN

Source node plus
destination node, link

occupancy,
modulation format,

length of path,
data-rate

BER Real [78]

Random forest

Number of links, total
length, longest link

length of the LP,
traffic volume,

operated modulation
format

BER Synthetic [79]

Random forest,
KNN, SVM

Launch power of
signal, modulation

format, data rate, total
link length, span

length

BER Synthetic [80]

GPR

Input signal power,
symbol rate,

inter-channel spacing,
and transmission

length

BER Synthetic [81]

OAC

CBR
Number of links, total

link length, NF,
G-flatness

OSNR Real [83]

NN
Input and output
power of EDFA

EDFA working
point

Real [85], [86]
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CBR
Input and output

power of single EDFA
EDFA working

point
Real [84]

CBR
Input and output

power of cascaded
EDFA

EDFA working
point

Synthetic [87]

DMF

Clustering
algorithms

Stokes space
parameters

Modulation formats Real [88]

Bayesian EM
Stokes space
parameters

Modulation formats Real [89]

KNN Received symbols Modulation formats Real [118]

NN Amplitude histograms Modulation formats Real [90], [91]

NN Amplitude histograms Modulation formats Synthetic [92]

OPM

NN

Q-factor, variance,
closure, RJRMS, and

crossing level
amplitude (extracted
from the power eye

diagrams)

OSNR,PMD,CD Synthetic [93–95]

Deep learning
Eye diagrams and

amplitude histogram
parameters

OSNR,PMD,CD Real [98]

NN

Q-factor, variance,
RJRMS, and crossing

level amplitude
(extracted from the

power eye diagrams)

Modulation format Real [81]

Kernel based
ridge regression

Eye diagrams and
phase parameters

PMD,CD Real [97]

GMM together
with EM

Received symbols OSNR Real [104]

KNN Received symbols BER Real [105]

NN Received symbols Q-factor Synthetic [106]

NN Received symbols
Self-phase
modulation

Synthetic [113]

Non-linearity
mitigation

Fast
newton-based

SVM
Received symbols Q-factor Synthetic [108]

SVM Received symbols Decision boundaries Real [109]

GMM Equalized symbols Decoded symbols Real [110]
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NN Equalized symbols
Equalized signal
with lowered ISI

Real [111–116]

K-means Received constellation Constellation clusters Real [117]

2.3.2 Machine learning at network layer

Like the physical layer, ML also shows a promising role at the network layer,
such as assisting new LP provisioning or restoration of the already deployed LP,
network failure detection and localization, also in some cases, advance forecasting
of failure, efficient traffic classification to meet QoS and SLAs, etc [70, 71]. In the
following section, few applications of ML at the network layer are reported.

2.3.2.1 Traffic forecasting

During the optical network design phase, the accurate traffic forecast, decreases
the over-provisioning of LPs to a reasonable extent. Moving towards the operation
phase, the network operators can effectively utilize the network resources by doing
traffic engineering with the help of the available real-time data. As the ML techniques
are data-driven, they could be implicitly used for the prediction of traffic, which is a
fundamental task both in the planning and operational design of optical networks.

In [119, 120], the authors proposed a supervised learning technique such as
auto-regressive integrated moving average (ARIMA) [121] to predict the traffic
in the context of virtual network topology (VNT) design and configuration. A
network planner and decision-maker (NPDM) unit based on ARIMA models is used
for predicting traffic for the configuration on VNT. Similarly, in [122] and [123],
the authors also proposed traffic prediction models for the configuration of VNT
exploiting NN. The proposed NNs are fed with the available source-destination traffic
matrix. The NN predicts another traffic matrix which is then applied to a decision-
maker unit (DMN). The DMN decide whether the VNT requires to be reconfigured
or not. The author in [124], proposed a DL technique for the traffic estimation and
resource allocation for an intra-datacenter network. The results in [124] show that
DL outperforms the simple NN technique in terms of efficiency but is costlier in
terms of complexity. In [125] the authors proposed a cognitive network management
unit based on ML algorithm for the traffic prediction matrix used mainly for VNT
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configuration. However, like the previous reference, the authors in [126] proposed
Bayesian inference to predict the traffic for VNT configuration.

In [127] the authors adopted a general structure for traffic modeling using call data
records (CDR). Different clustering-based algorithms such as non negative matrix
factorization (NMF) and collective NMF (C-NMF) are used to obtain beneficial
augmented relation in the real datasets provided by network operator. The insight
information is used to enable the network operators to utilize their network assets
better. In [128] and [129] the authors mainly adopted a genetic algorithm (GA) for
virtual topology design and configuration. Additionally, they used reinforcement
learning to update the fitness function of GA.

2.3.2.2 Network failure management

The network operator always desires to detect and pinpoint the event of a failure
in advance. This advanced detection of failure is critical for the operators because
it avoids any network out-of-service (OOS), allowing to meet the service level
agreements (SLAs). Failure management of a network can be done in three levels;
(i) The initial level is the detection of failure this is generally digging up the set of
LPs that are disturbed by the occurrence of failure; this enables network operators
to only reroute the traffic of the affected LPs. (ii) Failure localization is the second
level that mainly assists in launching the recovery process that tries to re-maintain
the pre-failure network status. (iii) Final level is to discover the actual cause of
failure, such as short-term traffic congestion, devices malfunctioning, and, in some
cases, abnormal behavior of network management system (NMS). This is useful for
taking the necessary steps to avoid future failure and making suitable restoration
procedures.

The modern optical network has numerous monitoring systems that continuously
produce the network status history. This information is adequate to empower data-
driven techniques for different applications such as failure management. The ML-
based systems can be involved to detect the failure location and specify the type
of failure. The authors in [130], proposed the kriging method to locate the correct
place of malfunction along all parts of the network. In [130], the already available
data of deployed LP having some failure records are exploited to locate the failure
of all other LPs operating in a network. In [131], the authors adopted a Bayesian
network that locates a failure with the LPs and labels the leading cause of failure.
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The authors exploited the real field measured BER and the power of LP received at
the ending nodes as an input to the suggested Bayesian classifier. The performance
of the Bayesian classifier demonstrates that only 0.8% of the tested cases were
wrongly classified. In [132], the author considered a multi-layer gigabit passive
optical network (GPON)/fiber to the home (FTTH) network. The physical network
topology consisting of optical network terminals (ONTs), optical network units
(ONUs), and fibers are indicated as layer-1. The optical device layer is termed
layer-1, where the malfunctioning or failure between the devices is shaped in layer-2
utilizing acyclic directed graphs connected through layer-1. In [132], a Bayesian
network and EM algorithms are proposed to quantify the uncertainties at layer-2
failures using the approximation of conditional probability distributions of the subset
of correct operational data. However, another subset is those statistics that are either
not reported or have incorrect measurements. The proposed scheme is used to
estimate this subset of data to identify the cause of failures in the network and assist
in self-pronouncement. Similarly, in [133], a combination of the Bayesian model
and EM is employed for fault identification in GPON/FTTH infrastructures. In [134],
the authors adopted a synergic regression and classification technique and proposed
two algorithms termed BANDO and LUCIDA. The authors first adopted BANDO
running on each node of the network for the abnormal BER detection. The BANDO
takes the previous information related to LPs BER and exposes any unexpected
shifts in the BER level that may happen due to some device failure. After getting the
possible notification from BANDO and taking the preliminary information related
to LPs BER and power, the LUCIDA running on the network controller classifies
failure.

Similarly,in [135], two smart algorithmic rules are presented, named Testing
OptIcal Switching at connection SetUp time (TISSUE) and FailurE causE Local-
ization for optIcal NetworkinG (FEELING). The first algorithmic rule, TISSUE
gets the estimated BER of LP at every traversing node of a network toghether with
the theoretical BER. It initiates assessing the differentiation of the estimated BER
slope and theoretical BER slope. If the difference exceeds a particular threshold, a
failure is predicted. While the FEELING algorithm exploits the decision tree and
SVM for failure localization. The FEELING multi-class classifier takes the features
such as the power readings around the central channel frequency and also the power
reading along with other cut-off points of the spectrum. The decision tree and SVM
classify the failure cause localization. The authors in [136] also proposed several
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ML algorithms for failure detection and cause classification. The ML models such
as SVMs, random forests, and neural networks are trained on the data related to
BER. The results in [136] showed the failure detection and its cause classification,
which enables the network administrator to detect the failure in advance and allows
taffic rerouting over the affected LP, as to minimize OOS. Finally, in [137], the
authors adopted NN and statistical regression to predict failures using the input
parameters such as currents drawn, the gain of the amplifiers, power levels and shelf
temperatures.

2.3.2.3 Traffic flow classification

The expansion of modern network infrastructure and the latest technology like
IoT introduces various types of diverse internet traffic. The network infrastructure
should efficiently classify the various generated internet traffic flows before allocating
the network resources. It is necessary to make the proper sequence of the internet
traffic flows according to their priority, enabling effective resource allocation and
ensuring QoS protocols against each traffic flow in order to maintain the SLAs.

In [138], the author observed several classes of packet loss during optical trans-
mission. The authors proposed a hidden Markov model (HMM) together with EM
algorithm to classify the packet loss into two main categories, i.e., congestion loss or
contention loss. The authors in [139] proposed a NN to categorize traffic flows in
data center networks. The NN exploits the IP addresses of the source and destination
nodes, port specified for source and destination, protocols operating on the transport
layer, size of packets, and flow timings between the initial 40 packets as features.

2.3.2.4 Path computation

While allocating network resources for new arriving traffic requests, a suitable
path should be selected to effectively deploy the new traffic request according to
the required QoS and also maintain the QoS of already deployed network traffic.
Conventionally, routing methods like Dijkstra, Bellman-Ford, Yen algorithms are
mainly used for path computation. These traditional path computation algorithms
rely on well-defined cost functions such as the shortest path to reach from source to
destination, minimizing the overall delay, minimizing power consumption, etc.
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The physical and network layer parameters are generally used for path compu-
tation in optical networks. The accurate estimation of physical layer parameters is
essential because they are mainly managed to select the suitable optical path already
reported in section 2.3.1.1. The network layer contributions are summarized in this
section. Path computation can generally be considered a multi-layer process, and
ML methods can assist this practice at each layer. The authors in reference [140]
presented a path computation mechanism for optical burst switched (OBS) networks
to reduce the probability of burst loss. The authors tried to handle it like a multi-
armed bandit problem (MABP) and suggested a reinforcement learning (Q-learning)
method to solve it. The authors adopted the Q-learning method as other techniques
are not scaleable for solving complicated problems. A MABP concept derives from
a gambling theme; a participant aims to pluck one arm of the slot machine’s over
several arms to maximize the total reward. Using the same theory, in [140], the path
selection between a given source to destination pair is characterized as plucking one
of the machines arms, having the premium in terms of decrease in the probability of
burst-loss.

Similarly, the authors in [141] proposed a clustering algorithm (fuzzy c-means
clustering (FCM)) for QoS aware path computation. The FCM based module is
implemented in the SDON controller to improve network performance with the
introduced cognitive ability. The FCM manipulates features such as traffic requests,
LP lengths, OSNR, modulation formats, BER etc., and provides each LP with the
finest available physical layer parameters.
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Table 2.2 Summary of Machine learning Applications at Network layer

Machine
learning

Application

Machine
learning

Technique
Features/Input Labels/Output Data type References

Traffic
forecasting

ARIMA Traffic matrix records
Traffic matrix

prediction
Synthetic [119, 120]

NN
Source-destination

traffic matrix
Traffic matrix

prediction
Synthetic [122, 123]

DL Intra-datacenter traffic
matrix

Intra-datacenter
traffic matrix

prediction
Real [124]

Reinforcement
learning

Solutions achieved
from GA

Virtual topology
update

Synthetic [128, 129]

NFM

Kriging method
Data of already

deployed LP

Locate the failure of
all other LPs
operating in a

network

Real [130]

Bayesian
network

Real field measured
BER and power of LP

Label the leading
cause of failure

Real [131]

Bayesian network
and EM

Missing of
GPON/FTTH network

data

Predict the missing
subset of the dataset

Real [132, 133]

BANDO
Previous information

about LPs BER
Abnormal BER

Detection
Real [134]

LUCIDA

Notification from
BANDO and taking

the preliminary
information related to
LPs BER and power,

Classifies failure

TISSUE

Estimated BER of LP
at each traversing

node of a network and
the theoretical BER

Predict failure

Real [135]

FEELING

Power readings
around the channel
central frequency,
levels of power

around cut-off site of
the channel spectrum

Failure cause
localization

SVMs, Random
Forests, and NNs

Data related to BER
Failure detection and
cause classification

Real [136]
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NN and statistical
regression

Current drawn, G of
the amplifier, power

levels, shelf
temperature

Detect failure Real [137]

TFO

HMM and EM
Data related to packet

loss
Classify the packet

loss
Real [138]

NN

Source IP plus
destination IP, port

specifying source and
destination, protocols
defined for transport
layer, sizes of packet,

finally intra
transmission duration
of initial 40 packets

Categorize traffic
flows in data center

network
Real [139]

Path computation

Q-learning

Path for each
source-destination

pair and wavelength
selection strategy

Reduce the
burst-loss

probability
Synthetic [140]

FCM

Traffic requests, LP
lengths, OSNR,

modulation formats,
BER

QoS aware path
computation

Synthetic [141]

2.3.3 Machine learning at Photonics or below layer-0

Nowadays, network elements (NE) are progressively exploiting photonic inte-
grated circuits (PICs) to perform complex functions at the photonic level avoiding
the bottleneck of optoelectronic conversion. This trend increases the management
complexity of such devices. Different ML techniques are effectively used for the
proper governance of network devices compared to the traditional analytical models,
which are costly in computation at a large scale and can not be executed in real-time.

In [142] the authors proposed an algorithm powered by the NN to calibrate a 2×2
dual-ring assisted mach-zehnder interferometer (DR-MZI) based switching system.
The NN is trained to identify the initial state of the DR-MZI. The authors in [142]
focused on a 6-nm spectrum segment and 1202 data points, given as an input to NN.
The output of NN consists of four variables, i.e., coupler transmission coefficient
t, the intrinsic loss factor a, differential phase d p, and the round-trip phase ϕMZI .
In [143], the authors reported and experimentally demonstrated a full self-learning
and reconfigurable photonic signal processor based on an optical neural network
(ONN) chip. The ONN chip is encompassed 48 phase shifters and 20 MZIs. The
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Fig. 2.13 Machine-learning-assisted SDN-enabled optical networks

overall design of ONN is composed of an input layer and an output layer with identity
activation functions ( f (z) = z). The proposed chip performs three main functions
by self-learning using the numerical gradient descent algorithm: multi-channel
optical switching, optical multiple-input-multiple-output de-scrambling, and tunable
optical filtering. In [144], it is proposed to use the deep reinforcement learning
(DRL) technique to reconfigure silicon photonic flexible low-latency interconnect
optical network switch (Flex-LIONS) according to the traffic characteristics in
high-performance computing (HPC) systems. The DRL agent is implemented in
the SDN controller. At each system step t, the controller states data st containing
the inter-top-of-rack connectivity and traffic matrices (obtained through telemetry).
The agent uses CNN to get critical features from st and subsequently calculate a
reconfiguration policy πt . Furthermore, a novel reinforcement ML-based framework
called DeepConf is introduced in [145], for automatically learning and implementing
a range of data center networking techniques. This framework is aided by a unique
intermediary network state that forms different sets of reinforcement learning models
for different tasks of data center networking. The DeepConf unit obtains state st

(traffic matrix) at training step t and uses this state knowledge the agent makes a
policy decision
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Table 2.3 Summary of Machine learning Applications at Photonics or below layer-0

Machine
learning

Application

Machine
learning

Technique
Features/Input Labels/Output Data type References

Photonic devices
management

NN

Initial state of the
DR-MZI selected

from 6-nm
spectrum segment

with 1202 data
points

Coupler
transmission

coefficient t, the
intrinsic loss factor
a, differential phase

d p, and the
round-trip phase

ϕMZI

Real [142]

NN

Four independent
10 Gbit/s non-
return-to-zero
(NRZ) signals

Multi-channel
optical switching,

optical
multiple-input-
multiple-output

de-scrambling, and
tunable optical

filtering

Real [143]

DRL

Controller states data
st (inter-top-of-rack

connectivity and
traffic matrices)

Reconfiguration
policy πt

Synthetic [144]

DeepConf
(reinforcement

learning)

Input traffic
matrices

Reconfiguration
policy

Synthetic [145]

After the general argument in this part, it is pretty clear that ML algorithms can
be effectively utilized for different practical interests. Hence, this leads a road map
toward the development of a cognitive control plane for the next era of modern optical
networks having various ML API running, which assists different functionality at
different network levels shown in Fig. 2.13.



Chapter 3

Machine Learning for Optical
Networks

Introduction

Recently, the remarkable increase in the global IP traffic, compelled by the intro-
duction of 5G technology, the IoT, and cloud services, has marked-up high demands
and new requirements for the capacity enhancement and reliability of optical net-
works [146]. To serve the rapidly increasing number of internet service users, the
technologies of optical networks are continuously evolving. To cater to this dramatic
upsurging number of internet service users, the key operator demands the full utiliza-
tion of network resources of existing infrastructure to maximize returns on CAPEX
investments. To achieve this, the data transport layer needs to be optimized to reach
the maximum available capacity. The center key factor for optimal exploitation of
data transport is maximizing the capacity of WDM transmission techniques along
with network disaggregation. These attributes evolved to technologies: EON and
SDN paradigm in an optical network. The EONs provide flexibility to the network
controller to scale up or down resources according to the traffic requests in order to
utilize the available spectrum efficiently [3, 33]. In addition to this, the SDN imple-
mentation enables the management of each NE within a virtualized environment, so
permitting a disaggregated approach to the network exploitation, enabling openness
and virtual network slicing. These features pave a roadway for a partial or full
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disaggregation of optical networks: a disaggregated network includes subsystems
that are controlled independently by relying on common data structures and API.

The foundation step towards flexible and disaggregated networks is the abstrac-
tion of the WDM optical transport as a topology graph weighted by the GSNR
degradation on transparent LPs, introduced by each crossed NE and subsystem,
mainly by OLS including fibers and amplifiers [147, 148]. Each OLS is handled
by an OLS controller running in the control plane [149], which sets the amplifier
working point and consequently determines the GSNR degradation. The more accu-
rate the nominal working point, the better the capability to rely on the overall LP
GSNR. So, a lower system margin is requested in LP deployment and, consequently,
larger traffic can be handled, enabling better exploitation of the installed equipment.
In addition to this, a reliable softwarization of optical transport also helps in the
automatic recovery of network failures by reducing downtime.

In this chapter 3, a framework for ML-assisted optical networks is discussed to
estimate the QoT of LP. The chapter begins with the physical layer abstraction of
the optical network in Section 3.1. After that, the QoT metric in terms of GSNR
is discussed in Section 3.2. Later, the different approaches used for estimating the
QoT are discussed in Section 3.3. The Section 3.4 reports the network simulation
model along with dataset generation and its analysis. In Section 3.5, the proposed
ML models for QoT-E and the optimization of hyperparameters are discussed. After
this, the performance analysis of all the proposed models is given in the Section 3.6.
The analysis demonstrated in Section 3.6 only consider the ML models to predict
the QoT-E of the LP. After this analysis, in Section 3.7, a more realistic scenario is
reported in which the ML model is synergically used with the network QoT estimator
engine in order to assist the QoT estimator engine in estimating the QoT of LP.

3.1 Physical layer abstraction of transparent open
optical network

A transparent optical transport network is a structure of connected ROADM
nodes, where traffic requests are added/dropped or routed, as shown in Fig. 3.1.
Topology links are bidirectional OLSs made of fiber pairs and in-line amplifiers
– EDFA [150]. As links are virtually symmetrical, an unidirectional approach is
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Fig. 3.1 Schematic description of an optical network as a topology of ROADM nodes
connected by OLSs. The inset shows a general setup for an OLS that, in this case, is
supposed to be open.

considered in this analysis. Following the disaggregated approach, each OLS is
independently and autonomously controlled by an OLS controller that sets the
operational point of in-line amplifiers to minimize QoT degradation. [151, 149].
The OLS controller’s settings are based on the available parameters describing the
physical layer, among which the most important are the fiber connector losses and
the ripples of in-line amplifiers Gs and NFs. In particular, these ripples vary with the
spectral load. So, OLS controllers may guarantee operation at the nominal working
point with a certain degree of uncertainty on the actual GSNR degradation.

On the optical infrastructure, LPs are deployed as transparent optical circuits
on the WDM flexible grid [152] connecting transceivers; hence, they support dual-
polarization multiple level modulation formats. In this framework, a higher operative
GSNR enables a larger deployable modulation cardinality, which provides a more
significant deployable rate. Thus, the key operation in LP deployment is to select
the feasible modulation format, so maximizing the rate according to the available
LP QoT. Such an operation performed by the network controller requires an accu-
rate QoT-E, as uncertainties on the actual LP QoT require system margins and a
consequent reduction in the deployed traffic.

Generally, LPs suffer from several propagation impairments: ASE noise from in-
line amplifiers, linear and nonlinear fiber propagation effects and ROADMs filtering
effects. Thanks to DSP techniques in coherent transceivers, fiber propagation linear



48 Machine Learning for Optical Networks

effects can be managed together with additive Gaussian disturbances (NLI) and phase
noise, both nonlinear and generated by self- and cross-channel nonlinear crosstalk.

In general, the DSP module at the receiver effectively compensates for the phase
noise using the carrier phase estimator algorithm. This is necessary for QoT-E in
transceivers scenarios with large-constellation modulation formats, designed for
short-reach [153].

Finally, the ROADMs filtering effects and crosstalk also introduce some level of
degradation to the QoT, generally considered as an extra loss and additional Gaussian
noise source. ROADM impairments are out of the scope of this work.

3.2 GSNR as QoT-E Metric

Nowadays, the core networks are typically operated by transceivers using QPSK,
8-QAM and 16-QAM constellations, or hybrid formats [154]. In such implementa-
tions transparent LPs can be effectively modeled as additive white Gaussian noise
(AWGN) channels, affected by ASE noise and NLI Gaussian disturbances. Typically,
the QoT over an AWGN channel is summarized by the signal-to-noise ratio (SNR),
that for LPs is typically identified as GSNR:

GSNR =
PRx

PASE +PNLI
=
(
OSNR−1 +SNR−1

NL
)−1

, (3.1)

where OSNR= PRx/PASE is the optical signal to noise ratio detectable by optical
channel monitors (OCM)s, SNRNL = PRx/PNLI is the nonlinear SNR due to NLI
only and so only observable on the DSP recovered constellation. PRx is the power
of the channel at the receiver, PASE is the power of the accumulated ASE noise and
PNLI is the power of the accumulated NLI.

Following a disaggregated approach, the NLI introduced by each fiber span can be
separated into two main contributions: the self-channel NLI (SC-NLI) and the cross-
channel NLI (XC-NLI) depending on the input spectrum [155]. Several mathematical
models have been proposed for the NLI evaluation with a disaggregated approach,
with different accuracy levels, e.g., [156, 157]. For an accurate spectrally-resolved
evaluation, NLI calculation must consider the simultaneous effect of stimulated
raman scattering (SRS) [158]. So, the NLI per span can be evaluated by a proper
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Fig. 3.2 Abstraction of Optical Network

algorithm following a spectral disaggregated approach superimposing the effects
of each channel. This is the approach exploited in the present work by using the
Gaussian noise simulation available in python (GNPy) library. For the ASE noise
accumulation, the considered G and NF are for a typical amplifier set. So, a data
structure effectively abstract WDM optical transport network as a topology weighted
graph G(V,E), where graph-vertices (V) are switches and ROADMs, while graph-
edges (E) are OLSs. Weights on edges are the GSNR characterizing each OLS
as measured by the OLS controller. Fig. 3.2 shows an example, where inverse-
SNR (ISNR)=1/GSNR. Over such a data structure, LP GSNR can be evaluated by
navigating the route and accumulating the metrics of interest for the wavelengths
under test:

GSNR =
1

∑
OLS
i

1
GSNRi

. (3.2)

The accuracy in GSNR computation depends on the mathematical models for fiber
propagation, amplifiers, and the accuracy in the knowledge of physical layer parame-
ters. The perturbation from nominal values used for OLS controlling and for QoT-E
yields an uncertainty on the LP GSNR, which requires system margins and reduces
the deployable traffic, with respect to the nominal amount. The main uncertainties are
the fiber connector losses defining the fiber input power, and consequently, the NLI
and the in-line amplifiers G and NF determining the ASE noise, with a dependence
on the spectral load.

In this chapter, the simulation performed for comparing different ML models
only considers amplifiers G ripple and NF as a primary source of uncertainties, while
for transfer learning agent fiber connector losses are also considered along with
amplifiers G ripple and NF.
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3.3 Approaches for QoT Estimation

This section lists different possible approaches for obtaining knowledge of the
OLSs characteristics, with each method allowing a different reduction in the GSNR
uncertainty.

In the first approach, the data available from the system and network components
such as static characterization of devices (e.g., amplifier G and NF in the frequency
domain, connector loss, etc.) is used to implement an accurate QoT-E in vendor-
specific systems. Regarding this particular approach, a considerable number of
analytical models are available for calculating the GSNR by using the data and
characterizing the OLS components. However, this static data-based approach may
not be accurate as the components experience gradual degradation due to the aging
factor, leading to progressively unreliable QoT-E after a certain period.

A second approach is based on the telemetry data considering only the present
network status. Deducing an OLS agnostic functioning in an open environment,
the OLS controller mainly depends upon telemetry data retrieved from the OCM
and the EDFAs. In this particular approach, it is reasonable to use the telemetry of
the network’s current state to estimate an accurate QoT. In contrast to the previous
approach, there is no reliance on the static characterization of devices parameters
and thus the uncertainty in the QoT-E accuracy due to the device aging factor is
removed. Nevertheless, the issue with this particular method is that the GSNR
response, mainly its OSNR component, is highly dependent upon the spectral load
configuration, which introduces a considerable uncertainty in the QoT margin [72].

The third approach considers a dataset that collects the QoT responses against
random spectral loads of the in-service network. This data is generated during the
operative phase of the in-service network by measuring the OLS response in terms
of GSNR for various spectral load configurations. This particular case provides an
ideal playground to apply ML. A ML method using a training dataset composed of
spectral load realizations of the in-service network yields an accurate QoT-E for each
newly generated spectral load realization for agnostic/unused network scenarios.
In contrast to the second approach, where only telemetry data is considered, this
approach utilizes the QoT-E based on the GSNR response to specific spectral load
configurations, decreasing the uncertainty in GSNR predictions of agnostic/unused
network. Additionally, this method does not need any knowledge of the OLSs
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Fig. 3.3 Model Orchestration

physical parameters in opposition to the first approach. Thus, this method provides
an ideal platform to apply ML methods in an agnostic/unused network scenario.

In this thesis, the main focus is on the third approach, considering a ML model
trained on the GSNR response to specific spectral load configurations of the already
deployed in-service network, and considering its realization to predict the QoT of an
agnostic/unused network, as shown in Fig. 3.3.

Table 3.1 Simulation Parameters
Parameters

Launch Power/ Channel 0 dBm
Dispersion (D) 16.0 ps/nm/km
Attenuation coefficient (α) 0.3 dB/km
Channel Spacing 50 GHz
Span Length 80 km
WDM Comb (C-Band) 76
Baud Rate 32 Gbaud
Amplifier Noise Figure [6 - 11] dB [159]
Nominal Amplifier Noise Figure 8.75 dB
Amplifier Gain Ripple Variation of 1 dB
Nominal Amplifier Gain Ripple Flat
Fiber Type Standard SMF
Insertion losses Exponential Distribution (λ = 4)[160]
Nominal Insertion losses 0.3 dB [161]
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3.4 Simulation model and synthetic data generation

This section describes the simulation performed to model a particular network
and its transmission components. Along with this modeling, the mimicked datasets
detail are also reported, which are generated synthetically for two different networks;
in-service and agnostic/unused network by using the GNPy library.

A typical SDN empowered backbone optical network is considered, in which
edges are modeled by OLSs, while nodes are defined as ROADM sites. The con-
sidered OLS is controlled targeting the maximum GSNR [162] according to the
local-optimization global-optimization (LOGO) strategy [149]. The considered OLS
controllers and QoT-E might rely on the nominal values for NE parameters. Although
both datasets are synthetically generated, the in-service network dataset is obtained
by reading data from transceivers and monitors for each deployed LP, specifically the
channel power and OSNR from monitors, GSNR from transceivers and the number
of crossed spans from the controller. Therefore, in this investigated hypothetical
scenario, the in-service network dataset contains the exact channel powers, OSNRs
and GSNRs values, without any uncertainty. On the other hand, the agnostic/unused
network dataset includes inaccuracies due to network parameter uncertainties. To
mimic reality, a synthetic dataset is generated considering random connector losses
and in-line amplifiers NF and G ripples. In particular, at first the connector losses
are randomly set, while a Monte-Carlo analysis is performed on different OLS
spectral load and consequent ripples [163], in order to collect the dataset. Insertion
losses are determined by an exponential distribution with λ = 4 as described in
the study [160]. To generate synthetic data, the GNPy library [164, 159] is used.
The GSNR computation of the GNPy library is spectrally resolved and is based
on the generalized Gaussian noise (GGN) model for NLI. The GGN model always
considers worst effect for the NLI by supposing Gaussian-modulated interfering
channels [158, 159]. Because of the computational effort needed to generate a proper
dataset, the considered OLSs carry only 76 channels over the standard 50 GHz grid
on the C-band, having total bandwidth close to 4 THz. A substantial difference in
results is not expected when considering standard 96 channels on the entire C-band.
The transceivers at 32 GBaud, shaped with a root-raised-cosine filter, are considered.
The OLS launch power is defined by the booster at the ROADM output, as to set
0 dBm per channel, while in-line amplifiers are set at transparency, i.e., the nominal
G completely recovers fiber losses. All OLSs are supposed to operate on standard
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(a) EU network topology (b) USA network topology

Fig. 3.4 Network Topologies

single-mode fiber (ITU-T G.652) with a span length of 80 km. These hypotheses
are used for both the in-service and agnostic/unused network, as both considered
networks exploit the same optical transport technologies. Network parameters are
summarized in Tab. 3.1.

Table 3.2 Train set network paths
EU: Training

Source Destination Spans Source Destination Spans
Vienna Warsaw 7 Brussels Bucharest 30

Amsterdam Berlin 8 Frankfurt Istanbul 34

The generated dataset is obtained by perturbating the above frame of reference by
varying the parameters of EDFA: NFs, amplifier G ripples, and fiber connector losses.
The selection of NF is made by a uniform distribution varying between 6 dB to
11 dB, while the amplifier G ripples are varied uniformly within a 1 dB interval.

(Note that such a wide range of NF is typical in commercial devices at spectral
loading far from full load). The considered spectral loads in dataset generation is
a subset of the entire 276 possible loads, where 76 is the total number of WDM
channels. In the considered subset of spectral loads, each source-to-destination (s→
d), pair has 1024 realizations of random loads ranging from 34% to 100% of total
bandwidth occupation. Given the (s→ d), the add/drop variation of the spectral load
has been reproduced by randomly selecting amplifier ripples. Nevertheless, it always
assumes a full spectral load when the NLI impairment is calculated, as it represents
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Table 3.3 Test set network paths
USA : Testing

Source Destination Spans Source Destination Spans
Milwaukee Minneapolis 6 Denver Detroit 29
Louisville Memphis 7 Kansas City Las-Vegas 30

Boston Buffalo 8 Las-Vegas Little Rock 30
Charleston Charlotte 8 Albuquerque Atlanta 33
Chicago Cincinnati 12 Birmingham Bismarck 33

Greensboro Hartford 14 Austin Baltimore 34
Atlanta Austin 20 Miami Milwaukee 35

Charlotte Chicago 20 Abilene Albany 36
Columbus Dallas 20 Bismarck Boston 36

Dallas Denver 20 Detroit El Paso 38
El Paso Fresno 21 Hartford Houston1 38

Minneapolis Nashville 21 Baton Rouge Billings 41
Buffalo Charleston 22 Billings Birmingham 41
Houston Jacksonville 23 Albany Albuquerque 45
Memphis Miami 24 Los Angeles Louisville 46
Baltimore Baton Rouge 25 Fresno Greensboro 54

Little Rock Long Island 25 Long Island Los Angeles 61
Jacksonville Kansas City 26

the worst-case scenario. The first dataset is generated for the EU network topology
which consists of 4096 data realizations for four (s –> d) pairs (1024 combinations
for each (s→ d) pair) and is used as an in-service network as shown in Tab. 3.2,
while for the unused network, the dataset is generated for the USA network topology
that includes thirty five (s→ d) pairs having 35,840 data realizations as shown in
Tab. 3.3. The considered networks are characterized by distinct topologies shown in
Fig. 3.4a and Fig. 3.4b, adopting the same fiber type and transmission equipment.
Still, they are different in terms of random amplifiers parameters, i.e., ripples on NF
and G and fiber insertion losses. The basic parameters for both network topologies
are shown in Tab. 1. The distribution of GSNR for a single particular path Louisville
→ Memphis for all the considered realizations of varying spectral load of WDM
channels is depicted in Fig. 3.5, which includes the resulting GSNR values obtained
varying spectral loads, WDM channels, G ripples, NFs and insertion losses. A single
path is analyzed as the other paths do not provide a substantial difference in the
statistical characteristics of GSNR.
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Fig. 3.5 GSNR statistic of all channels of Louisville→ Memphis path
Table 3.4 Networks Topology Details

Topology Details
Parameters EU: Training [165] USA : Testing[166]

Number of Nodes 28 100
Number of Links 41 171

Average path distance (km) 2014.06 2541.75
Maximum path distance (km) 3051.10 5481.07
Minimum path distance (km) 669.30 568.33

Average number of spans per Link 19.75 27.49

3.4.1 Analysis of GSNR Dataset

After retrieving the dataset, the statistical analysis of the GSNR against different
spectral load configurations for particular (s→ d) is made to estimate the uncertainty
in GSNR calculations. A single path Louisville→ Memphis is selected in the test
dataset for the statistical analysis of the GSNR. Only one path is selected for analysis
as the other paths do not provide any substantial difference in the statistical GSNR
characteristics.

Firstly, the distribution of GSNR for this particular path is depicted in Fig. 3.5.
In this regard, the channel under test (channel number 10) is selected for all the
test realization in which it is always ON. Along with this analysis, a few primary
considerations arise by computing the average of the GSNRs for every channel
over all the test realizations of this specific path, presented in Fig. 3.6. The average
values of GSNR allow to model the OLS components, with an average distribution
between 11.72 dB, and 12.28 dB, exhibiting standard deviations from 0.20 dB to
0.29 dB respectively.
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Fig. 3.6 Overall, GSNR measurements for a single path Louisville → Memphis of an
agnostic/unused network in the frequency domain. The green dots are the mean values over
the entire sample for each channel; the error bars are equal to the standard deviations. The
purple line shows the nominal values for this path in the frequency domain. In blue and
orange, the maximum and the minimum for each channel are outlined, respectively. The
dashed red line indicates the overall GSNR minimum of 10.81 dB.

Considering the current scenario, if nothing is known about the GSNR depen-
dency upon frequency, the same GSNR threshold must be enforced for all channels
with a magnitude lower than a global expected minimum. In this case, the GSNR
value is fixed to the constant threshold of 10.81 dB creating an average margin of
up to 1.48 dB over a considered set of realizations for this particular path. Moving
towards the following scheme, the availability of stored data that characterize the
frequency-resolved GSNR response must be considered: the margin can be truncated
by fixing a minimum value for each channel, which must lie below the respective
minimum measurement (continuous orange line in Fig. 3.6). However, this solution
is sub-optimal; it is the most acceptable reachable result, conservative and agnostic
with respect to the definite spectral load configuration against this specific path.

This definitive solution yields a finite improvement, compared to the first case
having a value of 1.48 dB, as the average margin would be reduced to 1.30 dB. Still,
this second approach is strikingly dependent upon the sample space of GSNR real-
ization: acquiring a minimum reliable value for each channel requires a sufficiently
large number of instances. In the above context, both the considered scenarios are
not feasible given agnostic/unused network, where the statistics distribution of the
GSNR with respect to different spectral load configurations is not available.
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Fig. 3.7 Machine Learning Module

In contrast to this, a ML approach appears to be a promising candidate not only
to predict the GSNR against any particular path of a network but can also lead to a
decrease in the uncertainty in GSNR predictions, even if the dimension of the sample
of in-service network is limited.

3.5 Machine learning techniques for QoT-E

The proposed models cognate the features and labels of the candidate LP of the
in-service network using ML. The manipulated parameters used to define the features
(system input) for the ML models include received signal power, NLI, ASE, channel
frequency, and distance between source to the destination nodes (integral number of
fiber spans traversed). In contrast, the exploited label (system output) is manipulated
by the GSNR parameter of the candidate LP depicted in Fig. 3.7. The total number of
input features for proposed ML models consist of 305 entries, as there are 76 entries
against each manipulated parameter (1+4×76 = 305). The considered models use
ML’s functionality, which is a powerful tool to find the relationship between the
provided features and the desired label [167]. Typically almost all ML-based models
perform better when they are trained on standardized datasets [168]. Generally, these
sets have zero mean and unit variance.

Z =
X−µ

σ
(3.3)

MSE =

n
∑

i=0

(
GSNRp

i −GSNRa
i
)2

n
, (3.4)
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In the present work, standardization of the dataset is done using z-score normalization,
expressed in Equation 3.3, where µ and σ are the mean and standard deviation of
each particular feature vector of the dataset. Along with this, model evaluation
is done by MSE as a loss function expressed in Equation 3.4, where GSNRa

i and
GSNRp

i are the actual and predicted values of any candidate channel for the ith
spectral load, respectively, and n is the total number of realizations in the test dataset.

The underlying paradigm of ML allows the inference of functional network
characteristics that cannot be easily or directly measured. Generally, the cognition
ability of ML models is provided by a series of intelligent algorithms that learn the
inherent information based on the training data. The intrinsic information is then
abstracted into decision models that guide the testing phase. These trained decision
models offer operational advantages by allowing the network to draw conclusions
and react autonomously.

In the present work, six ML models are proposed for QoT-E. Each proposed
model consists of three basic modules: pre-processing, training, and testing. The
pre-processing module standardizes the dataset before applying it to the training
module. The training module uses the standardized dataset of the EU network,
which is considered as in-service network reported in Table 3.2 for the training of the
proposed models. After training, the testing module explicitly starts testing on the
USA network dataset subset, considered as an agnostic/unused network, as reported
in Table 3.3. The EU network is selected for training as its size is smaller than the
USA network, which helps in the extensive testing of the models as the USA network
provides more variety in terms of network parameters, especially fiber span length.

The proposed ML-based regression models are developed by using high-level
python API of two open-source ML libraries, scikit-learn© (SKL) [168] and Ten-
sorFlow© (TF) [169], which provide a variety of learning algorithms as well as
appropriate functions to refine the dataset before using as an input of the ML model.
Generally, SKL is a general-purpose or a traditional ML library, while TF is con-
sidered a DL library. Using python API of SKL’s, three possible ML models can
be deployed: decision tree regressor, random forest regressor, and multi-layer per-
ceptron regressor. Using TF’s the alternatives are: boosted tree regressor, deep
neural network and wide deep neural network. In this thesis, only regression models
are proposed as the considered problem output variable (label) is only numerical
(continuous) rather than categorical (discrete).
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(a) Max depth and Min sample leaf optimization
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(b) MSE convergence plot for tree model

Fig. 3.8 Hyperparameters optimization of tree-based models using Skopt

Based on the hyperparameters, the proposed models have two primary classes;
tree-based models and neural network-based models. The hyperparameters for both
types of models are optimized before loading them to a specific model. There
are various techniques for hyperparameter optimization of the ML models such as
manual search, random search, grid search, automated hyperparameter tuning, etc.
In the proposed thesis, the sample space of hyperparameters is first explored using
manual search. After that, the manual search optimization is further verified by using
the automated hyperparameter tuning scheme of Scikit-optimize (Skopt) open-source
library. Skopt utilizes a sequential model-based optimization algorithm to search for
optimal configuration of hyperparameters for particular problems in less time [170].
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(a) Neurons per hidden-layer and number of hidden-layers optimization
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(b) MSE convergence plot for neural network model

Fig. 3.9 Hyperparameters optimization of neural network-based models using Skopt

The hyperparameters optimization is done in two fashions; initially, it is per-
formed for tree-based models (see Fig. 3.8), and after that, optimization is done for
neural network-based models (see Fig. 3.9). In Fig. 3.8a, the parameters like max
depth and minimum sample leaf are optimized with respect to the loss function
(MSE). Observing Fig. 3.8a, the optimized value for minimum sample leaf is 3,
while max depth is equal to 100. The same optimized parameters are considered for
all the proposed tree-based models. After that, to further verify the obtained results
in Fig. 3.8a, the MSE convergence plot is also shown with respect to the number of
calls in Fig. 3.8b. A similar analysis is performed for neural network-based models
for the two important parameters, i.e., the number of neurons per hidden-layer and
the total number of required hidden-layers for the considered problem. The results
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in Fig. 3.9a report the optimized value for the number of neurons per hidden-layer
which is equal to 20, while the total number of required hidden-layers is equal to
3. The optimized parameters obtained in Fig. 3.9a are considered for all the pro-
posed neural network-based models. Furthermore, to validate the acquired findings
in Fig. 3.9a, the MSE convergence plot is shown with respect to the number of calls
in Fig. 3.9b. The default and optimized hyperparameters of the proposed ML models
are reported in Table 3.5.

Table 3.5 Machine learning Models Detail

Machine learning Model API Parameter Value

Decision Tree Regressor scikit-learn© Min samples leaf 3
Max depth 100

Random Forest Regressor scikit-learn©
Method ′Bagging′

Min samples leaf 3
Max depth 100

Multi-layer Perceptron Regressor scikit-learn©

Hidden layers 3
Neurons/hidden layers 20

Stochastic Gradient Descent
Algorithm SGD

Activation function ′ReLU ′

L1 regularization 0.001
Learning rate 0.01
Training steps 1000

Boosted Tree Regressor TensorFlow©

Method ’Gradient Boosting’
Min samples leaf 3

Max depth 100
Learning rate 0.01

L1 regularization 0.001

Deep Neural Network TensorFlow©

Hidden layers 3
Neurons/hidden layers 20

Keras optimizer ′ADAGRAD′

Activation function ′ReLU ′

L1 regularization 0.001
Learning rate 0.01
Training steps 1000

Wide Deep Neural Network TensorFlow©

Hidden layers 3
Neurons/hidden layers 20

Keras optimizer ′ADAGRAD+FT RL′

Activation function ′ReLU +Sigmoid′

L1 regularization 0.001
Learning rate 0.01
Training steps 1000

3.5.1 Decision Tree Regressor

To estimate QoT, the decision tree regressor (DTR) model is proposed. The DTR
has two main basic tuning parameters; min_samples_leaf and max_depth. To get
the optimum values of these parameters, the number of min_samples_leaf = 3 and
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max_depth = 100 are selected in order to achieve the best trade-off between precision
and computational time in this particular simulation scenario.

3.5.2 Random Forest Regressor

To estimate QoT, the next proposed tree model is random forest regressor (RFR).
The (RFR) is a type of ML technique that builds an ensemble of simple regression
trees using a bagging technique. Similar to DTR parameter tuning, the RFR is also
configured with min_samples_leaf = 3 and max_depth = 100 in this simulation
scenario.

3.5.3 Multi-layer Perceptron Regressor

The multi-layer perceptron regressor (MLPR) is one of the most commonly used
AI networks. Generally, MLPR is not a single perceptron with multiple layers but
multiple artificial neurons (perceptrons) with multiple layers. Typically, MLPR has
three or more layers of perceptrons. The layers of the MLPR form a directed, acyclic
graph where each layer of MLPR is fully connected to the subsequent layer [171].
The proposed MLPR is configured by several parametric values such as training steps
= 1000, loaded with back-propagation (BP) algorithm along with default stochastic
gradient descent (SGD)) algorithm optimizer having default learning rate = 0.01 and
L1 regularization = 0.001 [172]. The basic function of L1 regularization is to prevent
MLPR from over-fitting. In addition to this, several non-linear activation functions
such as Relu, Tanh, sigmoid are tested during model building. After testing all of
these non-linear activation functions, Relu is selected to improve MLPR capabilities,
as it outperforms others in terms of prediction and computational load [65]. Finally,
the most important parameter is the hidden-layer, as MLPR is tuned on several
numbers of hidden-layer and neurons to achieve the best trade-off between precision
and computational time. These two parameters are linked to the complexity of
the MLPR, which is tied to the intrinsic complexity of the problem. Although the
increase in the number of layers and neurons improves the accuracy of the MLPR
up to a certain extent, a further increase in these values has an adverse diminishing
return effect that causes over-fitting and increases in the computational time. In this
trade-off, MLPR for QoT-E uses 3 hidden-layers, containing 20 neurons each.
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3.5.4 Boosted Tree Regressor

The boosted tree regressor (BTR) is also a type of ML algorithm that creates an en-
semble of regression trees using the gradient-boosting technique. Similar to other pro-
posed tree regressors parameter, the BTR is also configured with min_samples_leaf
= 3 and max_depth = 100. Further more, BTR is also configured by several other
parameters such as default learning rate = 0.01 along with L1 regularization = 0.001
for absolute weights of the tree leafs for the current simulation scenario.

3.5.5 Deep Neural Network Regressor

The DNN is a type of artificial neural network (ANN) with multiple layers
between the input and output layers. Each particular layer of DNN consists of
multiple neurons, the computational and learning unit of NN. For the QoT-E, the
proposed DNN is configured by several parametric values such as training steps =
1000, loaded with default adaptive gradient algorithm (ADAGRAD) keras optimizer
with default learning rate = 0.01 and L1 regularization = 0.001 [173]. The basic
function of L1 regularization is to prevent DNN from over-fitting. In addition to this,
during model building, Relu non-linear activation function is selected, which allows
translation of the given input features into the prediction label of our interest with
less complexity [65]. Finally the most important parameter remains the number of
hidden-layers, as similarly to the previously discussed methods, DNN is tuned on
several number of hidden-layers and neurons in order to achieve the best trade-off
between accuracy (in terms of low MSE) and computation cost. In this trade-off,
DNN for QoT-E uses 3 hidden-layers, containing 20 nodes each.

3.5.6 Wide Deep Neural Network

The wide deep neural network (W-DNN) is a type of DNN architecture that
combines the strength of memorization with generalization [66]. For the QoT-E, the
proposed W-DNN is configured with 1000 training steps, loaded with default follow
the regularized leader (FTRL) keras optimizer with default learning rate = 0.01 and
L1 regularization = 0.001 against wide LR model [174], while generalize DNN is
loaded with default ADAGRAD keras optimizer with default learning rate = 0.01 and
L1 regularization = 0.001 [173]. The Relu nonlinear activation functions is selected
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Fig. 3.10 W-DNN loss function over the training Steps

to empowered the deep part, as it outperform others non-linear activation function
in terms of prediction [65]. The output layer is fed with sigmoid function, as the
sigmoid produces activation values in a particular range so that the output layer will
always be activated. During the training of W-DNN, the wide and deep parts are
jointly trained at the same time. The loss function over training steps for W-DNN
is observed in Fig. 3.10. The synergic training of both wide and deep architectures
optimizes all parameters and the related weights of their sum, taken into account
during the training time.

3.6 Performance analysis of machine learning models
The numerical assessment of various ML models developed by using python

APIs of SKL and TF libraries have been performed by considering 4 different paths
of EU network for training and 35 different paths of USA network for testing. The
prediction power of the each proposed model is estimated by calculating the ∆GSNR,
where ∆GSNR = GSNRPredicted - GSNRActual . The proposed models are simulated
on a workstation having specifications, 32 GB of 2133 MHz RAM and an Intel®

Core™ i7 6700 3.4 GHz CPU.

3.6.1 Scikit-learn© Based Learning Methods for QoT-E

In this section, the proposed ML models’ prediction performance based on SKL’s
API: DTR, RFR, and MLPR is reported . In Fig. 3.11 distribution of ∆GSNR, a
prediction error metric is plotted for DTR, RFR, and MLPR for the test samples of
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Fig. 3.11 SKL Based Learning Methods
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Fig. 3.12 TF Based Learning Methods

on channels realization only. For the given simulation scenario, the DTR is unable
to find the underlying relationship and irregularities. On the other hand, the RFR
took advantage of averaging various decision trees instead of a single decision tree,
trained on randomly selected subsets of the training samples. Therefore, the overall
performance of the RFR is much better than the DTR. Furthermore, the MLPR
performed very well due to its cognitional potentiality provided by the internally
configured neurons compared to the DTR and RFR. The above descriptive results
are verified by observing the µ) and σ of ∆GSNR distribution against each proposed
model in Fig. 3.11.

Furthermore, observing Fig. 3.13a, the box plot of ∆GSNR also depicts that the
prediction accuracy of MLPR, which outperforms DTR and RFR. In Fig. 3.13a, the
central rectangle span specifies the first quartile (Q1) to the third quartile (Q3). A
segment inside the rectangular box shows the median of ∆GSNR and "whiskers"
around the rectangular box shows the minimum and maximum values of ∆GSNR.
Focusing on MLPR, after observing Fig. 3.11 and Fig. 3.13a,it is quite obvious
that MLPR is the best learning method among SKL based learning in the present
simulation scenario. The results related to the MLPR are further analyzed by
showing the bean plot of the ∆GSNR distribution against all the test paths for
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Fig. 3.13 (a) SKL Based Learning Methods (b) TF Based Learning Methods

the agnostic/unused USA network ( Fig. 3.14). In Fig. 3.14, the shaded area of the
bean plot shows kernel density estimate of the probability density function per point
along with a line-scatter plot of all individual data points. The "whiskers" above and
below the bean show the out bound of ∆GSNR, the black segments show individual
observation along with the µ value (red segment in each bean) of ∆GSNR for each
test path.

After demonstrating the performance prediction capabilities, further analysis has
been done related to the training time of each SKL based learning method, shown
in Fig. 3.15a. The Fig. 3.15a, shows that the proposed MLPR requires a longer
training time compared to RFR and DTR, due to its internal fully connected hidden
perceptrons. The RFR takes a slighter longer duration than the DTR because of its
dependency over the bagging technique.

3.6.2 TensorFlow© Based Learning Methods for QoT-E

In this section, a similar analysis for TF based learning methods has been per-
formed. The proposed ML models prediction performance based on TF’s API con-
siders three cases, depicted in in Fig. 3.12: BTR, DNN, W-DNN. Fig. 3.12 shows
the distribution of ∆GSNR for W-DNN, BTR and DNN for the test samples of ON
channels realization only. For the given simulation scenario, the BTR takes advan-
tage of the boasting technique, combining various models of the regression trees and
select the new tree that best reduces the loss function, instead of choosing a random
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Fig. 3.14 Distribution of ∆GSNR for the simulated links of USA network using MLPR

one. On the other hand, the DNN outperforms BTR due to its cognitional potentiality,
provided by the additional internally configured neurons as opposed to BTR. Finally,
the W-DNN gives more refined tuning with respect to the DNN, as it combines the
LR and DNN functionalities. The wider LR gives more refined tuning with respect to
the DNN by characterizing features at the output layer. The above-described results
are verified by observing the µ and σ of ∆GSNR distribution for each proposed
model in Fig. 3.12.

In order to better visualize the comparison among W-DNN, BTR and
DNN, Fig. 3.13b shows the box plot of ∆GSNR distribution for each TF-based

0 2 4 6 8 10 12
Training Time (minutes)

DTR

RFR

MLPR

(a)

0 2 4 6 8 10 12
Training Time (minutes)

BTR

DNN

W-DNN

(b)

Fig. 3.15 (a) Single run training time of SKL based learning methods (b) Single run training
time of TF based learning methods
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Fig. 3.16 Distribution of ∆GSNR for the simulated links of USA network using wdnn

learning method. Focusing on W-DNN after observing Fig. 3.12 and Fig. 3.13b, it is
quite obvious that W-DNN is the best TF-based learning method in the proposed
simulation scenario. To further analyze and elaborate the results related to the W-
DNN, a bean plot of ∆GSNR distribution of all the test paths of the agnostic/unused
USA network is shown in Fig. 3.16. Furthermore, the analysis of the training time
for each TF based learning method is depicted in Fig. 3.15b. Fig. 3.15b shows that
the proposed W-DNN requires a longer training time compared to the DNN and
BTR, due to the synergic training of LR and DNN. The DNN takes a longer duration
than the BTR because of its internal hidden-layers containing several neuron units.
Finally, the prediction ability of the finest models of the two libraries is analyzed,
MLPR and W-DNN, against all the test LPs. Observing Fig. 3.16 and Fig. 3.14 the
W-DNN shows maximum ∆GSNR = 0.40 dB against against Buffalo→ Charleston
LP while the MLPR shows maximum ∆GSNR = 0.62 dB against Memphis→Miami
LP. The remarkable performance of the W-DNN model is largely due to the synergic
training of both the LR and the DNN, which enables it to outperform the traditional
MLPR and DNN. Furthermore, the classical MLPR shows a large deviation of
∆GSNR, due to its dependency on the gradient-based local search technique, which
is prone to unwanted local minima convergence during training.
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3.7 Synergies use of machine learning agent and
QoT-E engine of network

This section extends the results already presented in the previous section. In this
section, the ML model is synergically used with the QoT-E engine of the network.
The ML model is similarly trained on a dataset of in-service network but this time
it is used to correct the error in GSNR computation which is estimated by QoT-E
running in the controller of a sister unused network using nominal parameters of
NEs . The error is typically created due to the variations in the operational point of
NEs. The ML model proposed in the present scenario to correct error created due to
the variations in the operational point of NEs works as a transfer learning module.
The datasets already generated in the previous section are utilized for training and
testing the transfer learning module. The main cognitive unit of a transfer learning
module is developed by using higher-level APIs of the TF library.

The primary motivation of this study is to decrease the uncertainty in the GSNR
computation of an LP and, consequently, to enable reliable path computation to
deploy the candidate LP at the minimum margin. The synergistic use of a transfer
learning unit with the QoT-E engine may substantially reduce the inaccuracies, so
enabling a reduction in the needed margin. A same disaggregated network scenario
is considered, in which the network controller may rely on a QoT-E API. The QoT-E
accurately evaluates the fiber span losses together with the introduced NLI and
computes the G and ASE noise of the amplifiers. If the controller can get a reliable
network status, i.e., an exact snap-shot of operational parameters for each NE, the
QoT-E engine can estimate the GSNR with excellent accuracy, as shown, for instance,
in [175, 159]. In the absence of an exact description of the system parameters, a
network operator relies on their nominal descriptions. Typically, nominal values
are the average parameters provided by the vendors. The estimator engine utilizes
these values and calculates a nominal GSNR with some degree of uncertainty.
The present study, relies on a dataset coming from an in-service network: after a
statistical analysis on the GSNR data, according to the transfer learning paradigm,
the resulting set can be used to train a ML agent to assist the QoT-E in managing
an agnostic/unused sister network. As a sister network, a different topology is
considered based on the same hardware: specifically, fiber type and EDFAs.
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Along with these assumptions, random and spectrally-flat connector losses are
also considered, and a Monte-Carlo analysis of EDFA G ripple and NF is performed.
GSNR data is then analyzed to search for a common statistical characterization.
The analysis also shows that the per-wavelength GSNR distribution can always
be well approximated as Gaussian-distributed. This observation leads to propose
a method to set the needed margin on a network, given the standard deviation of
GSNR, with a fixed maximum tolerable OOS percentage. Then, the dataset from
the in-service network is used to train an ML agent running in the controller on the
sister network. The ML agent’s scope is to correct the GSNR computation for LP
QoT on an agnostic/unused sister network, whose nominal NE parameters have been
perturbed to include a realistic degree of uncertainty that needs to be minimized by
the ML. The method is tested on several paths on the agnostic/unused network. The
results show that the trained ML agent substantially reduce the uncertainty in GSNR
computation, consequently reducing the needed margin. Based on the statistical
characterization of the GSNR distribution, an original method is proposed which
sets the margin by a maximum tolerable OOS percentage, given the GSNR standard
deviation.

3.7.1 Operational GSNR margin and statistical analysis of
GSNR

In this section, the GSNR dataset of an agnostic/unused network and its statistics
are analyzed in order to comment on the margin to be considered with respect to
the QoT-E. Along with this, different possible approaches to define the margin:
considering only variation ranges or relying on a statistical characterization of GSNR
is also reported. In a scenario of agnostic/unused network, to estimate the GSNR,
the network controller can rely only on the nominal description of system parameters
reported in Table 3.1. Using only this nominal description of system parameters, the
network controller estimates a nominal GSNR value. This estimated nominal GSNR
has some degree of uncertainty due to the variation in the working points of the NEs
Fig. 3.5 shows the GSNR distribution for all WDM channels and all realizations
for the path Lousiville→Memphis: it can be observed that it is distributed around
the average nominal value according to a probability density function (PDF) that
can clearly be approximated as Gaussian. Fig. 3.6 shows the same results for all
wavelengths on the same path. In this figure, the exact variation ranges are shown.
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Fig. 3.17 Normal Q-Q plot of overall GSNR measurements for the path Louisville →
Memphis

In general, it can be observed that the system uncertainties induce a variation of the
actual GSNR (GSNRactual) with respect to the nominal value (GSNRnominal) that is
supposed to be used for OLS control and computed by the QoT-E for LP deployment.
So, in general, it gets an uncertainty

∆GSNR = GSNRnominal−GSNRactual (3.5)

in the GSNR computation that must be taken into account. In particular, all cases
when ∆GSNR > 0 are critical because the actual GSNR is smaller than the estimated
one and so relies on the QoT-E computation in these cases leads to unwanted OOS.
To overcome such an issue, the operative GSNR (GSNRoperative) to be used for a
reliable LP deployment is obtained by reducing the nominal one of a given GSNR
margin δ : GSNRoperative = GSNRnominal− δ . Note that in this thesis, the margin
needed by ripples in G, NF and variations in connector losses are the primary area of
interest. Other uncertainties and hardware aging may require further enlargement
of the the deployed GSNR margin. The following sections will discuss how to set
the margin, first considering only the worst cases, then statistically approaching the
underlying problem. According to the analysis, the main focus is on a specific path,
but results can be generalized.

By analyzing the results displayed in Fig. 3.6, it can be observed that the ac-
tual GSNR varies around the nominal values with different worst-case GSNR per
wavelength and if the GSNRoperative is set equal to the worst-case GSNR, the margin
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Fig. 3.18 GSNR measurements of randomly selected channels of Louisville→Memphis
path

is given by δ = GSNRnominal−GSNRoperative. According to our dataset analysis, a
variation of required δ ranging from 0.8 dB up to 1.8 dB is observed on the path
under test. Considering to set a unique value for the margin over the entire exploited
band, it means a request for 1.8 dB of margin, that will correspond to a large waste
in potential capacity, mainly in the case of flexible transceivers [154]. Deploying
a per-wavelength margin partially reduces the issues but keeps an open problem:
being the GSNR fluctuation a random process around the nominal value, it is conve-
nient to approach the problem statistically. Lets suppose to know – analytically or
numerically – the PDF fGSNR,λ (x) for the GSNR fluctuations for every wavelength
λ on a given path, the per-wavelength margin δλ can be set by a maximum tolerable
percentage of OOS cases poos, according to the following expression:

∫ GSNRnominal−δλ

−∞

fGSNR,λ (x) dx≤ poos/100 . (3.6)

This approach can be further strengthened if an effective analytical approximation
for the GSNR PDF can be found. In the following sections, we show how the per-
wavelength GSNR PDF is always well approximated by a Gaussian distribution,
so Eq. 3.6 becomes closed-form just depending on the per-wavelength mean and
variance of GSNR distributions. By observing the GSNR statistics, the aggregated
result for the overall GSNR is Gaussian. Even more, also the per-wavelength statistics
suggest the same GSNR approximation. This Gaussian-ity of aggregated statistics
of overall GSNR is verified in Fig. 3.17 by Normal Q–Q (quantile-quantile) plot,
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Fig. 3.19 Analytical GSNR margin estimation for channel-58 path Louisville→Memphis:
green, red, blue, and black vertical lines represent the values of the distribution mean and the
nominal, operative, and worst-case GSNR, respectively. The dashed line sketches a Gaussian
shape with the same mean and standard deviation of the considered distribution.

which is one of the methods frequently used for the dataset Gaussian-ity test [176]
because of its graphical representation. In parallel to this, the per-wavelength GSNR
statistics are shown in Fig. 3.18, where the relative GSNR distribution for several
randomly selected channels (4, 21, 42, 63) are plotted along with their µ and σ

values. Also, in this case, Q-Q analysis leads to good results, confirming that for
practical purposes, the GSNR statistics can be assumed as such. In general, the
mean GSNR is not precisely equal to the nominal GSNR, but in this scenario it can
be practically considered as such. Furthermore this simplifies the approach by just
requiring per-wavelength standard deviation for the full characterization, and the
margin setting Eq. 3.6 assumes the following expression:

1
2

erfc
(

δ

σGSNR

)
≤ poos/100 , (3.7)

which yields a closed-form expression for margin setting:

δ ≥ σGSNR inverfc(2 poos/100) [dB], (3.8)

where inverfc is the inverse of the complementary error function erfc. A practical
engineering rule could be setting δ = 3 σGSNR that corresponds to poos = 0.13%.
These results open up future investigations on statistical regression on GSNR vari-
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ations given by different line uncertainties, as the margin setting needs the GSNR
standard deviation.

As an application example, considering the usual path under test and applying
the statistical margin setting, with a maximum tolerable percentage of OOS of poos =
1%: the margin requests varies ranging from 0.3 to 1.1 dB, depending on the channel.
Margin setting is pictorially described in Fig. 3.19 for channel-58 of the Louisville
→ Memphis path. The blue shaded part shows the maximum allowable OOS, while
the red line represents the nominal GSNR value for the considered channel. The
black line represents the minimum value of GSNR. The GSNR margin is defined by
the difference between the nominal GSNR (red line) and the operative GSNR (blue
line).

The OOS penalty in the statistical approach of margin setting creates a road
path for proposing a more flexible architecture. As the dataset of the already in-
service network can be exploit to assist an agnostic/unused network controller in the
estimation of GSNR. A data-driven technique such as ML architecture can be ideal in
this kind of scenario where the operator has a dataset of an already in-service network.
In this work, a trained ML module running over the controller of an agnostic/unused
network is proposed. The proposed ML module is trained on the data provided by
the already in-service network and specifically used to assist the core QoT-E engine
of agnostic/unused network, to provide a correcting mechanism for the estimation of
the QoT shown in Fig. 3.20. In Fig. 3.20, the network controller (USA network)
fed its core QoT-E engine (GNPy) with nominal values of the system parameters,
which leads to a nominal estimation of the GSNR, with some degree of uncertainty,
due to variation in the working point of NE. This error (uncertainty) in the estimation
of GSNR is corrected by using trained ML module, which is trained on the stored
telemetry data of already in-service (EU network).

3.7.2 Transfer learning agent

This section describes the ML module, which is trained on the dataset of the
already in-services network. Besides, the orchestration of the trained ML module
specifying features, labels, and the additional configuration parameters of the ML
algorithm is also described.



3.7 Synergies use of machine learning agent and QoT-E engine of network 75

GNPy 
Machine 

Learning 

Nominal 

Parameters 

Nominal 

GSNR 

Telemetry 

Data 

Training 

Corrected 

GSNR 

OLS Controller 

In-Service Network 

Un-Used Network 

Fig. 3.20 Model Schematic: The Machine Learning module assists the QoT engine (GNPy)

The proposed work presents a trained ML module to assist the core QoT estimator
engine in order to correct the estimated GSNR by QoT estimator engine of a specific
LP before its actual deployment in an agnostic/unused network. DNN is selected as
the ML algorithm [167], which is a powerful tool that has shown significant results
in numerous frameworks as the one under investigation. The manipulated input
features (system input) are similar to the previous analysis, i.e., the received signal
powers, NLIs, ASEs, channel frequencies, and the number of spans between source
to the destination node. The label (system output) in this study is different from the
previous analysis and is fixed as a ∆GSNR, the difference between the nominal and
the actual GSNR values expressed in Eq. 3.5 (error in GSNR estimation), obtained
for each channel: Fig. 3.21 shows the final ML module structure. The total number
of input features are similar to the previous analysis consists of 305 entries, the
number of LP spans plus the received signal power, the NLI, the ASE and frequency
for each channel (1+4×76 = 305).

In order to enhance the performance of the DNN algorithm, it is trained on a
normalized dataset [168].The proposed DNN is developed by using higher-level
APIs of the TF platform [169]. The considered DNN is configured by several
parametric values, such as training steps = 1000, loaded with default ADAGRAD
keras optimizer with default learning rate = 0.01 and default L1 regularization =
0.001 [173]. Moreover, Relu has been selected to empower DNN as it outperforms the
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Fig. 3.21 Description of the Machine Learning Module.

others in terms of prediction and computational load [65]. Finally, another important
DNN configuration parameters are the number of hidden-layers and neurons per
hidden-layers. Both of theses parameters are already optimized in section 3.5

After the optimization, a DNN with 3 hidden-layers containing 20 neurons each
is selected. Given these configurations, the training, validation, and testing on three
separate subsets of the in-service EU network dataset is performed; the conventional
rule of 70%,15%, and 15%, respectively, is chosen, as subset proportions. The train
set in this scenario consists of data realizations for four (s→ d) pairs of the in-service
EU network already described in Sec. 3.4. The training steps is set as the stopping
factor and MSE as loss function of the model given by:

MSE =

n
∑

i=0

(
∆GSNRp

i −∆GSNRi
)2

n
, (3.9)

where n is the number of tested realizations and, for each tested case i, ∆GSNRp
i and

∆GSNRi are, respectively, the predicted and calculated errors given by the nominal
QoT-E. Once the accuracy level of the model predictions has been reached, the
trained ML module can be used together with the core QoT estimator engine (GNPy)
to enhance the GSNR estimation of the LP before its actual deployment in an unused
USA network.
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3.7.3 QoT-E correction using transfer learning agent

In this section, the comparison of the GSNR predictions and the consequent
required margins in both the QoT estimation with and without the ML model support
is made.

In both these scenarios, the statistical characterization of the GSNR distribution
holds the Gaussianity. Thus the required margin evaluation can be performed by
imposing a fixed percentage of OOS as described earlier. To summarize, due to the
degree of uncertainty of any GSNR prediction, system margins are required in order
to avoid unwanted OOS events. These margins lead to a resizing of the actual LP
capacity. To have a uniform comparison metric that quantifies the performance of
different GSNR evaluation methods, the following expression is formulated:

∆ =
n

∑
i

∣∣∣∣∣GSNRoperative
i −GSNRactual

i
n

∣∣∣∣∣ (3.10)

where n is the sample dimension and the operative GSNRoperative take into account
both the GSNR predicted by the specific method used for the GSNR estimation and
the GSNR margin obtained by means of Eq. 3.8. In this investigation, the test set
includes six (s→ d) pairs of the agnostic/unused USA network already described
in Table 3.3. Moreover, the analysis is further reduced to those realizations that have
a lower actual GSNR with respect to the nominal one, as these cases are more critical,
since they result in an OOS event if no margin deployment is considered.

In order to provide a clear description of the obtained results, the first focus is
on the presentation of the results to a single path, i.e. Louisville → Memphis of
the unused USA network. Given the actual GSNR synthetic dataset, the ground
reference is set as the ∆ evaluation obtained by considering the minimum GSNR
value. This solution represents a rough approach, and it is presented to provide a
reference scale. This method produces an average margin of ∆ = 0.98 dB on the
worst-case scenario channel. The worst-case scenario is fundamental in this type of
analysis as it sets the required margin to guarantee all channels to be in-service. The
QoT-E engine significantly refine the previous approach, providing a nominal GSNR
value. In this case, without the ML support, the average margin is ∆ = 0.69 dB on
the single path Louisville- Memphis for the worst-case scenario channel requiring a
poos = 1%.
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Fig. 3.22 ∆GSNR distributions obtained with and without ML module for all the investigated
path of the unused USA network

Finally, when the QoT-E engine is supported by the ML trained module, the
proposed implementation provides a final QoT-E that enables to reach an average
margin of ∆ = 0.27 dB on the same worst-case scenario channel requiring a poos =

1%.

The reliability of the joint estimation of the QoT-E engine with the trained ML
module has been further verified on five more paths of agnostic/unused USA network
reported in Table 3.3. For all the considered paths, in Fig. 3.22 the distribution of
the prediction error, both with and without ML support, are reported. In the figure, it
can be observed that the ML agent significantly enhances the QoT-E; in all the cases,
both the error µ , and σ , values decrease considerably. Therefore, the required margin
calculated with Eq. 3.8 can be reduced maintaining the same poos. For example,
on the Louisville→Memphis path, the ML module application reduces the margin
required to reach poos from 0.76 dB to 0.58 dB. This leads, in conclusion, to a smaller
average margin and, therefore, to more extensive exploitation of the LP capacity.



Chapter 4

Machine Learning for Photonic
Devices

Introduction

The rapid increase in internet traffic due to bandwidth-intensive applications
and the latest developing concepts of the IoT require higher degrees of flexibility
at each network layer. The implementation of SDN has the potential to provide
them effectively. Adopting the SDN paradigm enables the complete virtualization
of network elements and functions inside the network operating system. Moreover,
technologies like coherent optical techniques for WDM optical transport and re-
configurable optical switches for transparent wavelength routing pave a path to extend
SDN applications down to the physical layer [177]. To achieve SDN implementation
down to the physical layer, network key elements and transmission functionalities
must be abstracted for QoT penalties and control states. This abstraction empowers
the optical network controller to fully manage network elements and transmission
functionalities [178].

Nowadays, network components are increasingly utilizing PICs to execute dif-
ferent complex operations. Specifically, in the latest smart optical networks and
data centers, large-scale photonic switches and wavelength selective switches play a
prominent role due to their wide-band capabilities, minimal latency, and low power
consumption. These distinctive properties increase the possibilities of using PICs-
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Optical Network Controller

Optical Switching
Fabric

HW abstraction

Fig. 4.1 Abstraction of the optical switch in a SDN-controlled optical network.

based network elements, especially photonic switches, and hence they generate a
demand for a generic softwarized model for control states and QoT degradation to
enable full control by a centralized controller, as shown in Fig. 4.1.

In this Chapter, we propose a generic topology-agnostic blind model exploiting an
ML inverse design approach to obtain the softwarized control of any N×N photonic
switching system and direct design method to predict the QoT degradation due to
the switching element. The chapter begins with a brief explanation of the elementary
switching module along with the topologies considered for the analysis in Section 4.1.
After that, the simulation model, dataset generation, and the routing and transmission
models are discussed in Section 4.2. Later, in Section 4.3, the ML models proposed
for the control states of a PIC-based N×N photonic switching system is discussed.
After this, the performance analysis of all the proposed models for predicting the
control states are given in Section 4.4. After this analysis, in Section 4.5, ML
model is proposed to predict the QoT degradation due to the switching element. In
Section 4.6, the ML-based softwarized and QoT aware control and management
system for any N×N optical switch is reported. Finally, in Section 4.7, ML assisted
control and management model for wideband switching fabrics is discussed.
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4.1 Elementary switching module and topologies

The switching networks analyzed to validate the proposed ML-based manage-
ment model belongs to a class of multistage crossover switches akin to the Banyan
and Clos networks: these topologies are composed of several elementary 2×2 cross-
bar switches, arranged in multiple stages with variable interconnections, to route a
generic number N of inputs to a required output configuration. The different configu-
rations are defined by the control signals applied to each of the M optical switching
elements (OSEs), which determine the output configuration of the device. From a
topological point of view, the most important property for the optical application is
to route each possible requested output permutation without internal conflicts.

Based on this property, the networks can be divided into two main classes: non-
blocking and blocking, representing the ability to route all possible permutations
of N inputs to the N output ports. For the scope of this analysis, only non-blocking
networks have been analyzed, as they provide a more useful application and more
complex topological characteristics with respect to the blocking counterpart.

4.1.1 2×2 crossbar switch

A 2×2 CrossBar switch is the basic building block used for the design of these
networks. The 2×2 crossbar switch is defined as a two-state device, piloted by
a control signal M, which toggle between the two configurations. The bar state,
defined for M = 0, represent the straightforward propagation of the two input signals
(
(

λ1
λ2

)
→
(

λ1
λ2

)
), while in the cross state, for M = 1, the output signals order is

reversed (
(

λ1
λ2

)
→
(

λ2
λ1

)
) shown in Fig. 4.2. As previously stated, this fundamental

block can be physically implemented through a variety of approaches, with the
most prominent two being the microring resonator (MRR) and the MZI. These
implementations offer different performances based on the physical design and can
be tailored to colorless or chromatic-dependent applications. The binary control
signal present in the black-box model is typically provided through an electrical
signal in the OSE, with a dependency on the device implementation. Nonetheless,
on a virtual abstraction of the component, for the routing path evaluation, the binary
model is suitable while maintaining a general device-independent scope.
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Fig. 4.2 Illustration of Bar and Cross states of a 2×2 elementary switching element (CrossBar
switch).

4.1.2 Multistage Rearrangeable Non-Blocking switching
architectures

To design an N×N switch, the crossbar elements must be placed in a suitable
topology, which determines the properties of the switch, both in terms of routing
capabilities and the number of elements required. The focus of this approach is di-
rected toward a sub-class of switching networks which are defined as Rearrangeable
Non-Blocking networks. Switching networks can be defined as non-blocking if all
the possible permutations of the input signals can be routed to the output ports: any
input-output (I/O) request targeted at an unoccupied port can be established without
creating conflicts inside the network, also taking into account the already established
I/O links.

In rearrangeable networks, this property is partially upheld, as routing all permu-
tations is achievable, although potentially requiring reconfiguration of the previously
established I/O connections. In this class of multistage networks, the reconfiguration
of the switches is required, as the topology does not guarantee path availability if
traffic is already present in the device. This is a clear disadvantage with respect
to strict-sense non-blocking structures, as it requires the implementation of a more
complex control unit to evaluate the routing and the conflicts inside the network.
The trade-off is acceptable in most applications, as this wider-sense property allows
most topologies to implement an N×N switch with fewer elements with respect to
the strict-sense devices, with an apparent reduction of transmission losses, power
consumption, and footprint.
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4.1.3 Problem complexity

Considering a generic device in this class, the two main parameters determining
the model complexity are the number of inputs N or the network size, and the number
of needed OSE, which correspond to the number of variables to establish a target
routing path. The solution space of all the output permutations (N!), as well as the
states configurations (2M) grows as a non-polynomial (NP) function as the network
size increases. This is due to the dependency of the number of OSE on the number
of inputs. Typically for these networks, the relationship follows M = O(N · log2(N))

with a small degree of variance between the different available topologies. This
phenomenon leads to scalability issues concerning traditional topology-independent
path-finding algorithms; as the NP complexity of available solutions increases, it
cannot be directly approached. Topology-specific routing algorithms exist for each
class, although this solution bears two main disadvantages: it requires a rigid control
unit that cannot pilot a device with different topology and the unavailability of
researching an optimal solution.

Multi-switching networks, especially in the optical domain, are prone to path-
dependent degradation of performance, with a wide range of QoT between the
equivalent paths available for the same output configuration. The deterministic
topology-dependant routing algorithm needs to evaluate all the equivalent paths, with
a complexity dependence on N as Neq = O(2M÷N!), leading to severe scalability
issues. As such ML-based methods can overcome the limitation and can be trained
on performance-aware datasets. Under this scenario, the NP size of the solution
space becomes an asset instead of a disadvantage, allowing the generation of a large
dataset for training the specific ML agent.

4.1.4 Topologies under analysis

In order to test the performance of the proposed method, both the scalability and
the robustness with respect to the topology variation must be tested. To this end,
three main topological structures were tested and are depicted in Fig. 4.3. The first
network under analysis is the Beneš switch. This device follows a recursive structure
based on the Clos network paradigm, with number of OSE M = N log2(N)− N

2 .
The Beneš network is a common approach to multistage switching networks. It
is characterized by a low number of 2×2 switching elements, implying reduced
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(a) 12×12 HCROS (b) 8×8 Spanke-Beneš

(c) 10×10 Spanke-Beneš (d) 8×8 Beneš

(e) 10×10 Beneš (f) 15×15 Beneš

Fig. 4.3 Multistage switching networks topologies under analysis

footprint and power consumption with respect to larger topologies. Three instances
of Beneš structures have been tested, with network size N = 8, 10, 15 and M =

20, 26, 36.

An alternative to the recursive Beneš structure is the Spanke-Beneš network: this
topology is distinguished by its planarity, as no crossing interconnection is used
between the switching stages. The planarity comes as a cost in terms of a number
of OSE, which are equal to M = N·(N−1)

2 , increasing the already severe effect of the
NP complexity growth. This topology is still considered for applications where the
crossing technology cannot be relied upon to guarantee the needed QoT; as such, the
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Fig. 4.4 Graphical representation of all possible N! output states for a N×N fabric.

size N = 8, 10 and M = 28, 45 have been chosen to allow similar complexity to the
Beneš networks under analysis.

The third considered topology is an optimized network with an equal footprint
to the Beneš counterpart. The device doesn’t uphold the planarity constraint of the
Spanke-Beneš nor the recursive generation of the traditional Beneš networks. This
structure, referred to as the Honeycomb rearrangeable optical switch (HCROS) [179],
shows an asymmetric topology with respect to the traditional implementations,
acting as a valuable benchmark to test the proposed ML-method robustness related
to irregular and unique structures. The proposed device is extended to a 12×12
structure to offer a valid comparison to the other switching devices under analysis.

All three considered structures belong to the same class with respect to non-
blocking properties, as they require rearrangement of the control states to route new
input-output links when traffic already occupies part of the circuit. Similarly, each
topology has more OSE configuration states than signal output permutations; as such,
each device can obtain the same output configuration through a different number of
equivalent paths.
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4.2 Simulation model and dataset acquisition

The simulation and data generation have been modeled following two main strate-
gies. Concerning the routing evaluation, the black-box model for the fundamental
2×2 element is sufficient for the path evaluation, as the input-output link can be
represented as an edge in a suitable graph structure. For the evaluation of the QoT,
the logical model is insufficient; as such, the device has been simulated, considering
an MRR-based implementation of the crossbar elements.

4.2.1 Routing model

For evaluating the routing states inside the device, the network has been imple-
mented through a matrix representation, composed by cascading the permutation
vectors of each switching stage. The output permutation can be obtained as a function
of a given control state, providing the BAR and CROSS configuration for each of
the M elements. The datasets obtained through this approach are composed of a
binary control vector V ∈ R1,M, with Vi = 0 representing the BAR state and Vi = 1
the CROSS alternative configuration. In contrast, the output configuration is repre-
sented by a permutation vector of size N shown in Fig. 4.4. This logical model is
also fundamental in the verification step: the predicted control states are evaluated
directly on the abstracted device to verify the correctness of the ML solution, taking
into account the alternative routing states for the required configuration.

4.2.2 Transmission model

In order to gather data concerning the QoT, the device must be simulated with
a higher degree of realism, taking into account both the physical design of the
components and transmission format.The crossbar has been modeled as a second-
order MRR switch, and following the recursive definition, the simulation-ready
model is created in the Optsim© environment [180]. The ingress and egress stages
of the device have been connected to a transceiver and receiver module, respectively,
as shown in Fig. 4.5, allowing QoT simulations under a realistic modulation format
and transmission characteristics. The system has been tested under a PM-64-QAM
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Fig. 4.5 Generic N×N transmission model

modulation format, with central frequencies f = (193.1+0.1×x)THz for x ∈ [1,N]

and symbol rate RS = 50×109.

4.3 Machine learning for routing management of
photonic devices

The standard ML framework allows the translation of the effective system at-
tributes, which cannot be easily or directly measured. Generally, ML models de-
velop cognition capability by exploiting a series of intelligent algorithms that can
understand the training data intrinsic information. The information inherited by
the intelligent algorithms is then abstracted into the decision models that manage
the testing phase. These well-trained cognitive models provide real-time opera-

Table 4.1 Dataset Statistics

Network type
Size (N×N)

Beneš
8x8

Beneš
10x10

HCROS
12x12

Beneš
15x15

Spanke-Beneš
8x8

Spanke-Beneš
10x10

Permutations (N!) 40,320 3,628,800 479,001,600 1,307×109 40,320 3,628,800
Switches (M) 20 26 36 49 28 45

Combinations (2M) 1,048,576 67,108,864 68×109 562×1012 268,435,456 35×1012

Dataset 100,000 300,000 300,000 1,000,000 300,000 1,000,000
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tional improvements by enabling the system to draw smart conclusions and react
autonomously.

In the current thesis, five distinct ML models have been proposed to model the
control states of a PIC-based N×N photonic switching system. The proposed ML
framework consists of three basic units; pre-processing, training, and testing. The
pre-processing section standardizes the dataset before utilizing it in the training
section. The training section exploits the standardized train set for the training of
the proposed models. Following training, the testing unit uses a subset of the data to
initiate the testing phase. The proposed ML models are developed by using high-
level python APIs of two open-source ML libraries, TF [169] and SKL [168]. Both
of these libraries provides a vast range of APIs for data-driven models and different
functions to pre-process and clean the dataset from the noise before applying it as an
input to the ML model.

The proposed ML-based methods operate in a complete black-box set up, re-
quiring a sufficiently large amount of training data to develop the cognitive models,
without having to consider the underlying photonic circuits internal structural. We
evaluate five ML techniques and compare the prediction performance in the proposed
framework of the investigation. Like all other supervised ML-based learning meth-
ods, to perform the training and prediction processes, the proposed model requires
the definition of the features and labels representing the system inputs and outputs,
respectively. The manipulated features (system input) comprise the numerous per-
mutations of the input signals (λ1, λ2, λ3....λn) at the output ports of the switch, and
it exploits its M control signals as label (system output) shown in Fig. 4.6. Initially,
the training of the ML models is performed. After that, we tested the trained models
on the independent subset of the dataset; the standard rule of 70% and 30% has been
preferred to set the subset ratios. In order to avoid over-fitting the models, for each
particular M we set the tree size (for all tree regression models) and training steps
(for LR and DNN) as the stopping factor and the MSE as the loss function, given by:

MSE ==
1
n

n

∑
i=0

(
1
M

M

∑
m=1

(
Ctrl Statep

i,m−Ctrl Statea
i,m

)2
)

(4.1)

where n is the number of test realizations, M is the total number of switching elements
in the specific N×N switching system, while for each tested case i, Control Signalp

i,m

and Control Signalci,m are the predicted and actual control bits of the m-th switching
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Fig. 4.6 Schematic of machine learning framework.

element of the considered configuration. The general tuning hyperparameters and the
API used to build the proposed models are reported in Table 4.2. The hyperparame-
ters for the proposed models are also optimized in the similar fashion as described in
Section 3.5.

4.3.1 Decision tree regression

The DTR model is developed to model the control states of a PIC-based N×N
photonic switching system. Normally, DTR provides direct relationships between
the input and response variables [60] by constructing a tree based on various deci-
sions made by exploring several dimensions of the provided features and ultimately
provides the desired response variable. The proposed DTR has two key tuning
parameters; min_samples_leaf and max_depth. The optimum values of these two
main parameters are obtained by tuning them to achieve the best trade-off between
precision and computational time in the proposed simulation environment.

4.3.2 Random Forest Regression

The considered RFR uses ensemble learning which is based on the bagging
tree technique [61]. Similar to DTR the RFR has also two key parameters
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Table 4.2 Machine learning Models Detail

Machine learning Model API Parameter Value

Decision Tree Regressor scikit-learn© Min samples leaf 4
Max depth 100

Random Forest Regressor scikit-learn©
Method ′Bagging′

Min samples leaf 4
Max depth 100

Boosted Tree Regressor TensorFlow©

Method ’Gradient Boosting’
Min samples leaf 4

Max depth 100
Learning rate 0.01

L1 regularization 0.001

Linear Regressor TensorFlow©
Equation Linear

Training steps 1000

Method Ordinary Least
Squares

Deep Neural Network TensorFlow©

Hidden layers 3
Keras optimizer ′ADAGRAD′

Activation function ′ReLU ′

L1 regularization 0.001
Learning rate 0.01
Training steps 1000

min_samples_leaf and max_depth. The tuning of these two parameters is performed
in such a way as to obtain the best trade-off between accuracy and complexity.

4.3.3 Boosted tree regression

The proposed BTR also uses ensemble learning, but in contrast to RFR, it is based
on the gradient-boosting technique. Like the other tree regressors key parameters, we
also tune these parameters for BTR to obtain the optimum values between precision
and complexity.

4.3.4 Linear regression

LR is a kind of ML model which utilizes a statistical method to learn the linear
relationship between the input feature (x) and the output response variable (y).
Generally, the mathematical description of LR is as follows:

y = B0 +B1x (4.2)
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Fig. 4.7 Parallel architecture of DNN with hidden layers.

where y is the output variable, B0 is the intercept, B1 is the co-efficient of each
variable, and x is the input features set. The model estimates the values of intercept
(B0) and the co-efficient (B1). LR has a different kind of optimization strategy. In our
work to model the control states of a PIC-based N×N photonic switching system,
we applied the ordinary least square method that takes more than one input feature
and requires no weighting function.

4.3.5 Deep neural network

The DNN is one of the most frequently used ML models inspired by the human
nervous system to process information. To model the control states of a PIC-based
N×N photonic switching system, the considered DNN is configured by several
parametric values that have been optimized (such as the training steps), loaded
with the ADAGRAD, learning rate and L1 regularization [173]. Moreover, several
non-linear activation functions such as Relu, Tanh, sigmoid have been tested during
the model building. After testing, Relu has been selected to implement DNN as it
outperforms the others in terms of prediction and computational load [65]. Another
important DNN parameter is the number of hidden-layers. The model has been
tuned on several numbers of hidden-layers and neurons to achieve the best trade-off
between precision and computational time. Although an increase in the number of
layers and neurons improves the accuracy of the DNN up to a certain extent, a further
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Fig. 4.8 (a) Mean Square Error of ML models (b) Training Time of ML models.

increase in these values introduces diminishing returns that cause over-fitting while
simultaneously increasing the computational time. After this trade-off analysis, we
decided upon a DNN with three hidden-layers with several cognitive neurons for
each hidden layer optimized for each dimension N. To improve prediction accuracy,
a parallel architecture for the DNN is proposed as shown in Fig. 4.7: in practice, an
independent DNN architecture is considered for the prediction of each of the control
states.

4.4 Performance analysis of machine learning models

This section describes the performance evaluation of numerous ML models
developed using higher-level python API of the SKL and TF libraries. The numerical
assessment of the proposed data-driven methods is illustrated in Fig. 4.8a against
the different N×N photonics switching configuration (i.e., Beneš, Spanke-Beneš,
and HCROS ). Fig. 4.8a describes the MSE achieved against each of the proposed
ML models for different considered N×N architectures. The MSE in the current
simulation environment follows the following order LR>DTR>RFR>BTR>DNN
for almost all the considered N×N configurations. The LR and DTR show the worst
performance in terms of MSE as they cannot uncover the underlying relationship
and irregularities. On the other hand, the RFR benefits from averaging numerous
decision trees instead of a single decision tree trained on randomly selected subsets
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of the training sample. Moreover, the BTR exploits the boasting technique, merging
various regression trees’ models and picking out the new tree that best degrades
the loss function instead of randomly choosing. Therefore, the overall performance
of the BTR is better than the RFR. Finally, the DNN performed remarkably well
because of its cognitional capability, enabled by the internally aligned artificial
neurons, compared to the RFR and BTR.
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Fig. 4.9 (a) DNN loss function vs. the training steps for Beneš 8×8 architecture. (b)
Percentage of correct predictions vs. normalized training dataset size. The normalization
is performed with respect to the total generated dataset dimension for the considered N×N
fabric, see data in Table 4.1. (c) Percentage of correct predictions vs. hidden layer size for
the considered switching configurations (d) Single switch training time vs. hidden layer size.
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The training time for a single control state M has also been analyzed, and is
shown in Fig. 4.8b for all the proposed ML models. The training timing shows the
reverse order as we observed during MSE analysis: LR<DTR<RFR<BTR<DNN.
The proposed DNN solution takes a longer training time with respect to the other
suggested models due to its internal hidden layers, containing numerous neuron
units. The RFR and BTR take a slighter longer time than the LR and DTR because
of their dependency on the bagging and boasting techniques. The proposed models
are simulated on a workstation having specifications, 32 GB of 2133 MHz RAM and
an Intel® Core™ i7 6700 3.4 GHz CPU.

Typically, in all the scenarios where data-driven models are exploited, the main
objective of using these learning methods is their high accuracy compared to the
training time. As the ML-based models only need initial training that takes a
long time, but the testing can be done in real-time once the models are adequately
trained. To this aim, we selected DNN as the preferable ML model to proceed
with further investigation. In the rest of the paper, all results are obtained using the
proposed parallel DNN approach. To further verify our selection, we observed the
complete trend of the loss function (i.e., MSE) with respect to the training steps for
the proposed DNN, shown in Fig. 4.9a for a single considered case of Beneš 8x8.
Similar behavior is observed for all the other considered switching architectures.

The first assessment we performed is the prediction accuracy dependency on the
dimension of the training dataset and the size of hidden layers shown in Fig. 4.9b
and Fig. 4.9c. In Fig. 4.9b, the effect of increasing training dataset size is described.
The trend reveals that the prediction capability of the proposed DNN improves
with an increase in the training dataset size. Likewise, in Fig. 4.9c, the effect of
increasing the number of neurons per hidden layer is shown: the prediction ability of
the DNN improves when increasing the hidden layer size until the diminishing or
constant trend is encountered. Moreover, the training time for single parallel DNN
architecture and the effect of increasing the number of neurons per hidden layer
is shown Fig. 4.9d. The lowest possible number of mandatory neurons per layer
depends on the structure under examination: the values selected for the following
analysis are listed in Table 4.3.

Finally, the correct prediction percentage for the optimized DNN is summarized
for the Beneš (8×8, 10×10 and 15×15), Spanke-Beneš (8x8, 10x10) network
along with the 12x12 HCROS in Table 4.3. In the Beneš network, we notice an
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Fig. 4.10 Heatmap showing normalized error in prediction of control signals using DNN.

excellent accuracy level (>96%). However, with reduced prediction efficiency when
expanding N: correct predictions reach 100%, 99.72%, and 96.25% for N equal to 8,
10, and 15, respectively. To further validate the results, similar results were obtained
based on Spanke-Beneš and HCROS: also, in both of these considered architectures,
we observe a high level of accuracy (97.47%, 96.51%, and 97.83% for Spanke-Beneš
(8×8, 10×10) and 12×12 HCROS, respectively).

Following the accuracy assessment, the distribution of errors in the predicted
states was studied, as depicted in Fig. 4.10. When considering the test set, the amount
of measured errors for each switching element control prediction is represented in
the color heatmap. A non-uniform distribution is observed, with errors clustered
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Table 4.3 Summary of ML prediction results related to control states

Network type
Size (N×N)

Beneš
8x8

Beneš
10x10

HCROS
12x12

Beneš
15x15

Spanke-Beneš
8x8

Spanke-Beneš
10x10

Neurons per hidden layer 15 35 35 35 35 45

Accuracy (no heuristic) 100% 99.72% 97.83% 96.25% 97.47% 96.51%
Single switch control

error 0% 0.28% 2.17% 3.75% 2.53% 3.49%

Multiple switch control
error 0% 0% 0% 0% 0% 0%

Accuracy (with heuristic) 100% 100% 100% 100% 100% 100%

on a small number of switching elements. Based on this observation, we analyzed
the number of wrong switching elements where the prediction failed. Furthermore,
the results in Table 4.3 show that only a single error in one of the switches control
is responsible for the incorrect routing, for most of the wrong predictions in all
the considered architectures. Observing this phenomenon, a simple heuristic was
formulated, which can further improve the DNN prediction performance (check
Algo. 3 for detail). The heuristic we suggest requires several device properties such
as topological graph (G), M control signals, and N number of inputs/outputs signals.
Additionally, the test set (TS) and ML predicted set (PS) are also loaded as an input.
The proposed heuristic corrects the single switch errors by switching the state of one
element while comparing the output sequence against the target output permutation
of wavelengths. This heuristic makes only M iteration, and this number is reasonably
small, so it can be considered feasible for real-time operations. Besides this, it is also
topologically and technologically agnostic as for all the considered architectures,
DNN assisted by heuristic enhances the accuracy up to 100%.

4.5 Machine learning for QoT evaluation of photonic
devices

The previous demonstration of the definition of the control states of a PIC
N×N photonic switching system with a completely topology-agnostic blind solution
exploiting an ML inverse design approach [181] is extended in this section. To
complete the switch model, for a full description of the impact on the physical layer,
an extra ML network with a direct design method is paired up to predict the QoT
degradation due to the switching element. The two ML networks work synergically
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and provide a generic softwarized and QoT aware control and management system
for any N×N optical switch. The proposed abstracted model can be easily extended
to measure the impact of N×N optical switch on the network layer metrics.

Table 4.4 Dataset for QoT Evaluation

Beneš size
N×N

Permutations
N!

OSE
Count

Combinations
2M Dataset Train Set Test Set

6×6 720 12 4096 1000 700 300
8×8 40,320 20 1048576 1000 700 300

4.5.1 Data generation and statistical analysis of OSNR penalty

The training and validation sets have been generated by evaluating the OSNR
penalty for random unique state configurations, considering a target BER of BERth =

5×10−3. OSNR penalties have been obtained by simulating the propagation trough
the component under test of the considered signal [182]. The generated datasets
contain the penalty at each port of the device for a random set of 1000 realization of
control states (see Table 4.4): this simulation has been performed on two different
Beneš structures, namely the 6×6 and 8×8 configurations as depicted in Fig. 4.11.
The detailed statistical analysis of the acquired OSNR penalty of both the consid-

(a) 6×6 Beneš switch (b) 8×8 Beneš switch

Fig. 4.11 Circuit representation for the two device under test

ered architectures is reported in Fig. 4.12. Observing the OSNR penalty statistics
in Fig. 4.12, we can see that the worst-case scenario reaches about 4 dB, as reported
with a red dotted line. We can conclude that an OSNR penalty equal to this maxi-
mum penalty should be considered for all routing states, as to prevent any switching
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configuration from being out-of-service, when no prior knowledge or prediction
scheme can be deployed. This value is the same for both the considered topologies.
From Fig. 4.12, we can also observe that the average OSNR penalty that can satisfy
most of the cases is much lower, 1.93 dB for Beneš 6×6 and 2.12 dB for Beneš 8×8,
respectively.
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Fig. 4.12 Statistical Analysis of OSNR Penalty

Fig. 4.13 Control Unit block model
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4.6 Inverse and direct machine learning modeling for
routing and QoT

The proposed photonic switch abstraction model considers two ML networks.
The first network, acting as the ML routing agent, is intended to define the control
state of the switch through an inverse design approach. In contrast, in the second
network, the ML QoT agent takes the first network output and predicts, through
a direct design approach, the QoT penalty estimation. This allows the network
controller to evaluate the optimal solution of any N×N photonic switch considered
as a black-box shown in Fig. 4.13
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Fig. 4.14 Parallel architecture of a deep neural network

A DNN [167] is considered as a cognition engine for both the proposed ML
networks since it is a powerful tool that has shown significant results in numerous
frameworks. The proposed DNN is developed by using a higher-level API of the
TF platform [183]. To improve the prediction efficiency of both the networks, a
parallel architecture for the DNN is proposed, shown in Fig. 4.14. The parallel DNN
engines of both networks are trained and tested on a separate subset of the dataset:
the conventional rule of 70% and 30% has been chosen to partition the available
dataset. In order to avoid over-fitting of the models, the training steps is set as the
stopping factor and the MSE as the loss function as defined in Eq. 4.1 and Eq. 4.3,
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respectively for the first and second network.

QoT MSE =
1
n

n

∑
i=0

(
1
N

N

∑
k=1

(
OSNR Penaltyp

i,k−OSNR Penaltya
i,k

)2
)

(4.3)

where n is the number of test realizations, M is the total number of switching
elements in the specific N×N switching system, while for each tested case i,
Control Statep

i,m and Control Statea
i,m are the predicted and actual control states

of the m-th switching element of the considered configuration. Similarly, N is
the total number of input/output ports of the specific N×N switching system and
OSNR Penaltyp

i,k−OSNR Penaltya
i,k are the predicted and actual OSNR penalty of

the k-th output port of the considered topology.

Furthermore, the DNN engines of both networks are configured by several
common parametric values that have been optimized (such as the training steps,
set to 1000), loaded with the ADAGRAD Keras optimizer, with learning rate set
to 10-2 and L1 regularization set to 10-3. Moreover, several non-linear activation
functions such as Relu, Tanh, sigmoid have been tested during the model building.
After testing, Relu has been selected to implement DNN as it outperforms the others
in terms of prediction and computational load [65].

4.6.1 Machine learning routing and QoT agent

The ML routing agent considers various permutations of the input signals (λ1, λ2,
λ3....λn) at the output ports of the switch as features while it exploits its M control
states as labels. The inverse model has been configured on considerable numbers
of hidden-layers and neurons to achieve the best trade-off between precision and
computational time. Although an increase in the number of layers and neurons
improves the accuracy of the DNN up to a certain extent, a further increase in these
values introduces over-fitting and increases the computational time. Following this
trade-off assessment, we opted upon a DNN with three hidden-layers with 10 and 15
cognitive neurons for each hidden layer optimized for Beneš 6×6, and Beneš 8×8,
respectively.

The ML QoT agent considers the output of the first ML network (ML routing
agent), i.e., the M controls states. At the same time, the utilized response variable
is the OSNR penalty of the specific output port of the N×N switching system. The
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direct model has also been configured on considerable numbers of hidden-layers
and neurons to achieve the best trade-off between precision and computational time.
Following this trade-off assessment, we opted upon a DNN with one hidden-layers
with 11 and 18 cognitive neurons for Beneš 6×6, and Beneš 8×8, respectively.
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Fig. 4.15 Probability density functions of ∆OSNR for each port of the 6x6 Beneš switch.

The performance of the proposed ML modules are analyzed using a two-steps
approach: first, predict the switch control states, and then exploit these result to
obtain the QoT impairments in terms of OSNR Penaltyi,k for each port k of the
considered Beneš network.

The ML routing agent gives an excellent level of accuracy in terms of predicting
the control states. The agent gives 100% accuracy for both of the considered Beneš
topologies N equal to 6 and 8. The scalability and detailed analysis of ML routing
agent are reported in detail in [181].

For the ML QoT agent, the predicted control states are given as an input to get
the QoT penalty. The metric used to evaluate the accuracy of the QoT module is
defined as:

∆OSNRi,k = OSNR Penaltya
i,k−OSNR Penaltyp

i,k (4.4)

where all parameters have same meaning as described for Eq. 4.3.
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Fig. 4.16 Probability density functions of ∆OSNR for each port of the 8x8 Beneš switch.

The modules scalability and reliability are cross-verified by and simulating their
deployment on two different Beneš sizes, namely the 6×6 and the 8×8 configurations.
The distribution of ∆OSNRs at the ports of the 6×6 Beneš are shown in Fig. 4.15,
along with their µ and σ statistics. Similarly, the distribution of all the eight ∆OSNRs
of the 8×8 Beneš are reported in Fig. 4.16.

In Fig. 4.15 and Fig. 4.16, all the distribution of ∆OSNRs in both the cases are
split by the dotted red line (∆OSNR= 0) into two slices. The slice where ∆OSNRs≤
0 is not critical as the OSNR Penaltya

i,k ≤ OSNR Penaltyp
i,k so, in this case we only

waste some capacity but the system will never turns into OOS. In contrast the section
where ∆OSNRs > 0 is the critical one as OSNR Penaltya

i,k > OSNR Penaltyp
i,k. In

this case, it is necessary to deploy some margin on top of the ML prediction to keep
the system working all the time. The maximum required margins (δk) for this case
where ∆OSNRs > 0 are shown as a green dotted line for each port k of Beneš 6×6
and Beneš 8×8, respectively.

Examining the required margin, we can observe the high level of accuracy
achieved by the ML QoT agent. In the 6×6 Beneš, the worst-case prediction
performance is observed on port 1; the δ1 is less than 0.6 dB. For the larger 8×8
Beneš, the worst-case prediction is observed on port 8; the δ8 is less than 0.65 dB.
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With the availability of such accurate prediction, we can envision that in practical
applications the OSNR penalty margin on top of the ML prediction can be reduced
to 0.6 dB and 0.65 dB for Beneš 6×6 and Beneš 8×8, respectively.

4.7 Machine learning assisted control of wideband
switching fabrics

The majority of the present-day deployed optical transport networks exploits
WDM across a spectral window of ≈ 4.8 THz in the C-band, with a transmission
capacity of up to 38.4 Tb/s/fiber [184]. Additional expansion in the network capacity
entails the implementation of different solutions, such as exploiting the residual
capacity of already installed infrastructure or deploying new infrastructure. The
initial solution, exploiting the residual capacity of already installed infrastructure, is
more important for the network operator from a techno-economic perspective. In
this regard, technology such as BDM is emerged as a promising solution to expand
the capacity of existing WDM optical systems over the entire low-loss spectrum of
optical fibers (e.g., ≈ 54 THz in ITU G.652.D fiber) [185].

4.7.1 Ultra-wideband switching system

The device under analysis consists of an electronically controlled integrated
transparent photonic switch, able to perform the routing operation without electro-
optical conversion of the transmitted signals. The two main characteristics of the
system are related to the frequency range of operation, allowing switching in the
spectral range covering S+C+L bands, as well as the logical routing requirement, as
every permutation of the input signal must be achievable at the egress stage of the
device, referred as non-blocking switching.

Different solutions have been described in the literature, with N×N multistage
switching networks being one of the most widespread implementations. In this
class of devices, the routing operation is achieved by cascading various stages
of elementary 2×2 switches, referred to as OSE, arranged in different topologies
depending on the required properties of the routing operation. Each OSE of the
network can be controlled independently through an electrical signal. In this work,
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(a) 2×2 OSE (black-box model) (b) First order MZI switch circuit

(c) BAR-state transmission [I1→ O1] (d) CROSS-state transmission [I1→ O2]

Fig. 4.17 (a) Optical switching element (OSE) black-box model. (b) MZI switching circuit.
(c) and (d) Dependence of transmission properties in BAR and CROSS state on wavelength
and temperature.

we apply the proposed approach to an 8×8 switching device, with MZI-based OSEs,
analyzed in Section 4.7.1.1, interconnected through the Beneš network topology,
described in Section 4.1. The switching network size N = 8 has been chosen as
a trade-off between realistic implementation sizes for photonic integrated circuits,
circuit complexity and dataset size. The chosen size acts as a reasonable simulation
test-bed to verify the proposed control scheme and abstraction, while providing a
large enough component cascade to highlight the physical devices behavior.

4.7.1.1 Optical switching element

The OSE is the fundamental block required for the switching action, intro-
ducing limitations on the operating frequencies and imposing some QoT degra-
dation. At the logical level, the OSE 2×2 cross-bar switch can be modelled as a
black-box (see Fig. 4.17a) with two available routing states: the BAR configuration
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([I1, I2]→ [O1, O2]) and the CROSS configuration ([I1, I2]→ [O2, O1]) which can be
appropriately toggled by a given binary control signal. The OSE can be implemented
with two main solutions described in the literature: the MRR filter and the MZI. Due
to the bandwidth limitations of the MRR solutions, we propose in this paper a device
based on the MZI principle.

The most straight forward MZI device is structured as shown in Fig. 4.17b:
the signal is divided into the two waveguides by the first 3 dB coupling section
and recombined in the egress 3 dB coupler, with the thermally-controlled phase
shift region acting as the control section for the routing state. The routing state is
controlled electrically by increasing the temperature of the phase control waveguide
in the MZI arms. This increase in temperature introduces a phase shift in the
propagating signal, changing the output recombination waveguide in the egress
coupler. The signal transmission is depicted in Fig. 4.17(c) and Fig. 4.17(d) as a
function of the signal wavelength as well as the temperature shift between the MZI
arms. In the OFF state (∆T = 0°C) the bandwidth limitation of the device is clear,
with the range of operation covering roughly half of the S+C+L band. The bandwidth
limitation is due to the 3 dB coupling regions where phase velocity dispersion of
the physical waveguides causes asymmetry in the signal propagation, with uneven
power splitting and recombination, leading to significant crosstalk with the incorrect
output port.

• Higher order coupling regions:
The critical component for achieving the UWB range of operation is the coupler
region, required before and after the thermal phase control section. While the
coupler has a 3 dB power ratio for the centre design frequency, the waveguide
dispersion causes increasing asymmetry as the signal frequency moves away
from the center point. One of the simplest solutions to compensate for this
effect is cascading two identical couplers while introducing a constant phase
shift between the two waveguides (∆φ = 90°), as shown in Fig. 4.18. This
solution reduces the dispersion effect on the power ratio, leading to a larger
and flatter bandwidth near the design frequency while also reducing the overall
asymmetry at the limits of the chosen bandwidth, depicted in Fig. 4.18d. More
advanced solutions, like a complex waveguide, tapered structures or advanced
3D structure [186] can still enlarge the bandwidth of the 3 dB coupling re-
gion. For the intended applications of a multi-stage switching structure, the
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(a) Single coupler circuit representation (b) Double coupler circuit representation

(c) Single coupler frequency response (d) Double coupler frequency response

Fig. 4.18 (a)-(b) MZI switch structures: single coupler vs. double coupler. (c)-(d) Corre-
sponding transmission bandwidth properties.

rapid increase in circuit complexity and production requirements may become
prohibitive as the scale of the overall network increases, which leads to a
trade-off between the cost and effectiveness of the solution. The analyzed
device, implemented through the second-order coupling structure, is depicted
in Fig. 4.19a: the bandwidth of operation covers the target transmission win-
dows, with increases in crosstalk and penalty observed only at the edges of the
operating region, as shown for both routing states in Fig. 4.19b- Fig. 4.19c.

4.7.2 Simulation environment and dataset generation

After defining the fundamental 2×2 OSE, any generic N ×N circuit can be
modeled following the topology of choice, for example, the Beneš network. The
Beneš architecture is modeled under two different levels of abstraction to characterize
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(a) Second order coupling MZI device tested in this study.

(b) BAR-state transmission [I1→ O1] (c) CROSS-state transmission [I1→ O2]

Fig. 4.19 Transmission dependence on wavelength and thermal tunability for the second
order coupling MZI device tested in the paper.

the dependence on the control signals of both the routing behavior and the impact on
QoT of the switching operation.

4.7.2.1 Routing model

Given the black-box abstraction of the 2×2 cross-bar OSEs, the routing problem
can be solved on a simplified version of the circuit, taking only into account the
logical link between input-output ports as a function of the binary control state of
each fundamental switch. To this end, a virtual topological structure was generated
in MATLAB®, in order to analyze the routing and then to evaluate the logical output
for the QoT transmission-level simulation. Given the simple recursive structure
of the network, coupled with the non-polynomial increase in the solution space
(Nconf =O(2N logN) , Nout =O(N!)), brute-force solution together with look-up tables
are not a scalable method to obtain the states configurations for the target output
request. This introduces the need for a scalable deterministic algorithm to tackle
the problem complexity and provide the equivalent paths routing the same output
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permutation. While it is fundamental to be able to generate a single routing solution
for a target output permutation, in order to minimize the penalties in a device-
agnostic scenario a more general algorithm is needed to evaluate all equivalent
routing solutions for each required signal output permutation. The device-agnostic
scenario is introduced to generalize the analysis without the need of assuming the
QoT behavior to the physical and device-level structure: a simpler approach to
the optimization of the QoT could be to minimize the number of interconnecting
crossings encountered by each signal, as these elements are typically the leading
cause of signal attenuation. However, this relies on a device assumption which
could not always be accurate, so to avoid the issue the problem is split into two
main sections, under a "divide and rule" paradigm: the routing model is tasked with
generating all equivalent routings for the target signal output, without introducing
assumptions on the underlying transmission penalty, while the ML agent proposed
in the later sections handles the QoT optimizations, selecting between the solution
space the best-predicted solution.

The proposed solution represents a generalization of the matrix-based algorithm
described in [187]. Having defined an N ×N Beneš, with number of switches
per stage Nsw/st =

N
2 and number of stages Nst = log2 N, the proposed algorithm is

divided in the following steps (Algorithm 1-Algorithm 2):

• For each layer of the network up to the half-point stage, generate two empty
matrices M ,T ∈ R

N
2×

N
2 , representing respectively the control states of the

OSEs in the layer and the rearranged signal order after the layer.

• By comparing the input signals order of the ingress layer with respect to the
output signals order of the egress layer, for every signal map, the relation
between input switch and target output switch. The ingress and egress layers
are symmetrical with respect to the middle stage Nmiddle =

Nst
2 (ingress: layer

(i), egress: layer (Nst− i), for i ∈ [1 : Nmiddle])

• Fill the matrix M with [0 ,1] using the input-output switch relationship to
select the row-column pair respectively. The matrix T contains the label of the
signal corresponding to that input-output switch pair.

• Once the matrix for the layer is compiled, verify that no repetitions occur both
row-wise and column-wise. Only one instance of "0" and "1" can occur in any
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Algorithm 1 Beneš routing algorithm
Require: Number of input and output channels N, Input signals labels I[1:N], Output signals labels

O[1:N]

Ensure: A control state, chosen randomly among all the control states giving the requested target
output permutation

1: Number of switch per stage Nsw/st =
N
2

2: Number of stages Nst = log2 N
3: for layer index l = 1 to Nst

2 −1 do
4: Initialize to -1 the routing matrix Ml ∈ R

N
2 ×

N
2

5: Initialize to 0 the label matrix Tl ∈ R
N
2 ×

N
2

6: for label index j = 1 to N do
7: SWI ←

⌈
j
2

⌉
8: SWO←

⌈ k
2

⌉
with k such that Ok = I j

9: if Ml(SWI , SWO) is -1 then
10: if column SWO of Ml contains a 0 then
11: Ml(SWI , SWO)← 1 %%% 1 i.e. bottom network routing
12: else if column SWO of Ml contains a 1 then
13: Ml(SWI , SWO)← 0 %%% 0 i.e. top network routing
14: else
15: set randomly Ml(SWI , SWO) to 0 or 1
16: end if
17: Tl(SWI , SWO)← I j
18: else if Ml(SWI , SWO) is not -1 then
19: Ml(SWI , SWO)← 2 %%% 2 i.e. same input-output couple request
20: Tl(SWI , 1)← Tl(SWI , SWO)
21: Tl(SWI , 2)← I j
22: end if
23: end for
24: check for conflict→ Algorithm 2
25: update I j, O j for the evaluated routing
26: end for

given row or column. If repetitions occur, flip the element column-wise until
the conditions are solved.

• Iterate for all layers i ∈ [1 : Nmiddle]).

In the described algorithm the "0" and "1" flags of the M matrices correspond
to the propagation direction of the signal in each switching element, relative to the
following stages: considering the recursive structure of the Beneš topology, as well
as its symmetry, at every stage, two equivalent paths can be found in the respective
top and bottom following sub-network. Two additional flags values are used in the
proposed algorithm: every matrix cell is initially set to "-1" to indicate non-allocated
requests or empty cells. An additional flag is required in the routing matrix in order
to account for equivalent routings in some specific cases: while typically the input
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Algorithm 2 Routing conflict algorithm
Require: Routing matrix M
Ensure: Balanced conflict-avoiding routing
1: conflict=false
2: Conflicts=empty list
3: for row index r = 1 toN do
4: R=row r of M
5: if R contains two 0s or two 1s then
6: conflict=true
7: append r to Conflicts
8: end if
9: end for

10: if conflict then
11: r∗= randomly selected element in Conflicts
12: R∗=row r∗ of M
13: c∗ = randomly selected position of any element of R∗ equal to 0 or 1
14: C∗=column c∗ of M
15: exchange 0 and 1 in C∗

16: loop to 1
17: else
18: return→ Algorithm 1 (update matrix M)
19: end if

signals of an ingress switch must be routed to different egress switches when both
input signals are targeting the same output switch, only one single cell of the routing
matrix can be targeted: to this end, the flag "2" represents the path equivalence
between the top and bottom network, with the implied value of both ("1","0") and
("0","1").

Once the procedure is completed, the state of the switches can be obtained by
comparing the order of the signals of each layer, taking into account the interconnects
and the top/down direction provided by the compiled Mi matrices. With a slight
modification to the presented algorithm, the evaluation of all equivalent paths in terms
of permutation of the output signals becomes trivial: once the output permutation is
set, each valid matrix Mi represents a different equivalent routing possibility. For
every routing of the previous layer, the process is iterated, generating a recursive
exploration of all switching states for the required output. Using the proposed
algorithm, the control unit can generate different solutions depending on the required
task: if all equivalent routing solutions are evaluated, the proposed ML agent can
optimize the QoT, finally choosing the path with minimum transmission penalty.
Suppose a simpler control unit is required; the algorithm can provide a single control
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configuration for the device, generating one random routing compatible with the
required signal output permutation without exploring all equivalent paths.

4.7.2.2 Transmission model

To evaluate the impact of the switching fabric on the QoT, numerical simulations
have been first carried out in the Synopsys OptSimTM Photonic Circuit simulation
environment [188], testing an 8×8 Beneš switch base on an OSE implemented with
the second order coupling MZI previously described. Due to the relative low-loss
flat-band behavior of the OSE, the critical components in the device, especially
concerning routing optimization, are the waveguide crossings, which introduce
path-dependent losses and attenuation in the propagating signals. It must also
be remarked that for strict-sense Beneš structures (N = 2x, x ∈ N) the number of
switches encountered by each signal is equal, independently from the OSE control
signals, as shown in Fig. 4.20a, highlighting the critical task in characterizing the
control states dependent QoT impairments due to the stages interconnects.

The designed waveguide crossing introduces an average 0.2 dB–0.3 dB loss for
each instance, with a small spectral variance, as depicted in Fig. 4.20b. While
the crossings have been accounted for the penalty evaluation, the interconnect
waveguides and bent sections have not, due to their generally negligible effect
in a properly designed layout. The general schematic of the simulated setup is
depicted in Fig. 4.20c. We assumed eight input signals spaced ∆ f = 100GHz with
a central frequency of fc = 193THz. The simulated signals consisted of PM-16-
QAM modulated streams at Br = 60GBaud, which are then demodulated at the
receiver side, extracting BER as a function of the OSNR. These measurements are
then expressed as QoT Penalty (in decibel), comparing to the trend of the back-to-
back TX/RX system evaluated without the switching fabric. Due to the previously
discussed non-polynomial increase of the solution space, the characterization of
the full system through a look-up table solution is not feasible, especially at the
transmission level, due to the high computational costs of such simulations. In order
to train the proposed ML algorithm, it is necessary to build a dataset of simulated
configurations, measuring the QoT Penalty for a random sub-set of control signals.

The simulation dataset has been generated for Nsim = 5000 random control
configurations, allowing equivalent paths (output permutation) but enforcing indi-
vidual control states to avoid erroneous training by repeating the same OSE states.
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(a) 8×8 Beneš switch schematic in OptSim Photonic Circuit. Crossings are indicated by blue blocks
while OSEs are shown as red blocks.

(b) Response of the waveguide crossing (c) Transmission environment under simulation

Fig. 4.20 Simulation model schematic and characteristics

The general distribution of the OSNR Penalties for the simulated dataset is shown
in Fig. 4.21: as expected, the distribution has a relatively uniform average value of
µ = 2dB for every output port, with a comparable standard deviation. To charac-
terize the device in SDN controlled environment, it is important to highlight the
maximum value of the penalty: ∆OSNRmax ≈ 3.1dB. Without a control unit capable
of a reliable prediction of the expected penalty in real-time, the impact of switching
on QoT must always be over-estimated to this maximum value, which represents an
infrequent worst-case assumption. To this end, the ML agent allows more flexible
control of the device, highlighting the cases where a higher transmission rate can
be applied due to a lower penalty. Furthermore, in Fig. 4.21 every data-point corre-
sponds to one of the different equivalent solutions, highlighting the average penalty
for all the output ports, as well as the minimum and maximum values. It is clear
how a real-time control strategy can be employed to optimize the performance of
such a device. At the same time, the average port penalties are identical between
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Fig. 4.21 Statistical analysis of OSNR Penalties for each output port.

configurations; the lower variance solutions offer a better alternative, as the QoT is
more uniform between all the output ports of the configuration.

4.7.3 Detail analysis and case study

This section demonstrates the accuracy of proposed ML modules in delivering
QoT impairments predictions for UWB photonics switching architectures. The ML
module exploits the deterministic switch control states to obtain the QoT impairments
in terms of OSNR Penaltyi,k for each port k of the proposed UWB Beneš switch. In
addition to this, a complete case study is also analyzed to reveal the effectiveness of
the proposed ML-based QoT Penalty estimation model for the photonic switching
system.

The proposed ML cognitive engine manipulates the deterministic control states
as input and exploits the QoT Penalty as an output (detail is given Section 4.6.1).
The metric utilized to assess the accuracy of the ML model is defined by Eq. 4.4.
The reliability of the proposed ML-based QoT model is verified by analyzing its
performance at each port of the proposed 8×8 Beneš switch. The distribution of
∆OSNRs of all the ports of the 8×8 Beneš are shown in Fig. 4.22, along with their
µ and σ statistics.

In Fig. 4.22, all the distributions of ∆OSNRs are divided into two parts using
the red dotted line (∆OSNR = 0). The area of distribution where ∆OSNRs ≤ 0
is not severe as OSNR Penaltya

i,k ≤ OSNR Penaltyp
i,k so, in this scenario the only
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Fig. 4.22 Probability density functions of ∆OSNR for each port of the 8x8 Beneš switch.
Average values µ and variances σ indicated for the individual cases are expressed in decibel.

deterioration is the some waste of capacity but the system will never turn into OOS.
In contrast the area where ∆OSNRs > 0 is the more severe one as OSNR Penaltya

i,k >

OSNR Penaltyp
i,k. In this case, it is required to deploy some margin on top of the ML

prediction to keep the system working all the time. The maximum required margins
(δk) for this case where ∆OSNRs > 0 are shown as a green line for each port k of
the 8×8 Beneš.

Inspecting the required margin, we observe the high level of accuracy achieved
operating ML model for QoT impairments estimation. The proposed 8×8 Beneš,
the worst-case prediction performance is observed on port 5; the δ5 is less than
0.12 dB. With the availability of such accurate prediction, we can envision that
in practical applications, the OSNR Penalty margin on top of the ML prediction
can be reduced to 0.12 dB for Beneš 8x8. Furthermore, the prediction asymmetry
between the different port of the device, is due to the intrinsic randomness and
limited size of the provided dataset, leading to better training for the prediction
of certain paths. For larger dataset a more statistically relevant margin, i.e, 2σ

or 3σ can be considered. Under the envisioned case-study, a drastically smaller
dataset has been provided by choice to the ML agent with respect to the complete
device configuration set. Even under this limited training scenario, the asymmetry
between the port predictions is still marginal with respect to the QoT optimization
available through this method deployment. The effectiveness of the proposed ML-
based QoT impairments estimation model is further demonstrated by considering
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Fig. 4.23 OSNR Penalty distribution for 32 nominally equivalent control states generating
the output pattern [7, 6, 3, 8, 5, 4, 1, 2]. A label from 1 to 32 has been assigned to each
control state according to the order it is generated by the proposed algorithm.

the optimality routing issue: the ML agent can be used to optimize the routing
solution in conjunction with the previously described routing algorithm. Taking as an
example a target output request such as [1, 2, 3, 4, 5, 6, 7, 8]→ [7, 6, 3, 8, 5, 4, 1, 2],
we observe that 32 different combinations of the control states exist leading to
the desired output pattern. The designed routing algorithm is able to evaluate all
these nominally equivalent routing solutions, which have been tested in order to
characterize their penalty and statistical distribution, as shown in Fig. 4.23. The
average penalty for every equivalent configuration is reasonably similar, while the
main difference is found between the standard deviation between the penalty of each
port. The ML agent could provide real-time control optimization for this application,
minimizing the overall penalty and avoiding high deviation solutions. This target
goal allows for a similar penalty factor between all the output signals, minimizing
the overall deviation, although different criteria could provide alternative solutions
depending on the overall control goal. The choice of the best control state depends
on the selected metric: considering the results introduced in Fig. 4.23, configuration
number 18 provides the minimal deviation between the alternative routings, while
solution number 27 could be selected if only the minimum penalty is considered as
the optical metric.



Chapter 5

Conclusions and Future Work

In this thesis, data-driven techniques for multi-layer applications of optical
networks are discussed. Novel applications in terms of machine learning-assisted
optical network management are demonstrated. A fully softwarized management
model for integrated photonics-based components is also suggested.

5.1 Summary

Optical communication is a complex system affected by real-world phenomena
such as fiber mechanical stresses, temperature, losses varying in time, fiber cut,
amplifier aging, etc. The data acquired from a real field practically accumulate all
the phenomena blindly, and it is hard to isolate a single phenomenon for analysis.
Moreover, it’s challenging to find real field network data. In this context, the analysis
performed in this thesis is entirely based upon on synthetic dataset, as it’s good to
start the investigation with a synthetic dataset that potentially enables us to isolate a
single phenomenon and analyze its effect on the overall system.

The thesis begins with a broad overview of optical communication and various
progressing communication technologies that are industrialized to handle the fast
growth in global IP traffic. These advanced communication technologies, such as
coherent optical transmission, elastic optical networks, and the opening of software-
defined optical networks, introduce many tunable parameters, making the design and
operation of optical networks more complex.
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In this novel context, exact system modeling using closed-form formulations
is very challenging, and typically, a “margin” is deployed while adopting the ana-
lytical models. The deployment of specific margins leads to the under-utilization
of resources and eventually enlarges the network operational cost. To cater to
this limitation of analytical models, the telecom industry is strongly pushing the
optical community to move towards intelligent optical networks that can perform
autonomous and flexible network management.

Following these requirements, the introduction to modern open and disaggregated
optical networks were given at the thesis’s start. The state-of-the-art software-
defined optical network architecture was described, which decoupled the control
and data planes. The basic framework of the software-defined optical network was
presented, which is an enabling technology towards intelligent optical networks, and
is composed of three principal planes: the data, control, and application plane. The
assisting cognition module is logically centralized and is part of the control plane.

Later in Chapter 3, a novel framework of machine learning-assisted QoT-E in
optical networks was presented. The machine learning model’s training on the GSNR
response to specific spectral load configurations of the already deployed in-service
network, and consider its realization to predict the QoT of an agnostic/un-used
network. The dataset is retrieved from QoT responses against random spectral
loads of in-service network. This data is generated during the operative phase of
the in-service network by measuring the optical line system response in terms of
GSNR for various spectral load configurations. This novel framework provides
an ideal playground to apply machine learning. A machine learning model using
a training dataset composed of spectral load realizations of an in-service network
yields an accurate QoT-E for each newly generated spectral load realization of
agnostic/un-used network.

Then, in the final Chapter 4, a framework of machine learning-assisted photonic
devices management was presented. A novel architecture was proposed in the
context of software-defined optical network in which a generic topology-agnostic
blind model was exploiting an machine learning inverse design approach to obtain
the softwarized control of any N×N photonic switching system. Moreover, a direct
design method was presented to predict the QoT degradation due to the switching
elements configurations.
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5.2 Next Steps

There are numerous promising future advancements for the subject presented
in this thesis. Starting from the software-defined optical network, which offers
an implementation of each network element within a virtualized environment, so
permitting a disaggregated approach to the network, enabling openness and virtual
network slicing. One of the potential directions of future work may be to push
the vendors industry to practically integrate the APIs of cognitive units within the
software-defined optical network and enable the network operators to automatize
their network functionality.

Concerning QoT-E, an exciting research opportunity is to cross verify the sim-
ulation results obtained by a synthetic dataset with real field investigations of the
network. An additional remarkable set of analyses can also be done purely at the
network layer, especially exploiting the machine learning paradigm for solving
routing and wavelength assignment (RWA) and routing and spectrum assignment
(RSA) problems efficiently, which are typically a non-deterministic polynomial-time
hardness (NP-hard) problem.

One more significant focus that could be of possible interest for future work is the
use of machine learning assistance in the design of photonic integrated circuits. The
photonic integrated circuit based components typically need complex computational
simulation in order to retrieve their optical responses correctly. The usual period to
design photonic integrated circuit based devices sometimes surpasses the duration of
fabrication and testing of these devices. To deal with these challenges, a new design
paradigm based on machine learning assistance is highly required for integrated
photonics that can address the particular demands of photonic circuit designers

The other exciting field of research is related to the extension of the analysis to
find the performance of any N×N optical switching system in terms of transmission
penalties predicted using machine learning on the network layer metrics. Finally, the
additional exciting area is developing an machine learning assisted control model
for active devices such as lasers, etc. Generally, the auto-tuning and feedback-
empowered machine learning assistance may perhaps characterize a new era in the
science of active devices.
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Algorithm 1

Algorithm 3 Heuristic to correct single-ring errors
Require: Topology Graph G, Control Signals M, Number of Inputs/outputs N, Test set TS, ML

Predicted set PS
Ensure: Control Signal Correction
1: error-index = find control signals where TS ̸= PS

2: for all D ∈ error-index do
3: PredictedControl States (ON/OFF) (PCtrl) = PS(D)
4: ActualControl States (ON/OFF) (ACtrl) = TS(D)
5: ActualOutput Signals (Aot p) = TS(D)
6: PredictedOutput Signals (Pot p) = Test-Control-States(PCtrl ,G,N)
7: CheckOutput Signals (Cot p) = Pot p

8: for f lip−bit ∈M do
9: if find Aot p ̸= Cot p then

10: TransitControl States (ON/OFF) (TCtrl) = Flip-One-Bit(PCtrl)
11: CCtrl = Test-Control-States(TCtrl ,G,N)
12: Clear TCtrl

13: else
14: error-index corrected
15: Break
16: end if
17: end for
18: end for
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Table 1 Networks Topology Details

Topology Details
Parameters EU: Training [165] USA : Testing[166]

Number of Nodes 28 100
Number of Links 41 171

Average path distance (km) 2014.06 2541.75
Maximum path distance (km) 3051.10 5481.07
Minimum path distance (km) 669.30 568.33

Average number of spans per Link 19.75 27.49

(a) EU network topology

(b) USA network topology
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FEELING FailurE causE Localization for optIcal NetworkinG. 38, 41

Flex-LIONS Flexible Low-latency Interconnect Optical Network Switch (Flex-
LIONS). 43

FTRL Follow the Regularized Leader. 63

FTTH Fiber-to-the-home. 1, 38, 41

G Gain. 29, 34, 42, 47, 49, 50, 52–54, 69–71

GA Genetic algorithm. 37, 41

GGN Generalized Gaussian noise. 52

GMM Gaussian Mixture Mode. 24, 32, 33, 35

GMPLS Generalized Multi-Protocol Label Switching. 30

GNPy Gaussian noise simulation in Python. xii, 49, 52, 74–76

GPON Gigabit passive optical networks. 38, 41

GPR Gaussian processes nonlinear regression. 29, 34

GSNR Generalized Signal-to-Noise Ratio. v, xii, 46–52, 54–57, 69–77, 117

HCROS HoneyComb Rearrangeable Optical Switch. 85, 92, 94, 95

HMM Hidden Markov Model. 39, 42

HPC High-Performance Computing. 43

IMDD Intensity modulation with direct detection. 3

IoT Internet Of Things. 1, 13, 39, 45, 79

IP Internet Protocol. 39, 42, 45

ISI Inter-symbol interference. 33, 36

ITU International Telecommunication Union. 103

KNN K-nearest neighbor. 22, 29, 32, 34, 35
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LOGO Local-Optimization Global-Optimization. 52

LP Lightpath. 3–5, 10, 11, 27–31, 34, 36–42, 46–49, 52, 57, 68–71, 75–78

LR Linear regressor. 20, 63, 67, 68, 88, 90–92, 94

MABP multi-armed bandit problem. 40

ML Machine learning. xii, 10–17, 22, 23, 25–32, 36, 37, 39, 40, 42–44, 46, 49–51,
57–59, 61–64, 66, 69, 70, 74–78, 80, 81, 83, 85–88, 90–92, 94, 96, 99–103,
108, 110–115

MLPR Multi-layer Perceptron Regressor. xi, 62, 64–68

MRR Microring Resonator. 81, 86, 105

MSE Mean square error. 16, 58–61, 63, 76, 88, 92, 94, 99

MZI Mach-Zehnder interferometer. 42, 44, 81, 104, 105, 111

NE Network element. 3, 4, 7, 42, 45, 46, 52, 69, 70, 74

NETCONF Network configuration protocol. 9

NF Noise figure. 29, 34, 47, 49, 50, 52–54, 70, 71

NFM Network failure management. 41

NLI Nonlinear interference. 32, 48, 49, 52, 53, 57, 69, 75

NMF Non-negative matrix factorization. 37

NMS network management system. 37

NN Neural network. 17–22, 28, 30–36, 39, 41, 42, 44, 63

NOS Networking Operating System. 9

NP Non-Polynomial. 83

NP-hard Non-deterministic Polynomial-time hardness. 118

NPDM Network planner and decision maker. 36
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NRZ Non-Return to Zero. 31, 44

OAC Optical amplifier control. 34

OADMs Optical add/drop multiplexers. 4

OBS optical burst switched. 40

OCM optical channel monitor. 48, 50

ODB Optical Dual Binary. 31

OEO Optical-electro-optical. 5

OFDM Orthogonal frequency-division multiplexing. 32, 33

OLS Optical line system. v, xi, 3, 6, 28, 46, 47, 49, 50, 52, 55, 71

ONF Open Networking Foundation. 9, 10

ONN Optical neural network. 42, 43

ONTs Optical Network Terminals. 38

ONUs Optical Network Units. 38

OOK On-Off Keying. 31

OOS out-of-service. 37, 39, 70–72, 74, 77, 102, 114

OPEX Operational expenditures. 2

OPM Optical performance monitoring. 31, 35

OSE Optical Switching Element. 81, 83–85, 103–107, 111

OSEs Optical Switching Elements. 81

OSNR Optical Signal-to-Noise Ratio. v, 27, 28, 30, 31, 34, 35, 40, 42, 48, 50, 52,
97, 98, 100, 103, 111, 112, 114

PDF Probability density function. 70, 72

PDL Polarization-dependent loss. 31
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PIC Photonic integrated circuit. 10, 80, 88, 89, 91, 96

PICs Photonic integrated circuits. 42, 79

PM Polarization-multiplexed. 30, 31, 86

PMD Polarization mode dispersion. 5, 31, 35

POF Protocol-Oblivious Forwarding. 9

PSK Phase shift keying. 30, 33

Q-factor Quality factor. 27, 28, 31, 34, 35

QAM Quadrature amplitude modulation. 3, 30–33, 48, 86

QoS Quality of Service. 2, 36, 39, 40, 42

QoT Quality of transmission. iv, v, 2, 11, 26–29, 46–48, 50, 51, 61, 62, 70, 74–77,
79, 80, 83, 84, 86, 96, 97, 99–102, 104, 107, 108, 110–114, 117

QoT-E Quality of transmission Estimation. 10, 11, 27, 28, 34, 46–50, 52, 58, 62,
63, 69–71, 74, 76–78, 117, 118

QPSK Quadrature phase shift keying. 29–31, 48

Relu Rectified linear unit. 19, 21, 62, 63, 91, 100

RFR Random Forest Regressor. 62, 64–66, 89, 90, 92–94

RJRMS Root Mean Squared jitter. 31, 35

RNN Recurrent neural networks. 21, 22

ROADM Reconfigurable optical add-drop multiplexer. xi, 7, 46–49, 52

ROADMs Reconfigurable optical add/drop multiplexers. 4, 6

RSA Routing and Spectrum Assignment. 118

RWA Routing and Wavelength Assignment. 118

RZ Return to Zero. 31
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SC-NLI Self-channel nonlinear interference. 48

SDN software-defined networking. 2, 7–10, 31, 43, 45, 52, 79, 112

SDON software-defined optical network. iv, v, 7, 8, 11, 14, 40

SGD Stochastic Gradient Descent. 62

SKL scikit-learn©. xi, 58, 64–67, 88, 92

Skopt Scikit-optimize. xi, 59, 60

SLAs Service level agreements. 36, 37, 39

SNR Signal-to-Noise ratio. 48, 49

SRS Stimulated Raman Scattering. 48

SVM Support vector machine. 23, 29, 32–35, 38, 39, 41

Tanh Hyperbolic-tangent. 19, 62, 91, 100

TF TensorFlow©. xi, 58, 64, 66–69, 75, 88, 92, 99

TFO Traffic flow classification. 42

TIP Telecom Infra Project. 7

TISSUE Testing cal Switching at connection SetUp time. 38, 41

UWB Ultra-wideband. 11, 105, 113

VNT Virtual network topology. 36, 37

W-DNN Wide deep neural network. 20, 63, 64, 66–68

WDM Wavelength division multiplexing. 2–4, 29, 30, 45–47, 49, 53, 54, 70, 79,
103

XC-NLI Cross-channel nonlinear interference. 48
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