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Summary

This thesis discusses the topic of physical layer aware open optical networking.
Modern optical communications involve transparent networks where the op-

tical signals travel through intermediate nodes without being received and re-
transmitted, i.e. without being regenerated. In this context, the physical layer
cannot be approached as a simple set of point-to-point optical connections but a
holistic approach that considers the entire network is necessary. In this frame-
work, the telecom operators target the reduction of the costs while maximizing the
network capacity. For this reason, they are pushing the market towards open and
disaggregated solutions where the equipment is compatible with open and standard
APIs. For the same reason, promising solutions such as multi-band transmission
are under investigations as they enable a capacity upgrade without deploying new
fiber cables. Additionally, online and offline network analysis tools able to pro-
vide the meaningful performance metrics are fundamental to effectively tackle the
network design. Finally, the automation of the network operations is an essential
aspect of the network management as it allows a reliable and scalable management
of the infrastructure.

The second chapter provides the theoretical background over which the rest of
the thesis is structured. In detail, the physical modelling of the network elements is
provided and the methodology for evaluating the generalized signal-to-noise ratio
is described. Moreover, the impairment-aware network abstraction is introduced
to represent the physical layer of a network. Finally, the basics of routing and
wavelength assignment are summarized.

Based on this, GNPy, an open source quality-of-transmission estimator (QoT-
E), is introduced and described. Then, the most significant experimental validation
campaigns have been reported: the validation over a commercial line system hosted
in the Microsoft labs and the subsequent validation over a segment of the Microsoft
core network.

In the following chapter, the multi-band transmission has been investigated and
analyzed. Such a technology raises the interest of the operators as it targets the in-
crease of the capacity by extending number of channels transmitted along the same
fiber without requiring the deployment of new fibers and, therefore, reducing the
costs of a capacity upgrade. In this thesis, a simple but effective power optimization
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strategy aiming at improving the quality-of-transmission has been proposed. Then,
the capacity of a fully loaded multi-band communication considering several appli-
cations (data center interconnect, metro and regional networks) has been assessed.
The outcomes show how multi-band transmission can potentially accommodate 7
to 10 times more traffic than a state-of-the-art single-band C-band line system.

Subsequently, two network design tools have been introduced: an offline physical
layer assessment (OPLA) tool and a statistical network assessment process (SNAP).
In detail, the OPLA tool has been adopted to address some infrastructural upgrades
to effectively increase the network capacity and to reduce the regenerators deployed
in the network and therefore the costs. Then, SNAP has been used to compare the
network benefit of several SDM solutions and multi-band transmission.

Lastly, a QoT-E has been integrated into the ProNET network orchestrator in
order to enable a physical layer aware automation while the orchestrator operates
the network. This integration has been experimentally validated as well.
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Chapter 1

Introduction

The history of optical communication [4, 6] started in 1792 with Claude Chappe,
who invented the optical telegraph. However, the absence of a coherent optical
source and an appropriate optical medium made the development of modern opti-
cal communication systems as we know them today impossible. Then, in 1960 the
laser was invented, and, also in that period, optical fibers started to spread around.
However, optical fibers were not seriously taken into account for telecommunica-
tion applications because of their high loss, which made the communication along
more that few meters impossible. This view prevailed until the 1966, when it was
observed that the loss of the fibers could be drastically reduced by removing the
impurities of the silica glass making the optical fiber the best medium for communi-
cation systems [93]. Consequently, the scientific community took up the challenge
and started investigating this possibility. In 1970, among others the American
company Corning demonstrated the capability of reducing the attenuation of the
fibers below 20 dB/km around 630 nm [94]. Subsequently, Corning demonstrated a
further reduction of the attenuation down to 4 dB/km by using germanium to dope
the core of the fibers. Eventually, in 1979, the NTT Ibaraki Electrical Communica-
tion Laboratory attained an attenuation loss of 0.2 dB/km at 1550 nm [113], which
is very close to the theoretical limit.

In tandem with these developments, also the research on laser technologies
evolved to obtain sources able to operate at the optical frequencies at room tem-
perature. Such a milestone was achieved with GaAs semiconductor lasers contem-
porary, proposed by the Ioffe Physica-Technical Institute, Russia [5], and by the
Bell Laboratories [82].

Owing to the availability of compact optical sources and a low attenuation
media, in the 70s, the first generation of optical communication systems has been
developed to operate at the rate of 45 Mbps at 850 nm for a maximum reach of
10 km. Therefore, in 1980, the first generation of optical communication systems
started to be commercialized and deployed.

Since then, several technological generations have passed. The first generation
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was characterized by the adoption of GaAs based coherent sources, and therefore
the signals were transmitted at the wavelength of 850 nm by exploiting the so called
first window. In order to overcome the limits of the first generation, a lot of effort
has been invested to move the wavelength of the optical source around 1300 nm, the
so called second window or O-band, since therein the fiber attenuation was signif-
icantly smaller. In what followed, the third generation targeted operating around
1550 nm in the so called third window or C-band, by adopting InGaAsP semicon-
ductor lasers. The reason being is that at that wavelength the attenuation of the
fiber is at its lowest. However, the large dispersion of the C-band compared to the
O-band made the adoption of such a window difficult. In order to overcome this
issue, dispersion shifted fibers were developed to reduce the fiber dispersion in the
C-band. Afterwards, the fourth generation focused on the replacement of repeaters
with optical amplifiers, the periodic compensation of the fiber dispersion by us-
ing special fibers called dispersion-compensating fiber (DCF), and the adoption of
the wavelength division multiplexing (WDM) technology consisting of multiplexing
together the signals, generated by different optical sources operating at different
wavelengths in order to propagate them through the same fiber. Then, the fifth
generation focused on improving the efficiency of the transceivers by replacing the
on-off key schemes based on modulating only by turning the light on and off, with
the more complex quadrature amplitude modulation (QAM) modulation schemes
able to modulate not only the amplitude of the signal, but also the phase and the
polarization. This new structure allows higher spectral efficiency as well as the re-
moval of DCFs since the dispersion can now be digitally compensated at the receiver
by means of the digital signal processor (DSP). This led to a significant revolution
in the structure of the optical networks, by enabling the paradigm of transparent
optical networks, where the optical signals are not received and re-transmitted at
each node, but they can pass through them transparently through optical add-drop
multiplexer (OADM) devices. This new paradigm has revolutionized the way of
approaching the optical layer, as now it requires a holistic approach considering
the whole notwork as a single system and no more as just a set of independent
point-to-point connections. Therefore, this resulted in an increase in the design
and management complexity of the optical layer, and this required the automation
of the optical layer to simplify the operations on the network and to reduce the
human error. Moreover, to simplify the network management and to scale down
the costs of upgrading the infrastructure, the operators are pushing the market to-
ward the paradigm of open and disaggregated optical networks, where each network
element can be interfaced through open and standard APIs according to common
data models and it can be replaced without the need for other changes in the rest
of the infrastructure. This leads to a multi-vendor and multi-generation environ-
ment. In this view, initiatives such as OpenConfig [121], OpenROADM [12] and
the Telecom Infra Project [1] were created.

Moreover, in order to further enhance the network capacity, C+L systems have
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been recently proposed [174] and made available on the market. Such systems
aim at increasing the number of channels per fiber pair by extending the occupied
bandwidth to the L-band (1565 nm to 1625 nm). Other technologies exploring the
possibility to increase the capacity include the use of multi-band systems targeting
the further extension of the used band to include all the low-loss optical bands, the
use of advanced DSP techniques such as digital back-propagation (DBP) and prob-
abilistic shaping (PS) and the use of space division multiplexing (SDM) techniques
employing ribbons of parallel single mode fibers, multi-core fibers and few-mode
fibers.
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Chapter 2

An introduction to the network
optical layer

This chapter introduces the fundamental concepts of the optical network de-
scribing the physical impairments of an optical communication system and the
process of allocating the network resources to accommodate the required traffic
according to a routing and wavelength assignment (RWA).

2.1 Modelling the physical layer of an optical net-
work

A modern communication system, as depicted in Fig. 2.1, involves a set of trans-
mitters encoding the digital data in Nch channels, frequency multiplexed together
by a WDM multiplexer. The signals are properly switched toward the proper node
degree by a re-configurable optical add-drop multiplexer (ROADM) node. Then,
the signals are propagated through an optical cable through a cascade of optical
amplifiers and Ns fiber spans. The first amplifier is called the booster (BST) and
it sets the transmitted power PTX. The BST amplifier is followed by a cascade
of fibers and amplifiers (called in-line amplifier (ILA)s). Finally, a pre-amplifier
concludes the transmission line and the ROADM node takes care of routing each
signal to the proper node degree, or to the node de-multiplexer toward the receiver.
Finally, the receivers demodulate the signals and retrieve the original digital data.

2.1.1 The transmitter
State-of-the-art optical transmitters [98] are coherent multi-level modulation

format transceivers, which encode the information in the in-phase and quadrature
components of the electric signal and make use of both the polarization states. This
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Figure 2.1: Block diagram of an optical communication system.

is done by making use of a polarization multiplexed (PM)-QAM format having root-
raised cosine (RRC) shape.

The structure of a modulator is depicted in Fig. 2.2. Firstly, the data is encoded
by using two separate encoders. These encoders map the bits into an electrical
signal, that is then used to drive an optical modulator. Subsequently, a laser source
generates a 45◦ linearly polarized beam EL(t), which is separated by a polarized
beam splitter (PBS) into a vertically polarized beam and a horizontally polarized
one. Then, each of the two beams is modulated according to an M-QAM modulation
scheme. In this way, a vertically polarized and a horizontally polarized modulated
electric field - Ex(t)ˆ︁x and Ex(t)ˆ︁y are obtained, respectively. Finally, the transmitted
electric field ETX(t) is obtained by combining Ex(t)ˆ︁x and Ex(t)ˆ︁y, using a PBS, as:

ETX(t) = Ex(t)ˆ︁x + Ey(t)ˆ︁y = [Ep,x(t) + Eq,x(t)] ˆ︁x + [Ep,y(t) + Eq,y(t)] ˆ︁y (2.1)

where Ep,x(t) and Eq,x(t) are respectively the in-phase and quadrature components
of the x polarization state and Ep,y(t) and Eq,y(t) are for the y polarization state.

In this way, the resulting optical signal has RRC power spectral density, centered
around the laser frequency fc.

Figure 2.2: General structure of a transmitter.

In a modern optical network, signals are multiplexed together by using a WDM
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technique, as shown in Fig. 2.3, where the optical spectrum is divided in spectral
slots and each slot is dedicated to a specific channel. This can be obtained by tuning
the laser of each transmitter around different central frequencies (fc). The grid can
be fixed or flexible [143]. Each grid can be characterized by a total bandwidth
(Bopt), a resolution grid ∆f that defines the dimension of a frequency slot and the
central frequency of the comb f0. If the grid is fixed, each channel uses only one
slot and ∆f also indicates the frequency offset between the two adjacent channels.
For a fix-grid, ∆f is typically 50, 75 or 100 GHz. On the contrary, in the case
of a flex-grid, the channels may occupy more than one frequency slot and ∆f is
12.5 GHz.

The result is a WDM comb, which is the sum of Nch channels:

GWDM(f) =
Nch∑︂
i=1

Gch,i(f − fc,i) , (2.2)

where GWDM(f) is the power spectral density (PSD) [10] of the WDM comb,
Gch,i(f) is the PSD of the base-band [10] signal generated by the i-th transmitter
and fc,i is the laser frequency of the i-th transmitter and, consequently, the central
frequency of the transmitted signal.

Figure 2.3: A sample of fix- and flex-grid coherent WDM comb.

2.1.2 Modelling the amplifier propagation
An optical amplifier is a device aiming at restoring the signal power after some

attenuation due to the fiber propagation or to other passive optical modules such as,
for example, the ROADM nodes. Optical amplifiers can be lumped amplifiers, such
as semiconductor optical amplifiers (SOA) [35] or doped-fiber amplifiers (DFA) [44]
or distributed amplifiers, such as the Raman amplifiers [18].

SOAs use the semiconductor as the active medium to amplify the signal. How-
ever, they are little used because of their strong non-linear response.

The most common amplification technique used is erbium-doped fiber amplifier
(EDFA), which consists in a spool of fiber doped with Erbium, in order to make the
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fiber an active medium [44]. Some 980 nm pumps are used to reach the population
inversion condition, which makes the stimulated emission of photons possible, and
thus the amplification. However, together with the stimulated emission responsible
for the gain, the population inversion produces also the spontaneous emission, which
has the net effect of generating the amplified spontaneous emission (ASE) noise
disturbance.

Raman amplifiers are an effective amplification technique based on the injec-
tion of the so called Raman pumps1 into the fiber which make the fiber an active
medium, however, an extensive use of the Raman amplifiers would enhance dra-
matically the Kerr effect in the fiber and, subsequently, it would highly enhance
the signal disturbance. For this reason, Raman amplifiers are operated in the so
called moderate pumping regime [38], and they are jointly used with EDFAs to
obtain the so called hybrid Raman-EDFA fiber amplifier (HFA)s. HFAs are optical
amplifiers using in cascade a Raman amplifier with counter-propagating Raman
pumps followed by an EDFA. The main advantage of using HFAs instead of the
only EDFA is a strong reduction in the overall noise impact of the amplification
site. Thus, each amplifier can be described by the system parameters, such as the
gain G(f) and the noise figure F (f). Therefore, given the i-th signal with power
Pin,i at the input of the amplifier, the output power will be

Pout,i = Pin,i G(fc,i) (2.3)

where fc,i is the central frequency of the i-th channel. Moreover, as the only distur-
bance introduced by the amplifier is the ASE noise, the generalized signal-to-noise
ratio (GSNR) degradation introduced by an optical amplifier will be:

GSNROA = SNRASE,OA = Pout,i

PASE(fc,i)
= Pin,i G(fc,i)

PASE(fc,i)
(2.4)

where the ASE noise power PASE is computed as:

PASE(f) = hf(G(f) − 1)F (f)Bref (2.5)

where h is the Planck constant and Bref is the reference noise bandwidth which, in
this thesis, will be always equal to the channel symbol rate Rs , unless otherwise
specified.

2.1.3 Modelling the fiber propagation
The fiber is a passive medium made of glass, which guides the light along

the way. The propagation of a WDM comb through a fiber span is characterized

1A complete description on how to model the Raman amplification is described in the ap-
pendix A
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by the linear impairments, such as the attenuation, the chromatic dispersion (CD),
the polarization mode dispersion (PMD) and the polarization dependent loss (PDL)
and by the non-linear impairments, such as the Raman scattering and the non-linear
interference (NLI), generated by the Kerr effect [95, 96].

The attenuation is the simplest of the propagation effects and it causes a linear
reduction of the power of the light propagating through the fiber. Such an effect is
caused by three main factors: the infrared and ultraviolet absorption, the Rayleigh
scattering and the absorption due to the presence of ions [3, 175]. The fiber atten-
uation is fully described by an attenuation coefficient (α). Moreover, in general,
the attenuation is frequency dependent and thus, when a wide range of frequencies
is involved, it is mandatory to consider it as a function of the frequency: α(f).

In detail, the power attenuation A(f) of a fiber span having length Ls is:

A(f) = e−2α(f)Ls , (2.6)

where α(f) is the attenuation coefficient. Accordingly, the power of the i-th channel
at the output of a fiber span is:

Pout,i = Pin,i × A(fc,i) (2.7)

where Pin,i is the power of the i-th channel at the input of the fiber and A(fc,i) is
the fiber attenuation evaluated at the central frequency of the i-th channel.

The CD is a propagation phenomenon caused by the dependence of the velocity
of the light on the wavelength [3]. This impairment causes a linear distortion in
the signal and it can be modeled with an equivalent filter [47] having a transfer
function HCD(f):

HCD(f) = e−jβ(f)Ls (2.8)
where β(f) is the dispersion parameter of the fiber and Ls is the fiber length.

Generally, the Taylor series of β(f) at f0 is used:

β(f) = β0 + 2πβ1(f − f0) + 2π2β2(f − f0)2 + 4
3π3β3(f − f0)3 . (2.9)

Furthermore, as the terms β0 and β1 are related to the phase delay and to the group
delay, respectively, they do not affect the quality of transmission (QoT). Therefore,
they can be safely neglected and the equation 2.1.3 becomes:

HCD(f) = e−j(2π2β2(f−f0)2+ 4
3 π3β3(f−f0)3)Ls (2.10)

Both the PMD [42] and the PDL [108] are due some non-perfect cylindrical
symmetry of the fiber, while the PMD is a random difference in the group velocity [3,
78, 99, 104] between the polarization states, the PDL is a random difference in the
attenuation experienced by the two polarizations. However, in most of the cases,
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the performance of modern multi-level modulation based signals is not impaired
by the CD, the PMD and the PDL, since the DSP of the receiver compensates
them [86, 181].

Raman scattering [18, 142] involves the stimulated Raman scattering (SRS)
and spontaneous Raman scattering. The SRS is an inelastic scattering of an opti-
cal signal travelling in the silica, which causes an energy transfer from the higher
frequency channels to the lower frequency channels together with the emission of
phonons. The net effect on a WDM comb propagating through a fiber is a tilt
in the spectrum. Moreover, such a phenomenon is exploited by Raman amplifiers
which inject some high frequency pumps - the so-called Raman pumps - into the
fiber to amplify the WDM signals while travelling along the fiber. In this case,
the spontaneous Raman scattering is triggered by the light travelling in the silica,
which generates a spontaneous emission at the lower frequencies. The net effect is
a generation of ASE noise, which is generated by every channel and every pump.
However, the power of the channels is typically small enough that only the ASE
noise generated by the Raman pumps is assessed while evaluating the propaga-
tion performances of the channels. Raman scattering in silica is characterized by
the Raman gain spectrum. The mathematical description of Raman scattering is
described in detail in appendix A and the Raman gain spectrum of the standard
single mode fiber (SSMF) is depicted in Fig. 3.4a in appendix B.

Lastly, the non-linear Kerr effect [95, 96] is a variation in the refractive index
depending on the optical power travelling into the fiber, which causes NLI. Such
effect is included in the nonlinear Schrödinger equation (NLSE) [3, 126], which
describes the propagation of an optical signal travelling through the fiber. Later, the
Manakov [3, 104] equation was derived by averaging the PMD in order to decouple
the equations of the two polarization states. In state-of-the-art modern optical
networks coherent multi-level modulated signals travel along an uncompensated
optical link and, in this case, the net effect of the NLI on the signal can be described
as an introduction of phase noise plus additive Gaussian noise. It has been shown
that the phase noise component has long correlation [41] and thus, the DSP can
exploit it to remove the phase noise [131, 134]. For this reason, over the years,
many studies have been proposed to model the PSD of this equivalent additive
Gaussian noise (GN) [13, 14, 31, 88, 89, 135, 153, 177]. The GN-model is based
on three main assumptions: the signals are considered as Gaussian distributed, the
NLI acts as an additive Gaussian noise and the non-linearity is a “perturbation” of
the propagating electric field. Given these assumptions, starting from the Manakov
equation, the GN-model [133] provides an equivalent PSD of the NLI (GNLI(f)).
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For a single fiber span, the GN-model [133, 137] provides the following formula:

GNLI(f) = 16
27γ2

∫︂ ∞

−∞

∫︂ ∞

−∞
GWDM(f1) GWDM(f2) GWDM(f1 + f2 − f) ·⃓⃓⃓⃓

⃓ 1 − e2αLse4π2β2Ls(f1−f)(f2−f)

2α − j4π2β2(f1 − f)(f2 − f)

⃓⃓⃓⃓
⃓
2

df1df2

(2.11)

where γ is the non-linear coefficient of the fiber, GWDM(f) is the PSD of the WDM
comb at the input of the fiber, Ls is the fiber span length and β2 is the dispersion
coefficient of the fiber.

This model can be generalized from a single span system to a multi-span system
by introducing the phased array factor as shown in eq. (1) in [133]. However, the
NLI accumulation can also be considered incoherent as shown in eq. (18) in [133] by
considering the NLI generation of each fiber as independent on the other fibers as,
increasing the number of channels, the gap between the coherent and the incoherent
model reduces.

As experimentally demonstrated [116, 117], the GN-model provides reliable and
accurate predictions of the NLI. However, when the occupied bandwidth increases,
the SRS becomes dominant and, for this reason, the GN-model has been recently
generalized to include the SRS [21, 24, 26, 147, 156]. The generalized Gaussian
noise (GGN)-model starts again from the Manakov equations and follows the same
steps of the GN-model by including a frequency dependent attenuation and the
SRS. The resulting NLI PSD is

GNLI(f) = 16
27γ2ρ(z, f)2

∫︂ ∞

−∞

∫︂ ∞

−∞
GWDM(f1) GWDM(f2) GWDM(f1 + f2 − f) ·⃓⃓⃓⃓

⃓
∫︂ Ls

0

ρ(ζ, f1)ρ(ζ, f2)ρ(ζ, f1 + f2 − f)
ρ(ζ, f) ej4π2(f1−f)(f2−f)[β2+πβ3(f1+f2)ζ]dζ

⃓⃓⃓⃓
⃓
2

df1df2

(2.12)
where ρ(z, f) is the gain/loss profile which can be evaluated as shown in appendix A
and β3 is the dispersion slope of the fiber. Then, the equivalent power of the NLI
disturbance on the i-th channel can be evaluated as:

PNLI,i =
∫︂ fc,i+ Rs

2

fc,i− Rs
2

GNLI(f) df (2.13)

where Rs is the symbol rate of the i-th channel. It has to be noted that the model
does not depend on the modulation format of the signals. This is due to the con-
servative assumption of considering the channels as Gaussian distributed. This is
also useful for designing an optical system independently of the modulation format
of the signals, and for making a modulation format decision strategy independent
of the modulation format itself, thereby making the algorithm much easier.
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An introduction to the network optical layer

Figure 2.4: Equivalent block diagram of a fiber span.

The equivalent model of a fiber span, including the SRS, the NLI and the ASE
noise generated by the spontaneous Raman scattering is depicted in Fig. 2.4. Thus,
the overall GSNR contribution of a fiber span is:

GSNRF
∆= Pout,i

PNLI,i + PASE(Ls, fc,i)
= Pin,i ρ(Ls, fc,i)2

PNLI,i + PASE(Ls, fc,i)
. (2.14)

In absence of Raman pumps, the ASE noise produced by the Raman amplification
can be neglected.

2.1.4 Modelling the ROADM
The OADM is a crucial network element (NE) since it enables the transparent

switching of an optical channel through the intermediate nodes without receiving
and re-transmitting the signal at every node. The consequent reduction in the
number of transceivers deployed in a network bring to the operators a significant
reduction in the power consumption and in the expenditures of the infrastructure,
which leads to a reduction in the network capital expenditure (Capex) and opera-
tional expenditure (Opex). Moreover, the dynamic re-configuration introduced by
the ROADMs eases the network planning and management, enabling a dynamic
approach to the allocation of the network resources [152, 161].

However, the ROADMs introduce some propagation effects that have to be
properly considered, such as the PMD, the PDL and the filtering effects and the
cross-channel cross-talk. Exactly as the fiber propagation, the ROADMs introduce
a PMD and a PDL which introduces a random variation in the group velocity and
in the loss of the two polarizations which, in modern optical systems, are com-
pensated by the DSP. Moreover, the add-drops have to filter the WDM combs
to separate every channel or media-channel to re-route them toward different di-
rections. However, the optical filters are not ideal and therefore, they introduce a
linear distortion, which leads to the generation of inter-symbol interference (ISI).
This disturbance can not be easily modeled since, in general, it depends on the
spectral shape of the signal, the filter transfer function and on the specific DSP
implementation [75, 154, 168]. These aspects make the accurate modelling of the
filtering penalty complicated. For this reason, the penalty is usually evaluated by
means of lab experiments or simulations [84, 123, 141, 171]. Otherwise, the filter-
ing penalty is considered by imposing a limit in the maximum number of ROADM
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2.1 – Modelling the physical layer of an optical network

nodes that a path can traverse [165] before experiencing significant penalties.

2.1.5 The receiver

Figure 2.5: General structure of a receiver.

The general structure of the receiver is outlined in Fig. 2.5. The aim of a receiver
is to decompose and demodulate each polarization and phase component from the
received electric field

ERX(t) = ERX,x′(t)ˆ︁x′ + ERX,y′(t)ˆ︁y′

= [ERX,p′,x′(t) + ERX,q′,x′(t)] ˆ︁x′ + [ERX,p′,y′(t) + ERX,q′,y′(t)] ˆ︁y′ .
(2.15)

ERX,p′,x′(t) and ERX,q′,x′(t) are respectively the in-phase and quadrature component
on the x′ polarization and ERX,p′,y′(t) and ERX,q′,y′(t) are the ones on the y polar-
ization. It has to be noted that here the two orthogonal polarizations are called x′

and y′ in order to differentiate them from the ones at the transmitter side. This
is because, unless polarization-maintaining fibers are used, typically the polariza-
tion reference is not the same. For similar reasons, the in-phase and quadrature
components are here indicated with p′ and q′,respectively.

Inside the receiver, a laser acts as a local oscillator generating an electric field
ELO(t), is separated into two orthogonal polarization states by a PBS along a ˆ︁x′ andˆ︁y′ axis. The resulting fields are ELO,x′(t) ˆ︁x′ and ELO,y′(t) ˆ︁y′ , respectively. Another
PBS acts similarly on the received electric field, by separating it into ERX,x′(t) ˆ︁x′

and ERX,y′(t) ˆ︁y′. Then, for each of the two polarization states, both the received
electric field ERX,x′(t) ˆ︁x′ and the local oscillator ELO,x′(t) ˆ︁x′ are mixed together by
means of a 90◦ optical hybrid. The optical hybrid (Fig. 2.6) is a passive optical
device having two main input ports and four output ports, and it is made of 3 dB
couplers and a 90◦ phase rotator. For the x′ polarization, the electric field at the
output of each of the four ports (E1,x′(t) ˆ︁x′, E2,x′(t) ˆ︁x′, E3,x′(t) ˆ︁x′ and E4,x′(t) ˆ︁x′)
will be a sum of the two input electric fields with a relative phase rotation of 0◦,

13



An introduction to the network optical layer

Figure 2.6: A possible arrangement of the 90◦ optical hybrid.

+180◦, +90◦ and -90◦, which results in⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
E1,x′(t) = 1

2 [ERX,x′(t) − ELO,x′(t)]
E2,x′(t) = 1

2 [ERX,x′(t) + ELO,x′(t)]
E3,x′(t) = 1

2 [ERX,x′(t) − jELO,x′(t)]
E4,x′(t) = 1

2 [ERX,x′(t) + jELO,x′(t)] .

(2.16)

After the 90◦ optical hybrid, as drawn in Fig. 2.5, two balanced photodetector
(BPD) are used to couple the electric fields E1,x′(t) and E2,x′(t) together and the
electric fields E3,x′(t) and E4,x′(t) together. This process allows to extract the in-
phase and the quadrature components of the x polarization state. In detail, the
BPD extracting the in-phase component gives out an electric current (ix′,p′(t)) such
that

ip′,x′(t) = R
(︂
|E1,x′(t)|2 − |E2,x′(t)|2

)︂
= 4R

√︂
PLO ERX,p′,x′ cos (ϕLO)

(2.17)

where R is a real number and it is the BPD responsivity, PLO is the power of the
local oscillator and ϕLO is the phase of the local oscillator.

Similarly, for E3,x′(t) and E4,x′(t), the corresponding current at the output of
the second BPD will be

iq′,x′(t) = 4R
√︂

PLO ERX,q′,x′ sin (ϕLO) . (2.18)

Then, by considering both the polarization states, the four electric currents at the
output of the four BPD are⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ip′,x′(t) = 4R
√

PLO ERX,p′,x′ cos (ϕLO)
iq′,x′(t) = 4R

√
PLO ERX,q′,x′ sin (ϕLO)

ip′,y′(t) = 4R
√

PLO ERX,p′,y′ cos (ϕLO)
iq′,y′(t) = 4R

√
PLO ERX,q′,y′ sin (ϕLO) .

(2.19)
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2.1 – Modelling the physical layer of an optical network

Then, the receiver first performs an analog-to-digital conversion of the four
electric currents and, starting from these, the DSP recovers the phase and polariza-
tion and it also compensates for the chromatic dispersion and the PMD [75, 154,
168]. An accurate estimation of the disturbances due to the non-idealities of the
transceiver is not always possible because vendors usually hide the implementative
details of the transceiver and, in particular, the description of the implemented
DSP algorithm. However, it is possible to perform a back-to-back (B2B) character-
ization of the device. In this way, all the internal impairments due to the specific
transceiver implementation are included. Finally, in case a soft-forward error cor-
rection (FEC) is used, the recovered samples ip,x(t), ip,x(t), ip,x(t) and ip,x(t) are
provided to the FEC module; otherwise, in presence of a hard-FEC, a threshold
decision is performed on the recovered samples, and the bits are provided to the
FEC module.

Finally, as long as the overall GSNR is above a certain threshold, the FEC
module is able to correct most of the errors. It has to be remarked that, depending
on the modulation format adopted, the threshold signal-to-noise ratio (SNR) will
be different and this value depends on the specific DSP implementation and on the
adopted FEC scheme.

2.1.6 An impairment-aware network abstraction

Figure 2.7: Physical layer abstraction of an optical network.

As shown in [70, 92], the GSNR is the metric for the QoT of a lightpath (LP)
quantifying the propagation performance of an optical channel and it is defined as

GSNR = Ps

PASE + PNLI
= (SNR−1

ASE + SNR−1
NLI)−1 (2.20)
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where SNRASE is the SNR degradation caused by the amplifiers generating ASE
noise and SNRNLI is the SNR degradation caused by the NLI. Moreover, the overall
GSNR of a LP can be decomposed in the contribution of each traversed link as:

GSNR =
⎛⎝ ∑︂

(i,j)∈LP
GSNR−1

i,j

⎞⎠−1

(2.21)

where GSNRi,j is the GSNR contribution of the link connecting the node i-th to
the j-th node and it can be calculated by considering the GSNR contribution of
each network element of the link as:

GSNRi,j =
⎛⎝ ∑︂

k∈(i,j)
GSNR−1

NE,k

⎞⎠−1

(2.22)

where GSNRNE,k is the GSNR contribution of the k-th element of the link.
For this reason, the optical network can be abstracted by means of a weighted

graph, as reported in Fig. 2.7, in which each node represents a ROADM node,
while each edge represents a link that is weighted with the GSNR contribution of
the link. This network abstraction can be used to evaluate the source-to-destination
GSNR by accumulating the contribution of all the links along the path according
to equation 2.21.

2.2 Routing and wavelength assignment
The RWA [122, 162] is the procedure of accommodating a request for a data

connection between two nodes by tuning on a LP in the network, i.e., by dedicating
some available spectral resources along a route to an optical signal.

The RWA problem can be approached in one-step as shown in [34, 122, 162],
where both the routing and the wavelength assignment are treated as a single prob-
lem. However, the so called multistep methodologies treating separately the two
problems are usually faster while leading to similar results [34] when the network
is not heavily loaded (See Section 5.11 in [162] for more details). For this reason,
this thesis will focus solely on multistep RWA methods.

In a multistep RWA, first the routing space is computed, i.e., the set of explored
paths, and then the wavelength assignment is attempted. In detail, in this thesis
the routing space is always pre-computed according to a k-shortest path (KSP)
algorithm [164], which provides a set of k paths that are sorted from the shortest
to the longest. As the paths are computed over a weighted graph, different metrics
can be used as weight of the edges; common strategies are: uniform weight in which
every link has weight 1, the link length and the GSNR degradation for impairment
awareness purposes as described in Section 2.1.6. In detail, the uniform weight has
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the main advantage of minimizing the probability of wavelength contention since
it attempts to minimize the number of traversed ROADM nodes; while, when the
link length is used, the routing algorithm aims at minimizing the travelled distance
and therefore, at minimizing the latency; finally, the GSNR degradation allows an
impairment-aware RWA [29, 73, 140] which targets the maximization of the GSNR
of the paths and consequently the maximization the capacity of each LP.

Moreover, many wavelength assignment strategies have been proposed [162].
The most popular ones are the first-fit strategy in which all the wavelengths are
attempted from the lowest to the highest and the most-used strategy, where the
wavelengths are explored from the most used in the network to the less used. How-
ever, all the wavelength assignment methodologies present similar performances
while the first-fit preserves the advantage of not requiring any global knowledge
about the current state of the network [162]. For this reason, the results of this
thesis are based on the first-fit approach.

Therefore, the RWA algorithm used to obtain the results depicted in this thesis
is structured as follows:

1. at the beginning the routing space of the network is pre-computed;

2. every time a new request for connection arrives, the allocation of a LP is
attempted, exploring the wavelength availability from the shortest path to
the longest one according to the first-fit strategy;

3. if the network resources are available and the path is feasible the LP is allo-
cated, otherwise the request is blocked.

This strategy is based on a wave-plane heuristic algorithm for RWA [160].

2.3 Outline of the remainder of the thesis
This thesis focuses on the topic of physical layer aware open optical network-

ing. Therefore, it is introduced the QoT estimation in an open and disaggregated
optical network, by investigating several physical layer technologies to enhance
the network capacity, and by presenting analysis and experiments on the network
design, planning and automation. In detail, chapter 3 first, introduces the open
source Python software called GNPy [61] whose core is a vendor-agnostic quality of
transmission estimator (QoT-E) for open optical networks and then, it reports the
stimulative and the experimental validation campaign of this QoT-E conducted first
in the Microsoft laboratory and then over a portion of the Microsoft core network.
Chapter 4 focuses on analyzing the multi-band transmission technology by first
proposing a simplified power optimization strategy for a C+L line system and then
by assessing the capacity enhancement led by multi-band transmission in point-to-
point scenarios. Then, chapter 5 focuses on network analysis and design by using
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an offline tool (offline physical layer assessment (OPLA) [65]) and a dynamic traffic
allocation based tool (statistical network assessment process (SNAP) [22, 37]). In
detail, chapter 5 focuses first on an offline strategy for deploying Raman amplifi-
cation in order to enhance the QoT of the paths and consequently, the network
capacity. Then, the chapter analyses the benefit of employing Raman amplifica-
tion and advanced DSP techniques to reduce the costs of the network by reducing
the number of optical-electrical-optical (OEO) regenerators in the network. After-
wards, chapter 5 reports some comparison among different technological solutions
by means of SNAP. First, different SDM technologies are compared with each
other and then, SDM has been compared with multi-band transmission. More-
over, chapter 6 reports the integration and the subsequent validation of a QoT-E in
the programmable optical network (PROnet) orchestrator [111] in order to enable
physical layer aware multi-layer network orchestration and automation. Finally, in
chapter 7 the closing conclusions are drawn.

The main contributions of the thesis include:

• the development of the GNPy QoT-E and its validation campaign;

• the multi-band optimization strategy and the multi-band capacity assessment;

• the development offline network analysis tool called OPLA and the related
analysis;

• all the comparative analysis on physical layer technologies;

• the integration and validation of the QoT-E into the PROnet orchestrator.
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Chapter 3

GNPy: an open source software to
abstract Open Optical Networks

Over the years, many open source projects and open platforms for physical-
layer assessment have been developed. In [41], together with an extensive numeri-
cal validation, the source code to estimate the non-linear interference is provided.
Furthermore, the source code of the inter-channel SRS GN-model [155] is available
on GitHub [157]. Moreover, the QAMpy [151] project provides an open source
Python library to simulate the DSP of an optical communication system. The
DSP library [129] provides similar fucntionalities for Matlab users. In addition,
the Claude [90] library provides Python functions and machine-learning models for
optical communications. Finally, BOW [16, 185], a real-time open source optimizer
for optical networks, has recently been announced and published.

This chapter focuses on GNPy [2, 61], which is an open source Python software
developed by the physical simulation environment (PSE) working group1 for assess-
ing the physical layer propagation performances of an optical network by means of
its QoT-E. Also, GNPy is the driving force of all the analysis done in this thesis.

This chapter is structured as follows: section 3.1 describes the structure of
GNPy, section 3.2 reports the stimulative validation of the QoT-E [28] adopted by
GNPy by comparing it to a split-step Fourier method (SSFM) simulation [130] over
a C+L HFA amplified line system. Then, section 3.3 describes the experimental
validation of the GNPy QoT-E first, over a commercial network in the Microsoft
laboratory [60], and then, over a network segment of the Microsoft backbone net-
work [66].

The material reported in this chapter was previously published in [28, 59, 60,
61].

1As part of the PSE working group within the Telecom Infra Project (TIP), I have been part
of the development team of GNPy.
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3.1 General Structure of GNPy

Figure 3.1: The structure of GNPy.

The general structure of GNPy is depicted in Fig. 3.1. GNPy requires a set
of input files describing the topology of the network, the equipment characteristics
and the list of services to be provisioned. These parameters can be provided either
in JavaScript object notation (JSON) format, or as a set of XLS files that are then
internally mapped into the equivalent JSON structure.

The topology file contains the list of network elements (transceivers, ROADM
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nodes, fibers and amplifiers) and a description of how the elements are connected
together to describe the network you want to represent. The network model module
uses the topology file together with the equipment file to create a digital twin of
the represented network by using a DiGraph object from the NetworkX Python
library [80]. Each network element is defined by its physical parameters. Thus, a
fiber element requires the knowledge on the fiber length, the attenuation coefficient,
the dispersion coefficient, the non-linear coefficient, the Raman efficiency, the PMD
coefficient and the input and output connector losses. Moreover, in the presence of
Raman amplification, it is possible to define also the power and the frequency of the
Raman pumps injected into the fiber. The amplifiers may be described according
to four different models [9] depending on the level of knowledge of the device:

1. a detailed model that allows the user to define a precise noise figure (NF)
versus gain curve and the gain/NF tilt and ripple;

2. a variable-gain model that can be used when the knowledge is limited to a
small amount of NF-gain values, then, the actual NF is computed according
to a dual stage model [9].

3. a simple fixed-gain model that requires only the actual gain and the actual
NF;

4. a black-box model proposed in the OpenROADM amplifier working group [12],
for the cases in which the attenuation of the output variable optical attenuator
(VOA) is unavailable and thus, the actual amplifier gain can not be retrieved
and, the NF vs gain characterization can not be used. In this case, GNPy uses
a polynomial NF vs input power (Pin), that includes the VOA optimization
algorithm.

This capability of supporting different amplifier models is a key to enable a multi-
vendor application. The ROADM elements are defined by the wavelength selective
switching (WSS) output power per channel and the add/drop optical signal-to-noise
ratio (OSNR) contribution. Finally, the parameters of the transceiver elements in-
clude the frequency range and the transceiver operation modes witch define the
modulation format used, the baud rate and the required GSNR necessary to con-
sider the mode as feasible. Based on these equipment models, a user can define
a configuration provided that the whole set of attributes are available. However,
such a precise description may be unavailable. For this reason, the network model
module offers an auto-design tool able to determine the amplifier configuration for
a possible deployment according to a set of design rules and heuristics that are
described in [9].

The path computation module uses the list of services to enable the propagation
of multiple requests on the same simulated network using the same configuration of
equipment and it make use of the QoT-E to compute the path feasibility. Typical
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planning constraints are supported such as path disjunction, mandatory nodes to
be crossed, spectrum assignment and transponder mode selection. The interface to
this feature is a JSON file whose structure is inspired by [19].

The GNPy features are structured around its QoT-E which is the core engine
taking care of simulating the propagation of a WDM comb along a path in the net-
work and then, it returns the GSNR of each channel together with the accumulated
dispersion and the PMD. This information is used to determine the feasibility of
each operating mode of the transceivers.

The GSNR, is computed as depicted in chapter 3 and, in particular, the NLI is
evaluated according to the GGN-model.

The path computation module enables the development of an application pro-
gram interface (API) for the integration with a line system controller. For in-
stance, an API was recently featured in an open disaggregated transport network
(ODTN) [20] demonstration [101] with the Czech Light Open Line System [100].
Moreover, in Sodium-SR2 release of the TransportPCE controller project [51] the
path feasibility estimation has been delegated to GNPy.

3.2 Simulative validation through split-step sim-
ulation

The first step was to validate the QoT-E of GNPy via simulation. This step
is necessary since a QoT-E using the GGN-model for computing the NLI was not
yet validated for multi-band systems and in presence of Raman amplification [28].
For this purpose, the GGN-model is compared to the SSFM simulation of a C+L
transmission link with hybrid EDFA-Raman amplification. The simulations are
performed by solving the Manakow equation via full time-domain SSFM as de-
scribed in [130].

3.2.1 System description
The schematic of the simulated setup is shown in Fig. 3.2. 161 WDM channels

are generated in the 50 GHz dense wavelength division multiplexing (DWDM) grid:
83 C-band channels and 78 L-band channels. The two bands are separated by a
300 GHz guard-band and thus, the total optical bandwidth is 8.3 THz. Fig. 3.3a
shows the normalized optical power spectral density of the transmitted signal, di-
vided into the C- (green) and the L-band (yellow).

Each WDM channel is PM-16QAM modulated with 15% roll-off RRC spectrum
and the symbol rate is 32 GBaud. The WDM comb thus generated is propagated
through 10 80 km long spans of SSMF, whose parameters are reported in table 3.1.
Given the large occupied bandwidth, the attenuation was not considered flat in
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Figure 3.2: Simulated system.

Table 3.1: Fiber Parameters.

Parameter Value
Span length Ls = 80 km
Maximum number of spans Ns = 10
Chromatic dispersion D = 16.7 ps/nm/km
Nonlinear coefficient γ = 1.3 1/W/km
Polarization Averaged Raman Coefficient Cr = 0.39 1/W/km

Polynomial coefficients
of α(f) with
f0 = 193.6 THz

α0 = 0.19 dB/km
α1 = 5.97 × 10−5 dB/km/THz
α2 = 8.3 × 10−4 dB/km/THz2

frequency, but it changes according to

α(f) = α0 + α1(f − f0) + 1
2α2(f − f0)2 [dB/km] . (3.1)

The parameters are reported in table 3.1. Since the dispersion slope introduces
considerable computational overheads in the SSFM simulation, we did not include
it in our analysis. Moreover, as shown in [155], the impact of the dispersion slope
in the generation of the NLI is completely overcame by the SRS.

The transmitted WDM spectrum has been considered flat, with a transmit-
ted power per-channel of −3 dBm, which gives an overall total launch power of
19.1 dBm. After each span, an ideal - the insertion loss is neglected - WSS equal-
izes the power per-channel to restore the transmitted spectrum.

The amplification site is made of a Raman amplifier - using 5 counter-propagating
Raman pumps - and an EDFA amplifier having a NF of 4 dB. The frequency and
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Table 3.2: Parameters of the Raman amplifier’s pumps.

Pump 1 Pump 2 Pump 3 Pump 4 Pump 5
Power 250 mW 300 mW 150 mW 150 mW 150 mW
Frequency 201.07 THz 202.43 THz 203.11 THz 203.80 THz 204.50 THz
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Figure 3.3: Transmitted C+L spectrum (a) and received constellation after 10 spans
(b). L-band channels are depicted in yellow, while C-band channels are depicted in
green.

the power of the pumps are reported in the table 3.2. The overall Raman gain is
shown on Fig. 3.4a. Notably, that the Raman gain is not flat, introducing a tilt of
∼ 8 dB. We assume that the EDFA and the WSS are able to recover for the power
non flatness by equalizing the channel powers in order to achieve span transparency.
In this way the PSD of the signal at the beginning of each span is always the same.

Fig. 3.4b reports the power evolution of three channels spread across the WDM
comb (at 187.9 THz, 191.3 THz and 195.7 THz), highlighting how different fre-
quencies undergo different power variations. For all channels, first, power decreases
due to fiber attenuation, then, towards the end of the span, it increases due to the
Raman amplification. L-band channels achieve transparency. The C-band chan-
nel, instead, does not fully achieve transparency, as they get depleted by SRS,
transferring power to the L-band channels.

At the receiver, 10 channels-under-test (CUT)s are filtered and received simulat-
ing a coherent receiver. The central frequencies (fc) of the CUTs are: 187.7 THz,
189.65 THz, 191.55 THz, 191.85 THz, 193.9 THz and 195.95 THz. The CUTs
are generated by repeating 6 times 214 pseudo-random binary sequence (PRBS)
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Figure 3.4: (a): Raman gain, including inter-channel SRS and Raman gain, at the
end of the 80 km span. C-band is depicted in green, and L-band is depicted in
yellow. (b): Power evolution across a span of three WDM channels.

sequences, while the other channels are generated with random PM-16QAM sym-
bols. The receiver uses a fully-data-aided fractionally-spaced 17-tap least-mean-
square (LMS) based adaptive equalizer, and the GSNR is evaluated on the received
constellation. A received constellation, without ASE noise, is shown in Fig. 3.3b.
As the lasers are assumed ideal, the phase recovery is not applied and thus, it can
be observed a slight amount of phase noise caused by the NLI. Nevertheless, in
the presence of ASE noise, this small phase noise does not significantly affect noise
statistics, keeping the GSNR estimation reliable [134].

3.2.2 Results and discussion
Fig. 3.5 compares the GSNR resulting from the numerical simulation (diamond

markers) against estimations (solid lines) computed using the GGN-model after
the 5th (blue) and the 10th (red) span. Moreover, the light color bars represent a
1 dB margin, which are positive-only as the model slightly overestimates the NLI
power [136] because of the signal Gaussianity assumption on which the model is
based.

Outcomes show larger NLI in the L-band with respect to the C-band. This is
due to the SRS that causes a power transfer from the C-band channels toward the
L-band channels, and this enhances the NLI generation in the L-band. For the
same reason, the C-band performance is limited mainly by the ASE noise.

The GGN-model gives a good and conservative prediction and thus, the GSNR
is accurately predicted across the full WDM comb, as all the results are inside
the 1 dB margins. Moreover, the GGN-model properly predicts the GSNR varia-
tion across the spectrum, delivering consistent QoT estimations across the channel
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Figure 3.5: Comparison of simulation results vs GGN-model estimation after 5
spans (blue) and after 10 spans (red).

comb. Furthermore, the model predictions are closer to the simulation results for
the 10 spans case, as the signal gets closer to the Gaussian-distributed assumption
because of the chromatic dispersion.

3.3 Experimental Validation Campaign
Many validations of GNPy have been held [57, 60, 66, 70, 79, 167]. Among

them, here are reported the one held in the Microsoft laboratory [60] as it is the
most extensive and complete and the validation over the Microsoft core network
as it is the only one carried out on a production network. In what follows, there
is described the validation methodology, followed by the description of the two
validations.

3.3.1 Methodology
The goal of the validation campaign aims at proving the prediction capability of

GNPy for real commercial line systems by comparing the actual GSNR measured by
the transceivers and the GSNR estimated by GNPy relying only on measurements
provided by the network equipment and the parameters provided by the data-sheets
of the network equipment.

In order to obtain all the information describing the state of the network re-
quired by GNPy to compute the GSNR estimation, it is necessary to know the
power per channel of each ROADM node right after the WSS. Such information
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Figure 3.6: Example of NF-vs-gain and Pout curves – the plot is for illustration
purpose only and does not refer to any real amplifier –.

Figure 3.7: Qualitative example of the B2B BER-vs-OSNR characteristic of the
transponder and the derivation of GSNR from a BER measurement - the curve is
for illustration purpose only and do not refer to any real transceiver -.

can be retrieved from the total input power measured by each BST amplifier divided
by the number of optical channels. Then, each optical amplifier (OA), including
BSTs, ILAs and pre-amplifiers, requires the actual gain, the tilt target and the NF
characterization. The gain and the tilt can be retrieved probing the Microsoft soft-
ware defined network (SDN) line system monitoring tool via representational state
transfer (REST) [69] query or directly by the equipment via network configuration
protocol (NETCONF) [49], whereas the NF characterization, describing the NF
depending on the amplifier gain and the output power (Pout) can be obtained by
the amplifier data-sheet. A qualitative example of NF-vs-gain and Pout is shown

27



GNPy: an open source software to abstract Open Optical Networks

in Fig. 3.6. In order to fully describe each fiber span connecting two consecutive
OAs it is necessary to known the fiber type, the fiber length (LF ), the attenuation
coefficient (α) and the losses of the connectors. Moreover, in presence of Raman
amplifiers, it is also necessary to know the parameters of the Raman pumps and
the fiber temperature. GNPy provides already the propagation parameters for the
following fiber types: SSMF (ITU-T G.652 [33]), the non-zero dispersion-shifted
fiber (NZDSF) (ITU-T G.655 [32]), the large effective area fiber (LEAF). However,
the library of fiber types can be easily extended by introducing new types. To
achieve that, it is necessary to know the dispersion coefficient (D), the non-linear
coefficient (γ), and the Raman efficiency (Cr). The length LF can be obtained by
the optical fiber network (OFN) deployment report if available or by the network
equipment by measuring the propagation time between the two OAs if possible or
by computing the geographical distance between the amplification sites. Further-
more, the attenuation coefficient can be derived knowing the fiber type or it can
be read from the data-sheet. Moreover, the losses of the connectors can be derived
knowing the overall span loss (As), which can be computed knowing the power at
the output of the previous OA and the one at the input of the next OA measured
by the on-board photodiodes. Thus, knowing As, the total splice-plus-connector
loss (Ac) can be derived knowing Ls and α as:

Ac = As − AF = As − α × LF , (3.2)

where AF is the loss introduced by the fiber itself. Then, the proper partition of
these losses is crucial since the connector loss determines the NLI that is generated
by the fiber propagation. The best way would be to use an optical time domain
reflectometer (OTDR) trace providing the measurement of the losses along the
fiber but this is not always available. Because of that, it is necessary to make
an assumption on the value of the input connector loss. In our analysis we use
0.75 dB as it is a typical value as reported in [166] and it was used in [57, 70].
The remaining loss is then assumed to be at the end of the fiber span. Moreover,
the fiber temperature, if not known, can simply be assumed equal to 295 K room
temperature. Finally, the Raman amplification has to be described through the
power and the frequency of each Raman pump. The pump frequency can be found
in the data-sheet of the Raman amplifier while the pump power can be retrieved
by performing a query to the Raman amplifier. This procedure has been followed
for each ROADM node, each OA and each fiber in the network and the resulting
information has been provided to GNPy to compute the GSNR of each path and
each channel.

In order to measure the actual OSNR we used the built in functionality of the
optical spectrum analyzer (OSA) when it was available. In particular, the actual
ASE noise is estimated by measuring the power at the left and at the right side of
the channel and then by computing the average as shown in [43].
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In order to obtain the actual GSNR we queried each transponder to retrieve the
actual bit-error-rate (BER) and then, by inverting the B2B BER-vs-OSNR char-
acterization of the transceiver as qualitatively depicted in Fig. 3.7. Such procedure
has been carried out taking into account the modulation format as the B2B curve
depends on it.

In conclusion the error on each estimation has been defined as the difference
between the measurement and the estimation. In such a way, positive errors are
conservative and negative errors are non-conservative.

3.3.2 Experimental multi-vendor validation in the Microsoft
laboratory

In this subsection, the lab validation setup and results are reported and com-
mented on.

Test-bed Description

Figure 3.8: The block diagram of the Microsoft test-bed.

Table 3.3: Fiber parameters.

Fiber type α (dB/km) D (ps/nm/km) γ (1/W/km)
SSMF 0.2 16.7 1.27

NZDSF 0.222 3.8 1.45

Fig. 3.8 depicts the test-bed which emulates a commercial network. It includes
six ROADM nodes, five amplified links and colorless mux/demux used to insert

29



GNPy: an open source software to abstract Open Optical Networks

Figure 3.9: An OSA measurement of the transmitted
WDM comb. Channels from different vendors and the
ASE noise are reported with different colors. Figure 3.10: A photo of

the network equipment.

and extract the signals from the network. The longest bidirectional path in this
network is 2000 km. The transponders comes from three different vendors (Vendor
A, B and C), while the line system comes from a fourth vendor (Vendor D).

Each ROADM node includes a booster amplifier and a pre-amplifier for each
node degree. Each amplified link is ∼400 km long and it includes tree lumped
EDFAs and one HFA. The network involves both ITU-T G.652 [33] SSMFs and
LEAF fibers which propagation parameters are reported in table 3.3. Moreover, the
fiber span length varies from 65 km to 120 km. The exact location of each OA type,
the fiber type and the span length are reported in detail in Fig. 3.8. Furthermore,
each amplifier and ROADM have been configured for optimal performance by the
vendor proprietary controller.

The normalized PSD of the transmitted WDM comb is shown in Fig. 3.9 and
it has a bandwidth occupation of 4.7 THz, between 191.3 THz and 196 THz. The
commercial transponders generates a total of 26 channels grouped into five media-
channels (MC): three MCs made of six channels and two MCs made of four chan-
nels. The channels fit into the 50 GHz WDM grid and are distributed as follows:
two MCs at the edges of the spectrum, a third MC in the middle and the last
two MCs in the midpoints between the central MC and the external ones. The
remaining portion of the spectrum has been filled with ASE noise as shown in [48]
to reach the full spectral load. The signals are RRC shaped having a symbol rate of
34.16 GBaud and the roll-off is 0.2. All the transponders support the PM-QPSK,
the PM-8QAM and the PM-16QAM modulation formats.

To collect the needed data from the network, the network equipment has been
probed by means of the Microsoft SDN line system monitoring tool which is based
on REST [69].
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Several combinations of distances and modulation formats are investigated: PM-
QPSK at 2000 km and 4000 km, PM-8QAM at 400 km, 800 km, 1200 km, 1600 km
and 2000 km and PM-16QAM at 400 km, 800 km and 1200 km, both in forward
and in backward directions. In order to obtain a 4000 km path, the signals have
been looped back over the 2000 km path. Furthermore, the 2000 km path with
PM-8QAM has been tested also without Raman amplification. In this case the
EDFAs gain has been adjusted to compensate for the absence of Raman gain.

Results and discussion

Figure 3.11: Comparison of the measured and the estimated OSNR and GSNR for
the PM-8QAM @2000 km

The first observed case is the 2000 km in forward direction with PM-8QAM
modulated signals. For this scenario, Fig. 3.11, both the estimated OSNR (or-
ange line) and the GSNR (blue line) are compared to the measurements (diamond
markers and triangular markers, respectively). The OSNR has been measured with
an OSA by means of its built-in OSNR estimation program, while the GSNR has
been measured by inverting the B2B curve of the transceivers as described in sec-
tion 3.3.1. This first result shows a good accuracy in the estimations as, except for
the outliers at 192.4 THz and at 193.75 THz, the estimated OSNR has an error
within 0.4 dB and the estimated GSNR has an error within 1 dB. Moreover, the
estimations show a good capability in predicting the frequency variation of both
the OSNR and the GSNR. It can also be noted that the GSNR prediction is always
conservative as expected by the GGN-model for which the NLI estimation is the
worst case.

Later, a power sweep has been performed, i.e., the transmitted power has been
swept by a power offset between -3 dB and +1 dB and the GSNR has been mea-
sured. The results of the power sweep are reported in Fig. 3.12, where the measured
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Figure 3.12: GSNR comparison of the estimation and the measurement in a power
sweep for PM-8QAM. The legend shown in (c) applies to all three graphs.

GSNR (solid lines) and the estimated GSNR (dashed lines) are compared for the
channels #2 (Fig. 3.12a), #48 (Fig. 3.12b) and #92 (Fig. 3.12c) at 191.4 THz,
193.6 THz and 195.9 THz respectively - the two at the edges and the one in the
middle of WDM comb -. The power sweep has been performed at 800 km (orange),
1200 km (green) and 2000 km (blue). Fig. 3.12b also reports the estimated optimum
power (yellow circular marker) and the measured one (yellow triangular marker)
defined as is the power maximizing the GSNR of the central channel according to
the local-optimum global-optimum (LOGO) [138].

In this case, GNPy demonstrates good accuracy in predicting the GSNR, even
when the network is in the linear regime - the transmitted power is smaller than
the optimum - and in non-linear regime - the transmitted power is larger than the
optimum -. Moreover, the error in the predicted optimum power is always within
0.5 dB, demonstrating that GNPy can also be used by a line system controller to
optimize the network.

Figs. 3.13, 3.14 and 3.15 show the estimated GSNR (blue line) and the measured
GSNR (orange markers) for PM-8QAM, PM-QPSK and PM-16QAM respectively.
The results are reported for several distances and for both the forward and the
backward paths. Moreover, Figs. 3.16 report the results when the Raman amplifi-
cation is disabled. It can be noted that, for each path, the estimated GSNR is the
same for all the modulation formats. This is due to the GGN-model, which neglects
the impact of the modulation format. However, as shown by the measurements, the
modulation format does not impact significantly the GSNR. The 400 km paths,
(Figs. 3.13a, 3.13f, 3.15a and 3.15d) present a larger inaccuracy the middle of the
band. Then, increasing the distance the error decreases since the GSNR reduction
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(a) 400 km, forward path. (b) 800 km, forward path. (c) 1200 km, forward path.

(d) 1600 km, forward path. (e) 2000 km, forward path.

(f) 400 km, backward. (g) 800 km, backward. (h) 1200 km, backward.

(i) 1600 km, backward. (j) 2000 km, backward.

Figure 3.13: Comparison of the estimation with the measurement for PM-8QAM.
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(a) 2000 km, forward path. (b) 4000 km, loop-back.

Figure 3.14: Comparison of the estimation with the measurement for PM-QPSK.

(a) 400 km, forward path. (b) 800 km, forward path. (c) 1200 km, forward path.

(d) 400 km, backward. (e) 800 km, backward. (f) 1200 km, backward.

Figure 3.15: Comparison of the estimation with the measurement for PM-16QAM.

(a) 2000 km, forward path. (b) 2000 km, backward.

Figure 3.16: Comparison of the estimation with the measurement for PM-8QAM
with Raman amplifiers turned off.
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Figure 3.17: Error distribution grouped by distance: 400 km (a), 800 km (b),
1200 km (c), 1600 km (d), 2000 km (e) and 4000 km (f).

Figure 3.18: Error distribution grouped by modulation format: PM-QPSK (a),
PM-8QAM (b) and PM-16QAM (c).

35



GNPy: an open source software to abstract Open Optical Networks

Figure 3.19: Error histogram over all measured points in the lab network.

mitigates the uncertainty on both ASE and NLI, because, for short distances it is
more difficult to measure with high accuracy the GSNR since i) the BER is smaller,
and then, less stable as, in the measurement time window, few errors are counted,
ii) when the GSNR is higher, the estimated noise is smaller and thus, it is more
sensitive to small inaccuracies. Moreover, as shown in Fig. 3.16, the GNPy esti-
mations are accurate also without Raman cards demonstrating that GNPy is able
to intercept the benefits of using different amplification techniques and thus it can
be used as an engine of a what-if investigation in a total cost of ownership (TCO)
analysis.

Finally, the errors have been computed as the difference between the measured
GSNR and the estimated GSNR for all the signals and all the distances resulting
in a set of 500 error samples. Figs. 3.17 report the error distribution grouped by
distance. After 400 km ∼80% of the estimations are within ±1 dB. This percentage
increases to ∼92% after 800 km and it arrives to the 100% for all the larger dis-
tances. The largest error is +1.4 dB and it is at 400 km. Finally, after 4000 km, all
the errors are smaller than 0.5 dB. The average error is ∼+0.5 dB at 400 km and
800 km, then it goes to ∼+0.4 dB at 1200 km and, then ∼+0.3 dB after 1600 km
and 2000 km. Finally, it shrinks down to ∼+0.2 dB at 4000 km.

Figs. 3.18 report the error distribution grouped by modulation format. The
PM-QPSK modulation shows the smallest error statistic, whereas PM-16QAM
shows the largest inaccuracy as the average error is ∼+0.2 dB for the PM-QPSK,
∼+0.4 dB for the PM-8QAM and ∼+0.5 dB for PM-16QAM. This because the
PM-QPSK has been measured at the largest distances - were the accuracy is better
- while PM-16QAM has been probed at the shortest reaches of 400 km, 800 km
and 1200 km.

Fig. 3.19 groups all the errors together. The distribution is almost symmetric
with a positive offset of ∼+0.25 dB and the average error is 0.1 dB. Moreover, 74%
of the errors are positive and the largest error is 1.4 dB, meaning that most of the
estimations are conservative.

In general, the error is determined by three main factors: (i) the conservative
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assumptions of the GGN-model, (ii) the uncertainty in measuring the GSNR and
(iii) the uncertainty of the parameters provided to GNPy to estimate the GSNR.
In particular, factors (ii) and (iii) can lead to a non-conservative estimation of the
overall performances even if the factor (i) would lead to conservative estimations.
However, (i) justifies the conservative trend of the estimates.

In conclusion, GNPy shows conservative and accurate predictions of the GSNR
being the average error equal to 0.1 dB and the error conservative in 74% of the
cases.

3.3.3 Experimental Validation of the Microsoft production
network

This section describes the GNPy validation over the Microsoft production net-
work. It has to be remarked that, differently from the lab validation of the previous
section, a validation over a production network is more challenging as in most of
the cases the OSAs are not available, it is not possible to make use of the B2B of
each transceiver unless it has been characterized before the deployment and thus it
is necessary to use a more generic B2B that refers to the transceiver model. More-
over, the deployed networks suffer from non-ideal conditions such as aging of the
components, sub-optimal connector cleanliness, and the presence of multiple splices
along the fibers caused by continuous fiber cuts.

Network description

Table 3.4: Fiber parameters.

Fiber type α (dB/km) D (ps/nm/km) γ (1/W/km)
NDSF 0.222 3.8 1.45

ELEAF 0.2 4 1.41
TWRS 0.24 6 1.84

The schematic representation of the network segment under analysis is depicted
in Fig. 3.20. This portion of the network is a 3-node mixed-fiber mixed-amplifier
network segment covering a distance exceeding 2000 km operated on the C-band
and loaded with 40 channel on the 37.5 GHz WDM grid. The length of fiber spans
ranges between 48 km and 115 km, and the involved fiber types are non-dispersion-
shifted fiber (NDSF), enhanced large effective area fiber (ELEAF) and TrueWave
RS (TWRS); whose parameters are reported in Tab. 3.4. Most of the amplification
sites are hybrid Raman-EDFA, while a few of them are lumped-EDFA. In order
to compensate for the amplifiers’ ripple and the SRS, ROADM nodes are present
every ∼600 km. Moreover, three add/drop locations – named node A, node B
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Figure 3.20: Layout of the analyzed network portion. Fiber types and lengths are
described as well as amplifiers’ type. Red and and blue dashed lines show the two
analyzed paths.

and node C – are used to add/drop the channels. Elastic transceivers generate
PM-8QAM modulated signals at the symbol-rate of 34.16 GBaud. The signals are
RRC shaped having a roll-off factor of 0.2. The analysis will focus on two paths
identified in Fig. 3.20 by dashed lines: from node A to node B (dashed red line)
with a reach of ∼1900 km, and from A to C (dashed blue line) covering a distance
of ∼2150 km. Ten LPs are provisioned in the spectral region between 191.35 THz
and 191.6875 THz covering the path from node A to node B, and thirty LPs are
provisioned in the spectral portion from 191.8125 THz to 193 THz, over the path
A-to-C. The network equipment has been configured by a vendor proprietary line
system controller to maximize the line system capacity.

Results

Fig. 3.21 reports the results and shows the exact spectral occupation of the
channels. The figure compares the measured GSNR (triangular marks) with the
GSNR estimated by GNPy (solid lines); the channels travelling along the path A-
B are reported as green triangular markers and red solid line, while the channels

38



3.3 – Experimental Validation Campaign

related to the path A-C are displayed with orange triangles and blue solid lines.
Moreover, a ±1 dB band (light red and light blue) is also displayed. It can be
observed that the estimations are always accurate and conservative in most of the
cases. In detail, the estimation is always conservative on the path A-B, while,
for the longest path A-C, some ripple can be observed in the curve of the GSNR
because of the larger accumulation of the amplifiers’ ripples. Few outliers can be
observed at the edges of the spectrum.

Figure 3.21: Measured (triangles) and estimated (solid lines) for the set of channels
over the two analyzed paths. ± 1 dB confidence intervals are shown as colored
background. The red line and the green triangles belong to the path A-B and the
orange triangles and the blue line belong to the path A-C.

Fig. 3.22 depicts the histogram of the error computed as the difference between
the estimated GSNR (GSNRest) and the measured one (GSNRtextmeas):

Error = GSNRest − GSNRmeas . (3.3)

All the errors are within the range between -0.3 dB and +1.2 dB, meaning that,
the prediction can be fully trusted with a margin of only 0.3 dB. Moreover, only
23% of the cases are non-conservative. Furthermore, by observing Fig. 3.21, it can
be noted that the non-conservative errors can be likely attributed to the ripple of
the amplifiers that is not fully described in GNPy.

In conclusion, GNPy provided accurate while conservative estimations of GSNR
over a major cloud provider’s deployed network, where non-ideal conditions such
as aging of the components, sub-optimal connector cleanliness, and the presence of
multiple splices along the fiber path play a key role and have the potential to affect
the predictions on the GSNR.
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Figure 3.22: Error histogram over all measured points in the production network.
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Chapter 4

Multi-band optimization and
assessment

Ultra-wide band WDM systems have been proposed as a possible solution to in-
crease the network capacity [115, 178] by extending the adopted optical bandwidth
and, consequently, this technology has earned the attention of the industry [27,
68, 103]. Many experiments have been conducted by exploiting the C-, L- and
S-bands [74, 148] or the L-, C-, S-, E- and O-bands [119]. Some effort has also been
made to investigate what the most adequate amplification technology is, consider-
ing not only DFAs [8, 45, 106], but also Raman [8] amplification and SOAs [144,
145, 146]. Moreover, the power optimization is still an open issue [112].

This chapter is focused on point-to-point multi-band transmission systems.
First, section 4.1 proposes an optimization strategy for multi-band transmission
that generalizes the LOGO approach and finally, section 4.2 reports an assessment
on the capacity of a point-to-point multi-band system for different applications and
system configurations.

The material reported in this chapter was previously published in [58, 64].

4.1 C+L Power Optimization
This section proposes a generalization of the LOGO optimization paradigm [138]

to optimize the transmitted power including the SRS effect. The section describes
a C+L optimization strategy [64] that optimizes the average power per channel and
the tilt of each optical band with the aim of maximizing the GSNR of the worst
performing channel while equalizing the GSNR of all the other channels.

4.1.1 Methodology and Results
The system under analysis is depicted in Fig. 4.1. 161 32 GBaud PM-16QAM

RRC channels are generated at the transmitter (TX) side; 83 C-band signals and
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Figure 4.1: Layout of the system under analysis.

Figure 4.2: Equivalent block scheme of the optical system.

78 L-band signals operating on the 50 GHz DWDM grid, which are separated by
a 250 GHz guard-band. The proper tilt is applied to the C- and L-bands then, the
signals are multiplexed together and subsequently, the channels are transmitted over
a 10-span link. Each span consist of an 80 km SSMF, followed by an HFA, which
is composed of a Raman amplifier and a lumped C+L EDFA; the Raman amplifier
injects into the fiber 5 counter-propagating Raman pumps with the parameters are
reported in table 4.1 and the EDFA includes a gain-flattening filter (GFF), which
restores the power profile at the input of the next fiber. At the end of the link, each
optical channel is demodulated by a receiver that uses an LMS adaptive equalizer.

The equivalent scheme of the system is depicted in Fig. 4.2. The multiplexer
applies the tilts TL(f) and TC(f) to the L-band and C-band channels, respec-
tively. Then the resulting comb is amplified/attenuated by the fiber gain/loss pro-
file ρ2(f, z = Ls), where ρ2(f, z = Ls) takes into account the frequency dependent
fiber loss and the SRS. Then, the NLI disturbance has been computed according to
the GGN-model and added to the signal. Then the two bands are de-multiplexed
and amplified independently. The L- and C-band lumped amplifiers amplify the
band by a quantity GL and GC , respectively. Moreover, the ASE noise is added to
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Table 4.1: Parameters of the Raman amplifier’s pumps.

Pump 1 Pump 2 Pump 3 Pump 4 Pump 5
Power 150 mW 250 mW 150 mW 250 mW 200 mW
Frequency 200 THz 202 THz 207 THz 209 THz 210 THz

the signal assuming a noise figure of 1.6 dB and the transfer function of the GFF
(HGF F (f)) compensates for all the ripples, such that

ρ2(f, z = Ls) × G × HGF F (f) = 1 (4.1)

over each band. In this way, the system is strictly periodical, the spectrum at
the input of each fiber has always the same shape and each span results to be
independent of the others.

The average transmitted power per channel has been computed according to the
LOGO algorithm and then, the C- and L-band tilts TC(f) and TL(f) were applied.
The optimization strategy proposed here is based on a brute force approach by
compensating a percentage of the inter-channel SRS tilt between 0% and 100%.
The resulting power per channel of all the explored combinations are reported in
Fig. 4.3a. The GSNR of each tilt configuration has been evaluated (Fig. 4.3b)
and the configuration maximizing the GSNR of the worst performing channel while
flattening the spectrum has been selected. This approach aims to guarantee a
mimimum level of performance for all the channels, however the strategy is totally
compatible with any optimization approach, such as the maximization of the total
link capacity.

In order to compare different launch strategies, other than this optimum con-
figuration, also three other strategies are assessed: a no tilt strategy transmitting a
flat power spectral density, a tilt aiming at pre-compensating 100% of the tilt and
a tilt pre-compensating the 50% of the fiber tilt.

Because of the large computational time required by the SSFM, it was not
possible to use it for the optimization process, therefore the GGN-model has been
adopted. However, the SSFM simulations [30, 130] have been run on each of the
four investigated configurations in order to validate the results obtained with the
GGN-model.

10 channels under test are considered: 5 in the L-band at the frequencies
187.9 THz, 188.8 THz, 189.65 THz, 190.5 THz, 191.3 THz and 5 in the C-band
at the frequencies 192.1 THz, 193.0 THz, 193.9 THz, 194.8 THz and 195.7 THz.
Moreover, the signals are extracted after 5 and 10 fiber spans.

The brute force shows that the tilt configuration results to be optimum when
the C-band does not compensate for the inter-channel SRS (TC(f) = 0), while
the L-band tilt compensates 50% of the inter-channel SRS. The optimum solution
and the the reference no-tilt solution (TC(f) = 0 and TL(f) = 0) have also been
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(a) (b)

Figure 4.3: Brute force tilt strategies of the transmitted power per channel (a) and
the corresponding GSNR curves after one span (b).

simulated using the SSFM in order to validate the results obtained with the GGN-
model. Also, the case in which 100% of the inter-channel SRS is pre-compensated
and the case in which 50% of inter-channel SRS is pre-compensated have been
SSFM simulated.

Figs. 4.4 report the results as GSNR vs. frequency after 5 (blue lines) and
10 (orange lines) spans. The dashed curves report the results of the SSFM sim-
ulations and the GGN-model estimations are reported as solid lines. The figures
refer to different pre-emphasis strategies: a flat power per channel (Fig. 4.4a); a
pre-compensation of 100% of the fiber tilt, such that the received power per chan-
nel is flat (Fig. 4.4b); a pre-compensation of 50% of the tilt introduced by the
fiber propagation (Fig. 4.4c); and the optimum pre-emphasis provided by the brute
force strategy (Fig. 4.4d). In general the GGN-model presents an excellent agree-
ment with the split-step simulations demonstrating that the GGN-model is able to
predict with good accuracy the values of the GSNR and the frequency dependent
variation. Moreover, the gap between the split-step after 5 spans and after 10 spans
is exactly 3 dB, confirming the incoherent accumulation of the NLI in which the
GGN-model is based. Comparing the different pre-emphasis, transmission without
tilt pre-emphasis (Fig. 4.4a) leads to largely sub-optimal performances, mainly in
the L-band and, while the pre-emphasis compensate for all the fiber tilt (Fig. 4.4b)
the L-band GSNR increases but the C-band GSNR decreases significantly leading
to a GSNR unbalance of ∼2 dB. Moreover, a trade off between these two solutions
has been investigated by compensating half of the fiber tilt (Fig. 4.4c) and, in this
case, the performances are better than the previous cases but the C-band GSNR is
still bad-performing. Finally, in case the pre-emphasis of the brute force solution
is applied (Fig. 4.4d), the GSNR is maximized for most of the channels and it also
presents a good balance between the C- and L-band as the GSNR curve is almost
flat.
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(a) (b)

(c) (d)

Figure 4.4: The GSNR after 5 and 10 spans computed both by means of the SSFM
and the GGN-model without pre-compensating the fiber tilt (a), pre-compensating
100% of the tilt (b), pre-emphasis 50% of the tilt (c) and with the optimum tilt
pre-compensation (d).

In conclusion, it has been shown that approaching a multi-band system with a
unique power tilt leads to sub-optimal performances, while considering a per-band
tilt is beneficial with practical no costs since the C+L lumped amplifier is made
of a C-band EDFA combined with an L-band EDFA, and each of them can be
configured with a different tilt. A separate management of the channel power on
a per-band basis can give significant benefits. Therefore, the GGN-model can be
exploited to maximize while equalizing the GSNR of a C+L optical system as the
reliability of the results has been validated by means of SSFM simulations.
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(a) (b)

(c)

Figure 4.5: Considered system configurations: (a) Full multi-band transmission;
(b) O-band off; (c) O-band off, Raman in O-band, E → L-band.

4.2 Multi-band point-to-point analysis
This section reports a performance assessment on a multi-band point-to-point

system which makes use of the O-, E-, S-, C- and L-bands (Table B.3). Then, three
different multi-band configurations are tested as reported in Figs. 4.5: an O → L-
band configuration using all the bands to transmit WDM channels (Fig. 4.5a); an
E → L-band configuration using all the bands except from the O-band (Fig. 4.5b);
and an E → L-band configuration using the O-band for Raman amplification
(Fig. 4.5c). Furthermore, this investigation explores different applications and
therefore different reaches: data center interconnect (DCI) (single span link), metro
(150 km), extended metro (300 km) and regional (600 km). Moreover, also different
span lengths (Ls) are assessed: 50 km and 75 km.
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Raman
pumps

Figure 4.6: Layout of the multi-band system under analysis.

Methodology

The system under analysis is depicted in Fig. 4.6; the transmitters generate
the signals that are then multiplexed together by a multi-band (MB) multiplexer.
The combined signals are transmitted together through a periodic point-to-point
multi-span optical link made of Ns spans having length Ls. The fiber attenua-
tion, dispersion and the non-linear coefficient are summarized in Fig. B.5 and in
Table B.3. For the scenarios including Raman amplification, at the end of each
fiber span, counter-propagating Raman pumps are injected and the parameters of
the Raman pumps are reported in Table 4.2. Then, in each amplification site, the
signals are de-multiplexed and amplified by the corresponding optical DFA whose
parameters are reported in Table B.3. After each amplifier, a GFF recovers the
ripples of the channels introduced by the propagation. Finally, at the end of the
link, the signals are de-multiplexed, amplified for the last time and received. The
signals are RRC shaped with a roll-off of factor of 15% and a symbol-rate (Rs)
of 32 GBaud. The channels occupy the 50 GHz fixed-grid. The detailed spectral
occupation and the number of WDM slots per band are reported in Table B.3. A
2 nm guard-band among the adjacent bands has been assumed as well as a non-
transmission bandwidth of 5 THz (30 nm) around the zero-dispersion frequency of
the fiber, as shown in [71]. Therefore, the total bandwidth is 53 THz. The spec-
trum is assumed to be fully loaded and the controller configures the optical system
to operate using the LOGO [138] on a per-band basis.

Each span of the link is abstracted as depicted in Fig. 4.7, where each band is
multiplexed through a MB multiplexer to obtain the multi-band signal at the input
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Figure 4.7: Equivalent block diagram of a span.

Table 4.2: O-band Raman pump configuration.

Frequency [THz] 222.22 227.27 229.89 232.56 235.29
Power [mW] 200 200 350 350 350

of the fiber (Stot,in). The fiber is abstracted with an equivalent filter (ρ(Ls, f))
- evaluated as described in Appendix A - plus the ASE noise introduced by the
Raman amplifier and the NLI generated by the fiber whose power is computed by
means of the GGN-model as shown in Sec. 2.1.3. After the MB de-multiplexer,
each amplifier is abstracted with a flat gain G, an additive Gaussian ASE noise and
a filter (H(f)) modelling the GFF.

In the presence of Raman pumps, also the four-wave mixing (FWM) and the
consequent GSNR penalty has been assessed according to [15], assuming a back-
scattering coefficient (κ) equal to 10−7 1

m
. Therefore, a 2 THz extra guard-band has

been adopted to keep the pump-pump FWM always negligible. For this reason,
when the O-band is used by the Raman amplifier, the number of channels in the
E-band is reduced from 295 to 252.

For each scenario under analysis, the GSNR has been computed. Subsequently,
the capacity of each channel (Rb) is computed as:

Rb = Rs SE , (4.2)

SE is the spectral efficiency computed as:

SE = 2 log2(1 + GSNR)
1 + OH (4.3)

where OH is the FEC overhead assumed equal to 12%.
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(a) (b)

Figure 4.8: Signal power at the beginning of the fiber (z = 0) in blue and at the
end (z = LS) in red, for LS =50 km (a) and LS =75 km (b).

Results and Comments

Figs. 4.8 report the power of the signals at the beginning (blue) and at the end
(red) of a fiber span having length 50 km (Fig. 4.8a) and 75 km (Fig. 4.8b) in case
all the bands are used for channel transmission. As expected, the low-wavelength
signals present a larger power loss due to the higher fiber attenuation and the SRS
that transfers power from the low-wavelength channels to the high-wavelength ones.
On the contrary, high-wavelength signals experience a very small loss because of
SRS and because the attenuation is lower. Therefore, the channels present a tilt
over the entire bandwidth of 8 dB after 50 km and of 10 dB after 75 km.

Fig. 4.9 reports the GSNR (solid blue line), the SNRASE (dashed green line) and
the SNRNL (dash-dotted red line) after the propagation along one span of 75 km
in case the channels are transmitted in all the bands. Most of the channels present
a large imbalance between SNRASE and the SNRNL. This is due to the power tilt
observed in Fig. 4.8b. Hence, the power of the low-wavelength channels will be very
small at the end of the fiber and then, the performances will be mainly affected by
the ASE noise introduced by the amplifiers. On the other side, the high-wavelength
channels receive a power gain which causes an enhancement of the NLI generation
and, therefore, these channels experience a lower SNRNL. For this reason, the use of
a power pre-emphasis and Raman amplification can be investigated to mitigate the
effect of SRS, as shown in [77, 114]. Moreover, the L-band presents a slight upturn
owing to the absence of channels at higher wavelength that reduces the overall
amount of NLI generated in that portion of the spectrum. The discontinuities
among the transmission bands are due to the discontinuity both in the transmitted
power and in the amplifiers’ NF.
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Figure 4.9: Single span GSNR, SNRASE and SNRNL in case all bands are used for
channel transmission with Ls = 75 km.

Table 4.3 reports the average spectral efficiency of each band and Fig. 4.10
reports the bit-rate for each scenario, including different span lengths (50 km and
75 km), spectral configurations (O→L and E→L with and without Raman pumps)
and distances (single span, 150 km, 300 km and 600 km). Results demonstrate
that the best performing bands are the ones in the middle of the spectrum since
the inter-channel SRS depletion almost compensates the inter-channel SRS pump
and since the fiber attenuation is the smaller. As expected, the scenarios where the
span length is 75 km are less performing because of the larger fiber attenuation.
The O-band has poor performances because the fiber attenuation is high, as well
as the SRS power depletion and the O-band NF is larger compared the one of the
others. Furthermore, even if the fiber dispersion is very low in the O-band, this
does not significantly impact the propagation performance, as the O-band is limited
by the ASE noise, as shown in Fig. 4.9. Moreover, comparing the E→L with and
without Raman amplification, it can be observed that the use of O-band Raman
amplification leads to limited improvements as the bit-rate increases by only 10%.
This is due to the large fiber attenuation limiting the effectiveness of the Raman
amplification.

Figs. 4.11 and Table 4.4 report respectively the capacity per band and the the
total capacity for all the considered scenarios. By comparing the capacity in the
O-band to the one in the S-band, it can be noted that, despite the large difference
in terms of channels used -240 versus 182-, they carry a similar quantity of traffic
and this is due to the poorer GSNR of the O-band channels. Moreover, in the DCI
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(a) Full O → L, Ls =
50 km.

(b) No Raman, E → L, Ls

= 50 km.
(c) Raman in O, E → L,
Ls = 50 km.

(d) Full O → L, Ls =
75 km.

(e) No Raman, E → L, Ls

= 75 km.
(f) Raman in O, E → L, Ls

= 75 km.

Figure 4.10: Net bit-rate per wavelength for each scenario when considering two
different span lengths. Each row reports different span lengths – Ls = 50 km the
first and Ls = 75 km the second one. Each column refers to different bandwidth
uses: full O→L the first, E→L without Raman amplification the second and E→L
with Raman amplification the last one.

Table 4.4: Maximum capacity [Tb/s].

O → L No Raman Raman in O
E → L E → L

Ls = 50 km

DCI 450 348 359
Metro 367 268 302

Extended Metro 314 229 265
Regional 263 208 229

Ls = 75 km

DCI 375 296 298
Metro 323 258 261

Extended Metro 272 219 225
Regional 222 181 189

scenario the total capacity increases by ∼15% (from 450 Tbps to 375 Tbps) when
the span length reduces from 75 km to 50 km. Then, in the other scenarios, this
gap reduces enlarging the total distance. Moreover, the use of the O-band in a DCI
scenario, increases the total capacity by 20% and 30% when the distance is 50 km
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(a) DCI (Single Span), Ls = 50 km.
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(b) DCI (Single Span), Ls = 75 km.
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(c) Metro (150 km), Ls = 50 km.
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(d) Metro (150 km), Ls = 75 km.
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(e) Extended Metro (300 km), Ls = 50 km.
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(f) Extended Metro (300 km), Ls = 75 km.
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(g) Regional (600 km), Ls = 50 km.
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(h) Regional (600 km), Ls = 75 km.

Figure 4.11: Maximum capacity per transmission band. Each row refers to a differ-
ent reach: DCI (75 km) the first, metro (150 km) the second, extended metro (300
km) the third and regional (600 km) the last one. Left-hand side: 50 km spans;
and right-hand side: 75 km spans.

and 75 km at the cost of deploying a larger number of transceivers.
Finally, Table 4.5 reports the capacity increase of the analyzed scenarios with
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respect to a full C-band system and a full C+L system with the same system param-
eters. As expected, the capacity gain is smaller that the bandwidth enlargement.
This is due to the decrease in the GSNR while increasing the number of transmit-
ted channels. Moreover, the capacity gain always decreases with the increase of the
fiber length and the increase of the total distance, however, the use of all the bands
leads to a capacity that is between 8 and 10 times larger than a full C-band system
and between 2.3 and 3 times larger than a C+L system.

In conclusion, the already exploited C-band is a small portion of the entire
available band as the vast majority of the modern fibers deployed do not present the
OH water-peak and, therefore, the attenuation is always smaller than 0.4 dB/km.
Consequently, in absence of available dark fibers, once the technology becomes
available, multi-band transmission might represent an alternative option to the
deployment of other fibers to enhance the capacity of an optical network. The
fiber capacity can be, indeed, extended up to 9-10 times width respect to a C-band
system. However, how much of the portion of the available spectrum is convenient
to exploit as well as the maximum acceptable span length and the convenience in
using Raman amplification are issues that has to be investigated in a TCO analysis
by trading off costs and performances.
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Chapter 5

Physical layer aware optical
networking assessments

Many research activities have been focused on optical network design and plan-
ning targeting capacity, cost and energy optimizations [87, 124, 125, 173, 180, 182],
as well as taking into account the regenerator placement problem [72, 183]. How-
ever, the analyses carried out are usually specific for a given problem. This allows
high performance to be achieved for the given problem however, on the other hand,
the results lack generality and, in this way, they do not permit a general comparison
of the networking benefits of different physical layer technologies. On the contrary,
the network analysis tools introduced and adopted in this chapter assess average
performances by observing both offline and average metrics.

This chapter introduces two network analysis and design tools: the OPLA
tool [65] and the SNAP tool [22, 37]. OPLA is an offline tool based on the ob-
servation of the routing space statistics of a given network, while SNAP is a Monte
Carlo based tool simulating the progressive load of an optical network. The tools
are then used to analyze and compare the network benefit of many physical layer
technologies, such as Raman amplification [18], advanced DSP techniques [40, 46],
SDM [50, 179] and ultra-wideband transmission [115].

This chapter is structured as follows: section 5.1 describes OPLA showing a
possible application on the selection of amplifier upgrades (section 5.1.1) and on
the removal of OEO regenerators to reduce the network costs (section 5.1.2); sec-
tion 5.2 reviews the SNAP structure firstly introduced in [22, 37] and then, it reports
some technological comparisons by first, comparing different SDM technologies (sec-
tion 5.2.2) and then, SDM with multi-band transmission (section 5.2.3).

The material reported in this chapter was previously published in [53, 55, 62,
63, 65].
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5.1 Offline Physical Layer Assessment

Figure 5.1: The structure of OPLA.

OPLA is a network tool for analyzing and optimizing the physical layer of the
optical networks whose code structure is reported in Fig. 5.1. Since OPLA is an
offline tool, it does not simulate the actual allocation of the LPs making faster each
network assessment.

As input, OPLA requires the selection on the routing algorithm to be used, the
description of the network physical layer and the transceiver characteristic including
the GSNR threshold of each operating mode and the relative parameters.

First, given the selected routing algorithm and the network topology, OPLA
evaluates the routing space of the network under analysis, i.e., the set of paths that
are explored to accommodate a LP. Subsequently, two main weighted graphs are
created: a noise-to-signal ratio (NSR) graph and an occurrences graph.

The NSR graph abstracts each NE composing the network with its NSR defined
as

NSRNE = Pnoise

Ps
(5.1)

where Pnoise is the noise introduced by the NE, including ASE noise and NLI under
the conservative assumption of full-spectral load. Then, Ps is the signal power. It
can be noted that this graph can be used to identify the most critical NE in terms
of signal degradation that they introduce as they present the largest NSR.

Similarly, the occurrence graph evaluates a metric for each NE that is the num-
ber of occurrences of each NE (ONE) in the routing space, i.e., the number of paths
traversing the network element. This graph gives information on how often a NE
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appears in the routing space and, consequently, which NE will probably be used by
more LPs.

Based on that, OPLA computes aggregated metrics on the entire routing space
or a subset of the paths that satisfy some condition such as having a specific source
and/or destination node or traversing some specific NE, link and/or node. More-
over, OPLA makes use of the NSR graph to compute the GSNR of each path
(GSNRpath) as

GSNRpath = 1∑︁
i∈path NSRNE,i

, (5.2)

hence, GSNRpath is evaluated by accumulating the NSR contribution of all the NEs
belonging to the path. Then, given the transceiver description, OPLA evaluates
the feasibility of each operating mode and, consequently, the one maximizing the
capacity of the path. Besides, OPLA utilizes the occurrences graph to evaluate
metrics such as the maximum occurrences (Omax,p) and the average occurrences
(Oavg,p) of each path as

Omax,p = max
{i∈path}

{ONE,i} (5.3)

and
Oavg,p = 1

NNE

∑︂
i∈path

ONE,i (5.4)

where ONE,i is the occurrence of the i-th NE and NNE is the number of NEs be-
longing to the path. Such metrics give an indication of how likely the path will be
congested.

In general, OPLA enables an offline analysis and optimization of the network,
of the routing algorithms and of the transceivers. Moreover, it is noteworthy that
this approach has an added value in decoupling the network performances with
respect to the transponder characteristics and this is in perfect synergy with an
open and disaggregated paradigm, where the network and the transponders are
disaggregated [91].

The remainder of this section reports an example of the application of OPLA
to address the amplifier upgrades (subsection 5.1.1) and to reduce the number of
OEO regenerators in a translucent network by deploying Raman amplifiers and
upgrading the transceivers (subsection 5.1.2).

5.1.1 Selection of Amplifier Upgrades Addressed by OPLA
In this section, OPLA is used to drive the selection of amplifier upgrades in the

German backbone network with the aim of maximizing the average GSNR of the
routing space [65].
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Methodology

The optimization targets the maximization of the average GSNR of the paths
in the whole routing space by upgrading a given number of optical amplifiers (Nup)
among the total number of amplifiers (Namp) in the German backbone network B.1.
Three selection strategies are investigated: a brute force strategy, a smart brute
force and a “minimum degradation” approach. In the brute force strategy every
combination is explored with OPLA and the optimum solution is selected. Such
a strategy guarantees the optimum solution but the algorithm complexity is bi-
nomial and therefore, the computational complexity is very large.The smart brute
force approaches the problem by progressively upgrading the Nup amplifiers one
after the other. This approach does not guarantee the optimum solution but the
algorithm complexity is O(Nup · Namp): lower than the brute force. Finally, the
“minimum degradation” approach relies on the NSR graph and the occurrences
graph to compute a new metric (mNE,i) for each amplification site

mNE,i = ONE,i · NSRNE,i . (5.5)

Then, the metric mNE,i identifies the critical NEs of a network since it is larger
when the NE is frequently used and contemporary it highly impairs the signal
quality. Then, by sorting all the NEs by its mNE,i, the “minimum degradation”
approach provides the order of upgrades of the amplifiers. This approach is fast
and can be used when the number of amplifiers is very large and the selection of
the amplification upgrades involves many amplification site. The complexity of this
strategy is O(Namp), i.e. linear with the number of the amplifier and constant with
Nup, as the order of the metric automatically provides the upgrading order.

The three strategies are applied to the German network whose topology is de-
picted in Fig. B.1 and whose parameters are summarized in table B.2. Before any
amplifier upgrade, every link is amplified using lumped EDFAs having NF=5 dB,
and a total of 65 amplifiers are present. The fibers are SSMF whose parameters
are reported in table B.1. The amplification upgrade concerns the improvement of
a lumped EDFA with an HFA resulting in a reduction on the effective NF to 0 dB.
The network is assumed to be loaded with 95 coherent channels in the 50 GHz
WDM grid having a symbol rate of 32 GHz. The routing space has been computed
according to a k-shortest path with k = 5.

Results

Fig. 5.2 reports the average GSNR vs. number of upgrades for all the ap-
proaches: the brute force (yellow curve), the smart brute force (green curve) and
the “minimum degradation” (orange curve). Moreover, as the brute force requires
the exploration of the entire choice set, the range of values (light blue area) and
the average performance among all the cases (blue line) are reported. The results

60



5.1 – Offline Physical Layer Assessment

Figure 5.2: Average GSNR for the brute force, the smart brute force and the
minimum degradation approach.

of the brute force are computed only up to 5 upgrades because of its computational
complexity; for this reason, Fig. 5.2 reports also an enlargement of the figure in
the relative area. When no amplifiers are upgraded (Nup=0), the average GSNR is
equal to 20.9 dB and, when all the amplifiers are upgraded, it goes up to 34.2 dB
as expected from the theory (Table II of [39]) saying that the GSNR improvement
∆GSNR is equal to 2

3 ∆NF. In this case, a ∆NF=5 dB leads to a ∆GSNR of
3.3 dB. After 5 upgrades, the range of values is between 20.9 dB and 21.7 dB,
meaning that, the upgrade of only 5 amplifiers gives an improvement of almost
1 dB. Moreover, the mean of the average GSNR among all the candidate solutions
reaches only 21 dB, meaning that most of the options lead to an inefficient up-
grade. Furthermore, for all the cases in which the brute force has been computed,
the smart brute force is always able to provide the same solution. Then, up to 30
upgrades, the “minimum degradation” presents a gap of 0.3 dB with respect to the
smart brute force. Such a gap is reduced to 0.1 dB after the 30th upgrade because
the “minimum degradation” approach misses one amplification site which should
have been upgraded earlier. Looking more closely at the amplifier in question, this
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has a large number of occurrences but a small NSR meaning that the “minimum
degradation” approach overweights the occurrences with respect to the NSR. To
overcome this issue, a next step could be the generalization of the metric mNE,i

such that the weight between ONE,i and NSRNE,i can be tuned. For this reason an
α parameter is proposed so that the new metric is

m′
NE,i = O(1−α)

NE,i · NSRα
NE,i (5.6)

with 0 ≤ α ≤ 1. In this way, the case α=0.5 leads to the same results of mNE,i.
Observing the smart brute force, in most of the cases, the increment on the average
GSNR is smaller with the increase in the number of upgrades; this means that the
upgrade of some amplification sites is not very effective and, by integrating OPLA
in a TCO analysis it would also be possible to determine the maximum number of
upgrades that is convenient to perform on the network.

In conclusion, this section proposes three different approaches in which OPLA
can be used to drive the network analysis and upgrades. The choice of using one
method of the three methods depends on the size of the network (e.g., metro,
regional or long haul networks), the number of upgrades to be investigated, num-
ber of different options (e.g., different amplifier models, fiber types and ROADM
architectures), the available amount of time and the available computing power.
Moreover, a possible solution to close the gap between the smart brute force and
the “minimum degradation” has been proposed for a future evolution of the tool.

5.1.2 Technological solutions for OEO regenerator removal
OEO regenerators are devices deployed in the intermediate nodes of a path with

the aim of restoring the GSNR of the signal when otherwise the communication
would be infeasible. Such devices receive the optical signal, by converting it into
the electrical domain and then, they re-transmit the regenerated signal toward the
destination node. Despite the fact that OEO regenerators may be used to increase
the network capacity by increasing the QoT of the LPs, the use of OEO is limited
by their power consumption and their cost. For this reason, the use of advanced
DSP techniques [54, 62, 63] and amplification upgrades [25, 62, 63] are investigated
to minimize the number of OEO regenerators in a network.

Methodology

The OEO removal strategy has been applied to the Pan-European network
(Fig. B.2) and to the USNET (Fig. B.3), whose parameters are summarized in
table B.2. The links are composed of uncompensated SSMF and amplified by
means of lumped EDFAs having a NF of 5 dB before any upgrade. The 50 GHz
WDM grid with 80 channel slots has been assumed. The networks make use of
200 Gbps transceivers generating PM-16QAM modulated signals with a symbol
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rate of 32 GBaud. Such transceivers require a pre-FEC BER smaller than 4 · 10−3

to be in-service. OPLA is used to compute the k-shortest paths with k = 8 and
the GSNR of each network; moreover, the wavelengths are assigned according to
the first-fit principle. First, the reference scenario has been built by allocating an
any-to-any traffic matrix, i.e., one 200 Gbps connection from every node toward
every other node has been established. Then, every LP having a GSNR smaller
than the target has been labelled as under-performing lightpath (ULP). Along
each ULP, the OEO generators are distributed according to the “minimum stops”
algorithm [17].

First, a DSP upgrade has been applied to improve the LP GSNR. The upgrade
is modelled with a GSNR gain (∆GSNR). Then, two specific DSP technologies are
explored: the DBP and the PS assuming a conservative gain of 0.6 dB [23, 40] and
0.7 dB [46], respectively. Subsequently, also the amplification upgrades have been
investigated for the same purpose, by replacing the EDFAs with HFAs and thus,
by changing the NF, from 5 dB, down to 0 dB.

Results

In the Pan-European network, the baseline scenario before any upgrade presents
572 ULPs over 756 LPs (75.6% of the LPs are under-performing) and the ULPs
require a total of 1108 OEOs to keep the network working, for an average of 1.94
OEOs per ULP. A total of 1864 transceiver pairs are used. The baseline of the
USNET network has 29 ULPs on 552 LPs (5.2% of the LPs are under-performing)
and they require 29 OEOs. Hence, each ULP requires only 1 OEO. Moreover,
581 transceiver pairs are used. The Pan-European network has a higher number of
ULPs and it requires more OEOs. This is due to the lower average node degree of
the Pan-European network and to the higher average link length.

Figs. 5.3 report the impact of using advanced DSP techniques in the Pan-
European network. In detail, Fig. 5.3a reports the percentage of ULP that are
enabled by only OEOs (red), by both the DSP upgrade and OEOs (gray) and by
the DSP upgrade only (blue) by changing ∆GSNR. It can be observed that, the
number of ULPs enabled by DSP and by DSP+OEO increases almost linearly with
∆GSNR. Moreover, the growth rate of ULPs enabled by DSP is 17% per dB while
the one of ULPs enabled by DSP+OEO is 30% per dB. Fig. 5.3b reports the per-
centage of removed OEOs by changing ∆GSNR. The amount of OEOs decreases
by 27.8% per dB. Finally, Fig. 5.3c reports the number of upgraded transceivers.
Such a quantity increases by 240 units per dB from 0 dB up to 1 dB of ∆GSNR.
Then, it reaches a total of 478 upgrades when ∆GSNR is 1.5 dB. It can be noted
that, also a small gain of 0.1 dB can give some benefits as 14 LPs are enabled and
10% of the OEOs are removed.

Figs. 5.4 report the benefits of DSP on the USNET network. Fig. 5.4a reports
the percentage of ULPs enabled by OEOs (red) and by DSP (blue). No hybrid
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Figure 5.3: The percentage of ULP enabled by OEO, hybrid OEO+DSP and DSP
(a); the percentage of removed OEO regenerators (b); and the number of upgraded
DSPs in the Pan-European network.

DSP+OEO solutions are reported as the baseline scenario presents only one re-
generator per ULP. The percentage of DSP-enabled ULPs goes to 100% after just
0.9 dB of ∆GSNR and a DSP gain of 0.1 dB is enough to enable 20% of the ULPs to
be fully transparent. Moreover, Fig. 5.4b reports the percentage of removed OEOs
vs. ∆GSNR showing that, with 0.9 dB, all the OEOs are removed. Furthermore,
Fig. 5.4c reports the number of upgraded transceiver pairs showing that the promo-
tion to the full transparency of the network needs the upgrade of only 29 transceiver
pairs. In the USNET network, an improvement of 0.1 dB makes transparent 20%
of the ULP and permits the removal of 20% of the regenerators by upgrading 5
transceiver pairs. In general, values of ∆GSNR larger than 0.9 dB result superflu-
ous since, for ∆GSNR equal to 0.9 dB the network reaches the full transparency.
Finally, Table 5.1 summarizes the impact of two specific advanced DSP techniques
for which the GSNR advantage is known: the DBP (∆GSNR=0.6 dB [23, 40]) and
the PS (∆GSNR=0.7 dB [46]). On the Pan-European network, both the techniques
make transparent 11% of the ULPs and they allow the removal of 26% of the ULPs
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Figure 5.4: The percentage of ULP enabled by OEO, hybrid OEO+DSP and DSP
(a); the percentage of removed OEO regenerators (b); and the number of upgraded
DSPs in the USNET network.

DBP PS
Pan-European USNET Pan-European USNET

DSP enabled ULPs 65 (11%) 23 (79%) 67 (12%) 24 (83%)
DSP+OEO enabled ULPs 150 (26%) 0 (0%) 150 (26%) 0 (0%)
Removed OEOs 238 (21%) 23 (79%) 240 (22%) 24 (83%)
Upgraded transceivers 239 23 241 24

Table 5.1: Benefits of DBP and PS.

if 240 transceiver pairs are upgraded. On the USNET network, the upgrades en-
able 83% of the LPs and the removal of 83% of the OEO regenerators by upgrading
23-24 transceivers.

Figs. 5.5 report the results obtained for the Pan-European network by promoting
the amplification sites from lumped EDFA to HFA and therefore, by improving the
equivalent NF of the amplifiers from 5 dB (no HFA upgrades) down to 0 dB. In
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Figure 5.5: The percentage of ULP enabled by OEO, hybrid OEO+HFA and HFA
(a); the percentage of removed OEO regenerators (b); and the number of upgraded
amplifiers in the Pan-European network.

detail, Fig. 5.5a reports the percentage of ULPs enabled by solely OEO regenerators
(red), HFA+OEO (gray) and only HFA (blue). Even a small improvement of 0.5 dB
which reduces the NF to 4.5 dB, reduces to 75% the percentage of ULPs enabled
by OEO regenerators, and, 5% of them are fully transparent. Furthermore, by
reducing the NF to 0 dB, almost all the ULPs are enabled by HFA or HFA+OEO
as only 0.4% of the ULPs are enabled by solely OEO regenerators. The percentage
of HFA enabled ULPs increases with a rate of 11% per dB when reducing the
NF and the percentage of HFA+OEO enabled ULPs has growth rate of 9% per
dB. Fig. 5.5b reports the percentage of OEO removed by improving the NF. This
trend is almost linear as 15% of OEOs can be removed for each dB of improvement
in the amplifier NF. Moreover, when the NF goes down to 0 dB, 75% of the
OEOs are removed. Fig. 5.5c reports the percentage of upgraded amplifiers. Such
a quantity is not monotonic with NF since, on one side, a smaller NF increases
the number of removed OEO regenerators and therefore the number of amplifiers
to be upgraded, while, on the other side, a smaller NF makes more effective the
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Figure 5.6: The percentage of ULP enabled by OEO, hybrid OEO+HFA and HFA
(a); the percentage of removed OEO regenerators (b); and the number of upgraded
amplifiers in the USNET network.

benefit of each HFA and, therefore, the number of amplifiers needed to remove an
OEO is reduced. Moreover, when the NF reduces between 4.5 dB and 3.5 dB,
the number of upgraded amplifier oscillates between 30% and 50%, and then, by
further decreasing the NF, such quantity increases to 90%.

Figs. 5.6 report the same results for the USNET network. As shown in Fig. 5.6a,
a reduction in the NF of 2 dB is enough to make the network fully transparent.
Moreover, no hybrid solutions using both OEOs and HFA are present since all the
ULPs present only one regenerator. Then, a NF of 3 dB or smaller removes all
the OEO regenerators. Even if a further reduction in the NF below 3 dB does not
help in removing any regenerator, as shown in Fig. 5.6c, it is possible to reduce the
percentage of upgraded amplifier from 20% (NF=3 dB) to 13%.

In general, comparing the two networks, both the DSP upgrades and the ampli-
fier upgrades are more effective in the USNET than in the Pan-European network
since, the ULPs require, in general, a smaller GSNR improvement to reach the
threshold GSNR. This is due to the larger average node degree and the smaller
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average link length of the USNET network, which lead, on average, to a larger
GSNR of the LPs. Moreover, due to the similar GSNR gain, the DBP and the PS
lead to similar network benefits. The highlighted benefits, properly combined with
a techno-economic analysis, can be exploited to trade-off costs and benefits of the
network upgrades.

5.2 Statistical Network Assessment Process
SNAP [22, 37] is a network analysis tool that performs dynamic simulations

by progressively loading the network within a Monte Carlo framework. Therefore,
as opposite to OPLA, SNAP may show a temporal evolution of the network by
evaluating load dependent metrics such as the blocking probability and the actual
allocated traffic. However, due to the computational complexity, SNAP can not
be used to analyze a wide range of network configurations. For this reason, OPLA
and SNAP are complementary tools for assessing the performances of the optical
networks.

5.2.1 The structure of SNAP
Fig. 5.7 depicts the flowchart of SNAP. The input parameters required by the

tool are: the description of the network’s physical layer, the traffic model and the
RWA algorithm. The network description is provided in the form of a weighted
graph having Nnodes nodes representing the ROADM nodes and Nlinks weighted
edges representing the links of the network. The weight wi,j of each edge connect-
ing the node i to the node j is the NSR of the corresponding link and it includes
both the ASE noise and the NLI. Such a graph can be computed using the GNPy’s
QoT-E. The traffic model is provided in the form of a probability matrix having
size Nnodes × Nnodes, in which, each element pi,j represents the probability that a
connection request between the node i and the node j occurs. Consequently, SNAP
performs a Monte Carlo simulation where the sequence of connection requests are
randomly generated according to the probability matrix. Therefore, the connection
probability can, in general, either be different for each node pair or uniform, and
it does not depend on the prior history. In detail, SNAP performs NMC Monte
Carlo iterations in which, each run starts from an empty network having no al-
located LPs. Then, SNAP randomly extracts a connection request according to
the traffic model and it attempts the allocation of the resources according to the
RWA algorithm. If the resources allow the provisioning of the LP, the connection
request is accepted, the network resources are reserved to the LP for the rest of
the network’s life, the capacity of the LP is computed according to the LP’s GSNR
and the information is stored. Otherwise, if according to the RWA algorithm, the
network is not able to accommodate the connection request, it is rejected and a
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Figure 5.7: The flowchart of SNAP.

blocking event is registered. Then, other connection requests are extracted until
the network reaches the saturation state, i.e., until the blocking probability and the
number of requests reach a given threshold. This entire procedure is repeated NMC
times and every metric is averaged among the different Monte Carlo iterations.

The remainder of the section makes use of SNAP to compare the networking
benefit of several SDM techniques [52, 53] (section 5.2.2) and multi-band technol-
ogy [55, 56] (section 5.2.3).
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5.2.2 Networking Merit of SDM Technologies
This section compares the network performance of two SDM technologies [50,

179]: uncoupled fiber ribbon (UFR) and strongly-coupled multi-core fiber (SCMCF).
The UFR consist in a set of independent parallel single mode fibers and, therefore,
it allows a complete network flexibility. Whereas, the SCMCF are multi-core fibers
presenting a strong core coupling, which helps in mitigating the NLI [7, 150], but
it requires the joint switching (JoS) [128] of all the cores for a wavelength be-
cause of the strong coupling. Consequently, this technologies improves the QoT
at the cost of reducing the network flexibility. Moreover, in order to investigate
also different ROADM architectures [105, 107, 149], the UFR has been explored
considering both the independent switching (InS) [128] and the core-continuity
constrain (CCC) [149].

Methodology

This investigation has been performed on the German network (Fig. B.1), whose
network parameters are summarized in Table B.2. The analysis compares SCMCF
with JoS and UFR with both InS, CCC and JoS. Since the case of UFR with
JoS does not present non-linear mitigation and it is the less flexible solution, it is
used as a reference to evaluate both the benefit due to non-linear mitigation and
to the ROADM flexibility. For both the technologies we considered the typical
SSMF fiber propagation parameters as reported in table B.1. Moreover, the spatial
cardinality of 3, 5 and 7 is explored, i.e., the number of parallel cores. The lumped
EDFA have a NF of 5 dB and each ROADM introduces a loss of 18 dB recovered
by a BST amplifier. The transceivers operate in the C-band in the 50 GHz greed,
for a total of 96 channels. The signals are RRC shaped with a roll-off of 0.15 and
a symbol rate of 32 GBaud. The transceivers are able to flexibly adapt the LP
capacity to the GSNR. The GSNR has been computed by means of GNPy and, the
GSNR enhancement due to the non-linear mitigation has been computed according
to [7]. The working point of the amplifiers is computed according to the LOGO
algorithm [127].

The traffic requests are generated according to an uniform any-to-any distribu-
tion. The routes are computed according to a KSP algorithm having k = 25. The
wavelength and the spatial assignment follows a first fit approach. SNAP has been
applied to each scenario by performing 25,000 Monte Carlo runs for every case.

Therefore, the blocking probability vs. total allocated traffic has been computed
and, in order to compare solutions having different spatial cardinality, the total
allocated traffic has been normalized with respect to the spatial cardinality.
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Results and Comments

Fig. 5.8 reports the blocking probability vs. allocated traffic normalized to the
spatial cardinality for the reference UFR with JoS (dotted lines) and for the UFR
with CCC (dash-dotted lines) and with InS (dashed lines) using 3 (orange), 5 (blue)
and 7 (green) parallel fibers per link. The outcomes of SCMCF (solid lines) using 3
(orange), 5 (blue) and 7 (green) cores are also reported. The UFR with JoS shows,
as expected, the same performances by changing the number of fibers meaning that
the capacity growth is proportional to the number of fibers. This is due to the fact
that this solution does not present GSNR improvements nor any increase in the
network flexibility. However, the ROADM complexity is very low. Moreover, when
the blocking probability is medium and low - below 0.1 -, the gain due to the non-
linear mitigation of SCMCF never overcomes the gain in network flexibility of CCC
and InS. However, this gain decreases with the increase in the number of parallel
fibers and cores. The SCMCF reaches the performance of UFR with CCC, only
when the blocking probability is very large: 0.2, 0.15 and 0.14 when the number
of fibers/cores is 3, 5 and 7, respectively. Moreover, the SCMCF crosses the UFR
with InS only when the blocking probability is 0.23 when 3 parallel fiber/cores are
used and it is 0.19 otherwise. Moreover, the gain of InS, with respect to CCC is
very small being always smaller than 4.3, 5.7 and 5.8 Tbps when using 3, 5 and 7
parallel fibers, respectively. This corresponds to a relative gain of 1.35%, 1.7% and
1.7%. Therefore, the use of CCC instead of InS allows a strong reduction in the
ROADM complexity - from quadratic to linear - at the cost of a small reduction in
the allocated traffic.

Figure 5.8: Blocking probability vs. allocated traffic normalized to the number of
fibers/cores for a different number of cores and SDM solution.

Fig. 5.9 depicts the relative gain of each technology with the reference UFR
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with JoS at blocking probability equal to 0.01 for 3, 5 and 7 parallel fibers or cores.
The non-linear mitigation enables the allocation of an extra 20, 36 and 43 Tbps
per core. While, CCC allows the accommodation of 59, 72 and 84 Tbps per fiber
using 3, 5 and 7 fibers. Finally, InS allocates an extra traffic of 64, 82 and 90 Tbps
per fiber.

Figure 5.9: Relative gain respect to the reference UFR with JoS at blocking prob-
ability equal to 0.01.

In conclusion, the UFR with CCC shows a great trade-off in terms of ROADM
complexity and capacity growth for reasonable values of blocking probability, mak-
ing a good solution for the German network.

5.2.3 A Networking comparison of SDM and multi-band
transmission

This section analyzes and compares the capacity upgrade of an optical network
in absence of available dark fibers exploring two different possibilities: the adoption
of SDM [50, 179] using UFRs or band-division multiplexing (BDM) [58, 67, 71]. In
this context, if an SDM solution involving UFR is adopted, it requires the deploy-
ment of new fiber pairs without any GSNR penalty, while, the use of multi-band
transmission can avoid the deployment of new cables by extending the channels
to all the low-loss U-, L-, C-, S-, E- and O-bands for a total of 50 THz between
1360 nm and 1675 nm the GSNR of the channels will be poorer because of the SRS
and the Kerr effect.

Methodology

This investigation compares network upgrade targeting the increase of the num-
ber of fiber pairs - from here on indicated as SDM technology - with the one tar-
geting the increase of the occupied bandwidth (from here on indicated as BDM
technology). In order to quantify each upgrade, it has introduced the following
quantities: the SDM cardinality (NSDM) indicating the number of parallel fiber pairs
and the BDM cardinality (NBDM) indicating the multiplicative factor in terms of
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bandwidth occupation with respect to the use of 80 channels in the C-band. More-
over, to fairly compare the two technologies the multiplexing cardinality (NM) is
also defined as the product between NSDM and NBDM of each scenario. Therefore,
both pure and mixed solutions are investigated by exploring different values of NM
in the set {1, 2, 3, 4, 6, 12}. Hence, all the combinations of NSDM and NBDM ex-
plored in the different scenarios are listed in the Table 5.3. The case of NM =
1 represents the reference case in which only one fiber pair is used (NSDM = 1)
and only 80 channels in the C-band are used (NSDM =1). Hence, the scenarios are
divided into four categories:

1. Reference (NSDM = 1 and NBDM = 1);

2. Pure BDM (NSDM = 1 and NBDM = NM);

3. Pure SDM (NSDM = NM and NBDM = 1);

4. Mixed BDM/SDM scenarios (NSDM /= 1 and NBDM /= 1).

Moreover, increasing NBDM, a larger number of spectral slots (Nλ) are used and
therefore, other bands than the C-band are occupied. Hence, Table 5.2 shows the
total number of spectral slots, the total occupied bandwidth and the occupation of
such slots in the U, L, C, S, E, O-bands when the NBDM increases.

The analysis was carried out over the German network (Fig. B.1) and the US-
NET (Fig. B.3) whose parameters are summarized in Table B.2. The German
network includes 17 nodes and 26 links having an average length of 207 km. The
covered area has a diameter of ∼600 km. The USNET network has 24 nodes and
44 links with an average distance of 308 km and the covered area has a diameter
of ∼4000 km. Therefore, they have similar node degrees but different covered ar-
eas. Coherent elastic transceiver operates in the 50 GHz grid at a symbol rate of
32 GBaud, enabling the use of up to 80 channels for each 4 THz spectral slot. The
fiber type is assumed to be SSMF and the parameters used for this analysis are
reported in Fig. B.5 and in Table B.3. Multi-band amplifiers are used to recover
the fiber attenuation every 75 km. The noise figure of each amplifier is reported
in table B.3 and, after each amplifier, a GFF is used to compensate the spectral
ripples and tilts introduced by the propagation. The multi-band GSNR has been
computed following the strategy depicted in section 4.2.

The traffic is generated according to a uniform any-to-any distribution. The
paths are computed according to a KSP algorithm with k = 15 and the wavelengths
are assigned according to a first fit principle. By using SNAP the networks are pro-
gressively loaded up to the saturation of the network then, the blocking probability
and the allocated traffic are evaluated. Then, the allocated traffic is normalized
with respect to NM to make the comparison among the different scenarios fair.

73



Physical layer aware optical networking assessments

Table 5.2: BDM bandwidth occupation.

Number of channels per band Total
NBDM Nλ U L C S E O Bandwidth

1 80 - - 80 - - - 4 THz
2 160 - 80 80 - - - 8 THz
3 240 - 137 80 23 - - 12 THz
4 320 - 137 80 103 - - 16 THz
6 480 80 137 80 183 - - 24 THz
12 160 108 137 80 183 296 156 48 THz
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Figure 5.10: Network performances in the German topology by varying the multi-
plexing cardinality NM : 2 (a), 3 (b), 4 (c), 6 (d) and 12 (e).

Results and Comments

Figs. 5.10 and Figs. 5.11 report the blocking probability vs. normalized allocated
traffic in the German network and in the USNET network, respectively. The traffic
is normalized with respect to the multiplexing cardinality. Each sub-figure refers
to a different multiplexing cardinality: NM ∈ {2, 3, 4, 6, 12}. Every figure reports
the single fiber pair C-band reference scenario (NM = 1), the pure SDM scenarios
(blue dash-dotted lines), the pure BDM scenarios (red dotted lines) and the mixed
scenarios (dashed lines). For NM = 2 (Fig. 5.10a and Fig. 5.11a), both the pure
SDM and pure BDM present similar performances compared to the reference even
if both present some gain owning to the higher network flexibility introduced by the
larger number of available frequency slots for the BDM and by the larger number of
fibers per link for the SDM as they reduce the number of blocking events. The gap
between the BDM and the SDM is caused by the poorer propagation performances
of the LPs in case of BDM. By comparing the two networks, the result are similar,
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Figure 5.11: Network performances in the USNET topology by varying the multi-
plexing cardinality NM : 2 (a), 3 (b), 4 (c), 6 (d) and 12 (e).

mainly because the node degree is similar, the main difference is in the total amount
of allocated traffic which is larger in the USNET network because of the different
network size. Moreover, as expected, pure SDM upgrades are always the best
performing scenarios as they do not experience any extra propagation impairment
with the increase of NM. Then, enlarging NM to 3 (Fig. 5.10b and Fig. 5.11b) and
to 4 (Fig. 5.10c and Fig. 5.11c), the outcomes evolves according to the observations
of NM = 2. As expected, the pure BDM is parallel to the pure SDM with a rigid
horizontal shift caused by the poorer propagation performances and, consequently,
the gap increases with NM. Therefore, the mixed cases are in between with similar
trends and gaps. The outcomes at NM of 6 (Fig. 5.10d and Fig. 5.11d) and 12
(Fig. 5.10e and Fig. 5.11e) show a further enhancement on the phenomena seen in
the previous cases. Therefore, as expected, the pure SDM is the best performing
solution giving an increase in the allocated traffic with respect to the reference of
17% and 16% when NM is equal to 6 in the German network and in the USNET
network, respectively. Moreover, for NM = 12 the gain increases to 20% for both the
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topologies. On the opposite side, pure BDM scenarios represent the lower bound
because of the larger propagation impairments and the loss with respect to the
reference is 12% and a 10% in case NM is equal to 6 for the German network and
in the USNET network, respectively, and, in case NM is 12, the loss grows up to
18% for both the networks. As expected, the mixed upgrades show intermediate
behaviours, and, in particular, when NBDM ≤ 4, the penalty is always limited to
2% with respect to the reference. Comparing the two networks, the behaviour is
similar even if the dimensions are different in fact, they present similar gaps and
slopes. They differ mainly in the absolute value of the total allocated traffic that is
lower in the German network due to the lower available resources. Therefore, the
obtained results can reasonably be generalized to any medium and large scale core
network having a similar average node degree.

The results are then synthesized as normalized traffic at the blocking probability
10−3 for the German network (Fig. 5.12a) and the USNET network (Fig. 5.12b).
For both the networks, the pure SDM provides a capacity growth with respect to
the reference of 5%, 7%, 8%, and 10% for NM equal to 2, 3, 4 and 6, respectively.
This gain is introduced by the increase in the network flexibility with NM, while the
GSNR of the LPs does not decrease. For the pure SDM solutions, the performances
of the two networks diverges only for NM = 12, where the gain from the reference is
12% for the German network and 17% for the USNET network. This is due to the
higher average node degree of the USNET network which enables higher flexibility
when NM grows. Moreover, in both the networks, pure BDM solutions show a small
gain of 2% with respect to the reference when NM = 2. Such a gain is almost 0%
for NM equal to 3 and 4 having a balanced compensation between the gain due to
flexibility and the loss due to the poor QoT. Then, when NM grows up to 6, the
BDM solutions present a small capacity penalty of 6% in both the networks, which
enlarges to 9% and 12% when NM = 12 for the German network and the USNET
network, respectively. This happens since the network flexibility is no more able to
fully compensate the GSNR penalty, caused by the bandwidth extension.

In conclusion, BDM is a good solution to enhance the network capacity up to
an 8 THz C+L+S system (NM = 4, 320 WDM channels) as it presents some gain
or negligible penalties with the advantage of exploiting the already deployed fibers.
After that, it is necessary to move toward a mixed SDM/BDM solution if significant
capacity losses are not accepted.
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Figure 5.12: Total traffic per MUX cardinality @blocking probability 10−3 in Ger-
man (a) and US-NET (b) topologies.
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Chapter 6

Network orchestration and
automation

SDN targets the centralization of the network management [120]. This is
achieved through the disaggregation of the control plane from the data plane, the
development of a centralized controller, the adoption of open interfaces between
the data plane and the control plane, and the possibility to configure the network
devices through these interfaces [158].

In this context, open source projects such as OpenDaylight (ODL) [109] and
open network operating system (ONOS) [76] began with the aim of automating the
optical networks.

SDN solutions have been applied to the optical layer, as demonstrated recently
in [36, 102, 184]. In detail, in [102] the QoT is inferred by monitoring the OSNR
in real time, while in [184] some machine learning technique has been leveraged to
achieve the physical layer awareness.

This chapter describes the integration of a QoT-E implementing the GN-model
in the PROnet SDN orchestrator [111] to enable a physical layer aware network
automation over a commercial network [83] hosted in the Open Networking Ad-
vanced Research (OpNeAR) laboratory [170] in the University of Texas at Dal-
las (UTDallas) campus and in the ViaWest data center in Dallas. This enables the
orchestrator to evaluate the feasibility of a path and to perform a decision on the
modulation format that can be applied before the actual provisioning a LP. This
chapter first reviews the architecture of the PROnet orchestrator in section 6.1,
then, in section 6.2, a detailed description of the network used for the experiment
and, finally, in section 6.3, the QoT-E integration and validation is detailed.

The material reported in this chapter was previously published in [57].
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Figure 6.1: The software and hardware architecture.

6.1 The PROnet SDN orchestrator architecture
Fig. 6.1 depicts the optical domain and the packet domain, together with the

orchestrator and the interfaces among the orchestrator and the optical and the
packet domains. The optical domain includes four ROADM nodes called W1, W2,
W3 and W4 connected together by five amplified optical links. The optical domain
can be interfaced by means of a RESTCONF based vendor-proprietary optical
plug-in or by means of the transaction language 1 (TL1) protocol in case a direct
interaction with the optical equipment is needed. The packet domain consist of two
Open vSwitch (OvS) Ethernet switches connected to the ROADMs W1 and W3.
The Ethernet switches support the ODL [109], the Floodlight (FL) [97, 139, 176]
and the Ryu [118] controllers, and it manages the switches by means of OpenFlow
as a southbound interface. Moreover, the Ethernet controllers allow the use of link
layer discovery protocol (LLDP) [85] to discover the layer-2 network resources and
the network topology.

The architecture of the PROnet orchestrator consist of a database where all
the useful information is stored and four main modules: the resource manage-
ment (RM), the service provisioning (SP), the service catalog (SC) and the Fault
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Handler (FH). The database organizes the information in two main categories:
the optical domain related information and the packet domain related information.
The RM module collects information about the network topology and the network
configuration by using a REST API to interface with the Ethernet controller and
the RESTCONF optical plugin. This information is stored in a database and it
is organized into two different categories: optical domain related data and packet
domain related data.

The SP and the SC modules are in charge of setting up the traffic flows in
the network. To do that, they first, discover the network resources by means of
LLDP [85], then, the KSP algorithm is executed to compute the k shortest paths,
and finally, a multi-path service is used to enable the transfer of data between
two hosts by selecting two disjointed paths and then by connecting the Ether-
net switches. The multi-path service is used also to implement a load-balancing
mechanism to fairly distribute the traffic between the two disjointed paths. This
load-balancing has been implemented by using a Linux kernel function called bond-
ing. The aim of this function is to bond the Ethernet interfaces of the two paths so
that they are seen as a single interface. Owing to the bonding functionality, when
an outage causes the out of service of a path, all the traffic is rerouted along the
other bonded path. The FH module is in charge of establishing another redundant
path that substitutes the path out of service.

Finally, the PROnet orchestrator provides to the end user an graphical user
interface (UI) to perform the network operations by sending high level commands
that are internally managed by the orchestrator itself.

In this context the QoT-E can be exploited each time a path is computed to
determine in advance the best feasible modulation format and therefore, to allocate
the exact resources needed every time a traffic request comes, avoiding multiple
attempts.

6.2 The network structure
The detailed scheme of the optical domain is depicted in Fig. 6.2 and the photos

of the network equipment are shown in Figs. 6.3. PROnet is a four node network
having a rectangular topology with one diagonal. TheROADM nodes Akard (W1),
P Building (W3) and TBD (W4) are located in the UTDallas campus, while Vi-
aWest (W2) is located in a ViaWest data center. The Nodes W1 and W3 are
three degree ROADM nodes, while W2 and W4 are two degree nodes. Every node
degree is equipped with a BST amplifier to set the optimum output power and a
pre-amplifier amplifying the incoming channels. Every link is bidirectional and the
fiber is SSMF. In order to restore the channel power, every 75 km, the signal is
amplified with an ILA. The link between W1 and W2 is 225 km long and amplified
every 75 km. Instead, the link between W2 and W3 is amplified every 50 km. The
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Figure 6.2: Detailed scheme of the PROnet optical domain.

(a) (b)

Figure 6.3: A photo of the commercial equipment hosted in the OpNeAR in the
UTDallas campus (a) and in ViaWest (b).
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links between W3 and W4 and between W4 and W1 are, instead, single span links
whose length is 50 km and 75 km, respectively. Finally, W3 and W1 are connected
using a patch cord and an optical attenuator which emulates a fiber span. All the
optical amplifiers involved are EDFAs, and thus, no Raman amplifiers have been
used.

Every ROADM node has been equipped with multi-rate DWDM line card with
transponder capabilities able to select different modulation formats: PM-QPSK
(100 Gbps), and PM-8QAM (150 Gbps) PM-16QAM (200 Gbps). The signals are
RRC with a roll-off factor of 15%.

6.3 The QoT-E integration and validation
The integrated QoT-E makes use of all the information collected by the RM

and stored in the database to retrieve a complete description of the physical layer.
Then, each time that the SP module computes a path in the network, it calls the
QoT-E module which computes the GSNR under the assumption of full spectral
load - as it is a worst case assumption - and then, it writes this information in
the database in a dedicated table. In this way, the orchestrator can retrieve the
estimated GSNR of the path every time that it is needed. Then, when the path is
allocated, the best modulation format is chosen by comparing the GSNR threshold
of each modulation format with the estimated GSNR.

Experiments have been carried out to validate the accuracy of the QoT-E [57].
The validation has been performed by comparing the actual GSNR of the LP under
test with the QoT-E. The LP under test is transmitted at 1547.32 nm from the
node W4, then it transparently passes through the node W1 and W2 and it is
received at the node W3. The resulting path is 450 km long. The channel under
test is root-raised cosine shaped and PM-16QAM modulated with a symbol rate of
32 GBaud. Moreover, a total of 48 “alien wavelengths” have been inserted into the
line system to make relevant also the NLI effect. The concept of “alien wavelength”
consists in transporting “alien” signals across the WDM [110, 163, 172] network.
These channels have been emulated by properly shaping with an optical interleaver
the ASE noise generated by an EDFA. The alien wavelengths have been generated
in the 50 GHz WDM fixed grid with a -3 dB bandwidth of 37.5 GHz. The LP
under test has been positioned in the middle of the comb. Furthermore, the gain
of the amplifiers has been configured by the line system controller. The measured
GSNR has been obtained by following the procedure described in section 3.3.1.

Two different launched PSD strategies have been tested (Figs. 6.4): a flat
power per channel strategy (Fig. 6.4a) and a flat power spectral density strat-
egy (Fig. 6.4b). In detail, the flat power spectral density consists of equalizing
the power-to-bandwidth ratio ( Pi

Bi
) of each channel. For each of the two strategies

a power sweep has been performed by varying the transmitted power by a power
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(a) (b)

Figure 6.4: The PSD with equal power per channel (a) and equal peak power
spectral density (b).

(a) (b)

Figure 6.5: The GSNR varying the transmitted power with equal power per channel
(a) and equal power spectral density (b).

offset in a range of ±1 dB.
Figs. 6.5 report the measured GSNR (red line) and the estimated GSNR (blue

curve) with a ±0.5 dB error bar (light blue) in case of equal power per channel
(Fig. 6.5a) and equal power spectral density (Fig. 6.5b). The estimations are in good
agreement with the measurement being the error always within 0.5 dB. Moreover,
the estimation is not always conservative as it would be expected by the GN-model.
This is due to the uncertainty on the system parameters eroding such a conservative
margin. Moreover, the accuracy in predicting the optimum power, i.e., the power
maximizing the GSNR of the channel in the middle of the comb [127, 138], is always
within 1 dB.

In conclusion, the QoT-E module has been embedded in the PROnet orchestra-
tor, which can now exploit such a module to rapidly and efficiently provision LPs
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in optical networks in support of host-to-host big data transfer.
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Chapter 7

Conclusions and Future Works

In this thesis, the physical layer has been discussed and analyzed following a
disaggregated vendor-agnostic paradigm. An open source tool for analyzing the net-
work performances has been described and experimentally validated. Moreover, a
novel network design tool has been proposed and innovative technological solutions
have been investigated and compared. Finally, a physical layer aware orchestrator
has been proposed and experimentally validated.

7.1 Summary
This thesis starts introducing the topic by reviewing the history of the modern

optical communication by retracing the fundamental milestones that have revolu-
tionized this technology.

Then, the fundamentals of optical transmission and networking are described
in depth. The general structure of optical networks is introduced and then each
network element is dissected by describing the operation of the transmitter, the
fiber, the amplifier, the ROADM node and the receiver. Then, the weighted graph
is presented as an effective abstraction of the physical layer in which each link is
characterized by the GSNR degradation that it introduces. Finally, the basics of
RWA are reviewed.

Nowadays, the operators are pushing the market toward the openness and the
disaggregation of the network devices. In such a context, GNPy is proposed as a
vendor-agnostic tool to estimate the QoT in an optical network in full compatibility
with a multi-vendor and multi-generation playground. Indeed, given a description
of the physical layer, the engine of GNPy is able to provide an accurate estimation
of the GSNR. The reliability of such a QoT-E has been proven through a validation
campaign both in the laboratory and on the field. In particular, the most extensive
validations have been carried out in the Microsoft laboratory and over the Microsoft
core network.
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As the operators target the maximization of the return on the investment on
the installed equipment, the multi-band technology goes in this direction, since
it increases the network capacity without requiring the deployment of new fibers.
For this reason, indeed, multi-band C+L line systems are already commercially
available and are being installed. In this thesis, a simple but effective optimization
strategy for multi-band line system controlling has been proposed. Then, the ca-
pacity of fully loaded multi-band point-to-point communication has been assessed
exploring several applications (DCI, metro and regional networks) and several con-
figurations including Raman amplification. The outcomes show that multi-band
transmission can potentially accommodate 7 to 10 times more traffic than a simple
C-band system.

Then, two network design tools have been introduced - OPLA and SNAP - and
used. In detail, the offline tool OPLA has been adopted to address some Raman
placement strategies to effectively increase the network capacity. OPLA has been
employed also to assess the effectiveness of using Raman amplification and advanced
DSP techniques to save regenerators. Then, SNAP has been used to compare the
network benefit of several SDM solutions and multi-band transmission.

Lastly, an integration of the QoT-E in the PROnet network orchestrator to
enable a physical layer aware automation and orchestration has been shown and
experimentally validated.

7.2 Next Steps
The topic of physical layer awareness for open optical networking is a promising

area that offers many opportunities for investigations.
A YANG model describing the input parameters of GNPy is in the process

of definition. Moreover, the GNPy’s QoT-E is being extended to include mixed-
rate flex-grid networks and the filter and cross-talk penalties introduced by the
ROADM nodes. Moreover, there is an ongoing activity in collaboration with Links
Foundation [169] and Lumentum to build a vendor-agnostic open and disaggregated
network automation infrastructure over a multi-vendor open line system. Such a
framework will be based on the ONOS SDN controller [76] interfaced with an
open line system controller (OLSC) to control a multi-vendor commercial network
hosted in the Links laboratories. The OLSC makes use of GNPy as a driving force
to optimize the network.

Moreover, the multi-band transmission is a promising technology for effectively
increasing the network capacity. The optimization paradigm proposed in this the-
sis is an initial step that has to be refined by using more advanced optimization
techniques and cost functions. Furthermore, also the optimization on the dynamic
gain equalizer (DGE) deployment and on the use of Raman amplification has to
be investigated in-depth. Furthermore, it is worth to investigate the adoption of a
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guard-band between groups of bands to isolate them by minimizing the inter-band
SRS for the purpose of simplifying the management of multi-band upgrades.

SNAP and OPLA are powerful instruments to analyze the performance of the
network and therefore, they should integrate cost metrics in order to trade off costs
and benefits in TCO analysis.

Finally, the computation of the propagation delay and the transceiver latency
should be implemented either in GNPy and in OPLA and SNAP to include the
impact of the physical layer on the quality of service (QoS) that a network can
provide.
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Appendix A

The Raman scattering

This appendix details the mathematical description of the Raman scattering [142].
The Raman scattering involves the SRS and the spontaneous Raman scattering.
In general, the Rayleigh back-scattering plays a role while assessing the SRS, how-
ever, it has been shown that, in silica core fiber (SCF), its impact on the SRS is
negligible when the power of the Raman pumps is smaller than 800 mW [81]. For
this reason, in this thesis, the effect of the Rayleigh back-scattering in the Raman
scattering is neglected.

The SRS is a power transfer from the higher frequencies toward the lower ones
and it is described by the set of N ordinary differential equations (ODE) [18]: one
for each WDM channel and for each Raman pump. Each equation describes the
power evolution ∂zP (z, fi) of the i-th channel along the spatial variable z. The set
of equations is:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

±∂zP (z, f1) = − αp(f1)P (z, f1) +∑︁N
j=2 CR(f1, fj)P (z, fj)P (z, f1)

...
±∂zP (z, fi) = − αp(fi)P (z, fi) +∑︁N

j=i+1 CR(fi, fj)P (z, fj)P (z, fi) −∑︁i−1
j=1

fj

fi
CR(fi, fn)P (z, fj)P (z, fi)

...
±∂zP (z, fN) = − αp(fi)P (z, fN) −∑︁N−1

j=1
fN

fj
CR(fN , fj)P (z, fj)P (z, fN) .

(A.1)

The equations are sorted from the lower to the higher frequency. The ± sign
indicates the propagation direction: the "+" is for co-propagation and the "−" is
for counter-propagation. αp(f) is the power attenuation coefficient of the fiber
and the term αp(fi)P (z, fi) of each equation describes the linear attenuation of
the signal at the i-th frequency. Each element +CR(fi, fj)P (z, fj)P (z, fi) of the
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summation is a Raman gain term of the equation - to be noted that fi < fj -;
P (z, fj) is the power at the frequency fj and CR(∆fi,j) is the Raman coefficient
evaluated in ∆fi,j = |fi − fj|. The Raman coefficient of the various fiber types
can be retrieved from [132]. Furthermore, the term −fj

fi
CR(fi, fn)P (z, fj)P (z, fi)

is the power depletion toward the lower frequency channels. It can be observed
that it is very similar to the gain term except for the "−" sign which indicates a
power loss and for the the vibrations loss term (fj

fi
). The boundary conditions of

the ODEs P (z0, fi) are given by the transmitted power at each frequency PTX(fi);
the co-propagating signals will have the boundary condition in P (0, fi) = PTX(fi),
while, counter-propagating pumps will have the boundary condition at the end of
the fiber span: P (Ls, fi) = PTX(fi).

Since the equations are all coupled together, in general, this set of ODEs has
not an analytical solution. For this reason a numerical solver is used to evaluate the
solution. Once the system has been solved, the solution will be a function P (z, fi).
Starting from the solution it is possible to define the overall gain/loss profile of the
fiber (ρ(z, f)) as:

ρ(z, fi) ∆=

⌜⃓⃓⎷ P (z, fi)
P (z0, fi)

. (A.2)

Consequently, the power gain/loss of each fiber can be described by the function
ρ(z, f) which also includes the linear attenuation. For this reason, the overall effect
of the attenuation and the SRS of a fiber span can be described together by an
equivalent filter having transfer function HF (f) = ρ(Ls, f)2.

The spontaneous Raman scattering is described by another set of ODEs [18]
which solution is the evolution of the ASE noise (PASE(z, fi)) generated by the
spontaneous Raman scattering along the fiber over the signal bandwidth. The
equations are in the form

±∂zPASE(z, fi) = − αp(fi)PASE(z, fi) +
N∑︂

j=i+1
CR(fi, fj)P (z, fj)PASE(z, fi) −

i−1∑︂
j=1

fj

fi

CR(fi, fn)P (z, fj)PASE(z, fi) +

N∑︂
j=i+1

CR(fi, fj) [1 + η(T )] hfiRsP (z, fj) .

(A.3)

The spontaneous Raman equations are very similar to the SRS equations, but they
are no more coupled among each other thus, they can be solved independently.
The spontaneous Raman equations differ in the presence of the non-homogeneous
terms CR(fi, fj) [1 + η(T )] hfiRsP (z, fj), where h is the Plank’s constant, Rs is the
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symbol rate of the i-th channel and η(T ) is the phonon occupancy factor

η(T ) = 1
exp

(︂
h|fj−fi|

kBT

)︂
− 1

(A.4)

where T is the temperature, kB is the Boltzmann’s constant. Moreover, as the ASE
noise generated by a signal is completely negligible, only the non-homogeneous
terms in which P (z, fj) refers to the power of a Raman pump are considered [18].
Moreover, in this case, the boundary conditions are given by the ASE noise at the
input of the fiber which is zero. And thus, PASE(0, f) = 0.

Then, all you need to model the spontaneous Raman scattering is the ASE noise
at the end of the fiber: PASE(Ls, fi).

Finally, for every WDM signal si(t), the GSNR due to the Raman scattering
can be simply computed as:

GSNRSRS
∆= P (Ls, fi)

PASE(Ls, fi)
= Pch,in(fi) ρ(Ls, fi)2

PASE(Ls, fi)
(A.5)
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Appendix B

Fiber Parameters, Reference
Topologies and Multi-Band
parameters

This appendix reports the typical fiber parameters and the network topologies
used in this thesis. Also, the parameters used for multi-band transmission are
reported.

B.1 Fiber Parameters
This section reports, in the table B.1, the typical fiber parameters such as

the attenuation coefficient (α), the chromatic dispersion (D) and the nonlinear
coefficient (γ). Table B.1 lists these parameters for the SSMF, NZDSF, NDSF,
ELEAF and TWRS.

B.2 Network Topologies
The backbone network topologies analyzed in this thesis are: the German net-

work B.1, the Pan-European network B.2 and the north American USNET net-
work B.3. The distribution of the link length of each network is depicted in Fig. B.4.
The summary parameters and the references of these networks are reported in ta-
ble B.2.
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Table B.1: Fiber parameters.

Fiber type Attenuation (α) Chromatic Dispersion (D) Nonlinear Coefficient (γ)
SSMF 0.2 dB/km 16.7 ps/nm/km 1.27 1/W/km
LEAF 0.222 dB/km 3.8 ps/nm/km 1.45 1/W/km
NDSF 0.222 dB/km 3.8 ps/nm/km 1.45 1/W/km

ELEAF 0.2 dB/km 4 ps/nm/km 1.41 1/W/km
TWRS 0.24 dB/km 6 ps/nm/km 1.84 1/W/km

Figure B.1: The German network topology.

B.3 Parameters used for Multi-Band transmis-
sion

This section reports the propagation parameters of the SSMF used in the multi-
band analysis of this thesis. In detail, Fig. B.5 reports the fiber attenuation and
dispersion, Fig. B.6 reports the Raman efficiency and Table B.3 reports, for each
band, the wavelength and frequency range, the central frequency, the number of
spectral slots in the 50 GHz grid, the attenuation coefficient, the dispersion and
the non-linear coefficient and the noise figure of each DFA.
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Figure B.2: The Pan-European network topology.

Figure B.3: The USNET network topology.
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German Pan-European USNET
Number of nodes 17 28 24
Number of links 26 41 43
Average node degree 3.06 3.93 3.58
Average link length 207 km 637 km 637 km
Reference figure Fig. B.1 Fig. B.2 Fig. B.3
Source [11] [11] [159]

Table B.2: Summary parameters of the network topologies.
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Figure B.4: The histogram of the link length for the German (a), the Pan-European
(b) and the USNET (c) networks.
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Figure B.5: Fiber attenuation and dispersion of a SSMF from 1260 nm up to
1620 nm.

Figure B.6: Raman efficiency of SSMF.
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