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Abstract—Quantum computing is an up-and-coming technol-
ogy that is expected to revolutionize the computation paradigm
in the next few years. Qubits, the primary computing elements
of quantum circuits, exploit the quantum physics proprieties to
increase the parallelism and speed of computation drastically.
Unfortunately, besides being intrinsically noisy, qubits have also
been shown to be highly susceptible to external sources of faults,
such as ionizing radiation. The latest discoveries highlight a much
higher radiation sensitivity of qubits than traditional transistors
and identify a much more complex fault model than bit-flip.

We propose a framework to identify the quantum circuits
sensitivity to radiation-induced faults and the probability for a
fault in a qubit to propagate to the output. Based on the latest
studies and radiation experiments performed on real quantum
machines, we model the transient faults in a qubit as a phase shift
with a parametrized magnitude. Additionally, our framework
can inject multiple qubit faults, tuning the phase shift magnitude
based on the proximity of the qubit to the particle strike location.
As we show in the paper, the proposed fault injector is highly
flexible, and it can be used on both quantum circuit simulators
and real quantum machines. We report the finding of more
than 285, 249, 536 injections on the Qiskit simulator and 53, 248
injections on real IBM machines. We consider three quantum
algorithms and identify the faults and qubits that are more likely
to impact the output. We also consider the fault propagation
dependence on the circuit scale, showing that the reliability profile
for some quantum algorithms is scale-dependent, with increased
impact from radiation-induced faults as we increase the number
of qubits. Finally, we also consider multi qubits faults, showing
that they are much more critical than single faults. The fault
injector and the data presented in this paper are available in a
public repository to allow further analysis.

Index Terms—component, formatting, style, styling, insert

I. INTRODUCTION

Being one of the most promising technology advances to
move beyond the CMOS transistor technology and Moore’s
law, Quantum Computing (QC) has attracted significant inter-
est from the research community. In the last few years, QC has
moved from being an attractive conceptual solution for physics
problems to a highly parallel and highly efficient computing

architecture for various applications [1]–[4]. The availability
of the first quantum computers and the development of easy
to use simulators and frameworks have suddenly raised the
community’s interest in quantum computing. Moreover, the
billions of dollars investments of industries, research centers,
and government agencies are encouraging the development of
large-scale quantum computers and the training of quantum
programmers and designers.

Qubits, the fundamental computing element of a quantum
circuit, have an intrinsic reliability vulnerability that comes
from their sensitivity to noise and external perturbations. The
intriguing theory of quantum computing became a promising
computing paradigm when a sufficiently stable and fault-
tolerant qubit to allow the computation of small yet crucial
circuits was finally produced [5], [6]. Today, researchers
have access to several prototypes of real quantum machines,
such as IBM, D-Wave, Rigetti, Pasqal, and quantum circuit
simulators [7], [8].

Recent inspiring publications have shown that supercon-
ducting qubits are particularly susceptible also to external radi-
ation [9]–[12]. Unfortunately, it was shown that the impact of
ionizing particles undermines the achieved stability and noise
tolerance of qubits [13]–[15]. Ionizing radiation, which is
one of the biggest challenges for modern classical computing
systems, is expected to be a major issue also for future quan-
tum (super) computers [10], [12]. The reliability of quantum
computers to radiation seems exceptionally challenging as the
latest discoveries highlighted that qubits have an even higher
sensitivity to external perturbation than CMOS transistors and
that qubits state is also modified by light particles, such as
muons [15] or even infrared light [16], that are harmless to
CMOS devices.

Besides having a possibly higher sensitivity to radiation,
qubits also have a much more complex fault model than
CMOS devices. The transistor has a binary state (ON or OFF),
and a fault is generated when the deposited charge is sufficient
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to trigger a transistor state change. The fault in a CMOS device
is then binary. Qubits state is not binary and is represented on
the Block sphere (see Figure 1). A small deposited charge
can modify the qubit state and eventually propagate to the
circuit output. A challenging aspect of qubits reliability is that
any perturbation can change the state and the state change is
not binary. This latter aspect is particularly challenging when
designing a fault injector for the quantum circuit, like the one
we propose in this paper. The fault model to inject is not
simply a transition from ON to OFF or from 1 to 0, but rather
a phase shift of different directions and magnitudes.

This paper formalizes the transient fault model for qubits
based on recent discoveries on quantum materials’ radiation
effects. Then, we present the first fault injector designed to
estimate the reliability of transient faults of a quantum circuit.
To analyze qubits and quantum circuit reliability, we use a
new metric based on Michelson Contrast, the Quantum Vul-
nerability Factor (QVF), clearly inspired by the Architectural
or Program Vulnerability Factors (AVF or PVF) [17], [18].
We perform single and multi-qubit fault injection, identifying
the criticality of different faults and the more sensitive qubits
to radiation-induced faults. Such information is precious as
it allows a reliability-aware mapping of the circuit qubits to
physical qubits, predicts the effects of faults in the quantum
computation, and focuses the eventual additional fault toler-
ance solution to the most critical qubit(s). We also evaluate
the reliability impact when scaling a circuit (i.e., increasing
the number of qubits and operations performed). We have
found that some circuits present different reliability profiles
that are scale-dependent, and if not mitigated, will hinder the
applicability of quantum circuits to real problems that require
large scale. Finally, we compare the results obtained on the
Qiskit simulator with fault injection performed on real IBM
machines, showing that the simulator evaluation is accurate.

The rest of the paper is organized as follows. To have a basic
notion about quantum computers and prove the importance
of understanding the reliability of quantum circuits, we give,
in Section II, some background information about quantum
computing and radiation effects in qubits. Then, in Section III,
we describe how we model transient faults using the results
of recently performed experiments on qubits materials. In
Section IV, we present our fault injector and formalize the
metric we use to understand the impact of faults in quantum
circuits. The obtained results are presented in Section V, and
Section VI concludes the paper.

II. BACKGROUND AND RELATED WORK

In this Section, we give a background about qubits, quantum
computing, and the quantum programming, which is essential
to understand and appreciate the contribution of our paper. We
will also describe the current reliability challenges of qubits,
the available fault tolerance solutions, and their limitations.

There are various technologies available to implement
qubits, the most promising ones being superconducting qubits
and trapped-ions qubits. As there is not yet sufficient data
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Fig. 1: Bloch sphere that visualizes the state of a qubit (left)
and how qubits are connected in the Casablanca architecture
of IBM (right).

on radiation effects on trapped-ion qubits (besides the low-
dose test documented in [19]), we will focus the discussion
on superconducting materials. Nonetheless, the concepts we
introduce, the fault injection framework we design, and the
impact of the results we present are independent on the qubit
technology, once the fault model is defined.

A. Basic notions of quantum computing

Traditional, classical, computers perform operations through
the use of bits. The state of each bit can be either a determin-
istic 0 or 1. In quantum computers, instead, the computation
is done on quantum bits (qubits). A qubit in general is
not in one classical state but in a quantum state. A qubit
can exist in a superposition of quantum states, denoted as:
|Ψ〉 = α |0〉 + β |1〉 , where |Ψ〉 is the actual qubit state,
α and β are complex numbers that represent the probability
amplitude of |0〉 or |1〉 state. Visually, the qubit state |Ψ〉 is
represented as a vector on the Block Sphere, shown on the left
of Figure 1, and is described by the two angles θ and φ. The
state of a qubit, and then the quantum computation output, is
probabilistic and not deterministic.

Quantum gates operate on qubits and can put a qubit in any
superposition of |0〉 and |1〉 (change the probability of 0 and 1).
There are many available quantum gates, such as Hadamard,
Pauli-X, Pauli-Y, Pauli-Z, Phase, etc. The Hadamard (H) gate
puts a qubit in an equal superposition of |0〉 and |1〉, the X
gate (or the bit-flip gate) performs a rotation of 90◦ about the
x-axis on the Bloch Sphere, and the Z gate (or the phase-flip
gate) performs a rotation of 90◦ about the z-axis.

Quantum programs are expressed as quantum circuits,
which are a set of quantum gates that are sequentially applied
to the initial qubits, and produce a probabilistic output(s).
These quantum circuits are mapped on Noisy Intermediate
Scale Quantum Computers (NISQ) machines based on qubits
connectivity and supported gates. NISQ machines can have
different topologies, with some qubits that can be directly
accessible. For example, as shown in Figure 1, on Casablanca
qubit 0 and 1 are directly connected and can interact with each
other. Then, multi qubit gates can be applied to qubits 0 and
1, which is not the case for qubits without a direct connection.

To be executed, a quantum circuit needs to be mapped to
the target architecture. Transpiling is the process of imple-
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menting the quantum circuit, i.e., assigning the logical qubits
to the available physical locations and adding the quantum
gates that execute the operations. Transpiling corresponds to
the compiling process for source codes or the synthesis for
Hardware Description Language in classical computation. A
higher number of qubits allows to work on more complex and
realistic workloads, to improve performances, and guarantee
higher success probability rate. Industry is working to increase
the number of stable qubits, with IBM already having a 127
qubits machine. As part of our evaluation, we investigate if
and how the scale of the circuit (i.e., the number of qubits
and gates applied) influences its reliability to transient faults.

Currently, IBM, the most widely used provider, disposes of
23 quantum computers. Each quantum processor model uses
different qubit topologies, which may greatly impact the ma-
chine quantum noise [20]. Additionally, frameworks have been
developed for the simulation and the use of real machines, to
ease the research and the training of quantum programmers.
Qiskit [7] is designed to be machine-independent and it is
the first released and the most used one. In our experiments,
we mainly focus on studying the IBM quantum machines and
running benchmark quantum programs in Qiskit.

B. Quantum noise and fault tolerance

The performance and reliability of quantum computers are
bounded by the intrinsic noise, which greatly reduces the
accuracy of quantum computation [21]. Quantum noise can
be categorized into operation errors and retention (coherence)
errors [22]. A qubit can properly maintain its state (data) for
a limited time (coherence time). The qubit state degradation
is called retention error and is categorized into two types, T1
and T2 errors [23].

A qubit in a high energy state |1〉 naturally decays to
lower energy state |0〉, the time associated with this intrinsic
decay is called spin-lattice coherence time (T1). The spin-
spin relaxation process, on the contrary, indicates the time
(T2) for external environment or for the interaction with other
qubits to affect the qubit state. Depending on the technology,
individual qubits have a time range for T1 and T2 that has
improved, in the last decade, from 1 nano-second to 100
micro-seconds [24].

To reduce the quantum noise, industries and researchers
are working to improve qubit and the machine design, even
using new isolation techniques and separating the quantum
computer from the surrounding environment. The hardware
approach is only one of the dimensions to consider. Quantum
Error Correction (QEC) is adopted to restructure the quantum
circuits, adding redundancy to improve the resilience to noise
and ensure a sufficiently long computation time. QEC has
been fundamental to reach Fault Tolerant Quantum Computers
(FTQC) but is extremely costly, as it requires from 5x to 9x
larger circuits [25].

It is worth noting that QEC is designed to protect a qubit
from the intrinsic noise, which is well studied and predictable.
Unfortunately, as we discuss next, QEC is inefficient in
handling radiation-induced transient faults [13]–[15]. To reach

FTQC we need to design better QEC, and the first step is the
understanding of faults impact and propagation, which is the
main scope of this paper.

C. Radiation-Induced Faults in qubits

Preliminary and inspiring works show that ionizing radiation
induces faults in superconducting qubits [13]–[16] and, once
employed in large scale, radiation fault tolerance is expected to
be the next big challenge for quantum (super-) computers [9]–
[12]. Lately it has been shown that the frailty of qubits makes
it possible also for low energy neutrons and lighter particles,
such as muons (almost harmless for CMOS technology [26]),
to induce a state perturbation [15]. Intuitively, the charge de-
posited by the impinging particle excites the qubit, modifying
its state and, thus, generating a fault, as shown in Figure 2
and detailed in Section III. This also implies that shielding,
already impractical for CMOS devices, becomes impossible.
As shown in [26], only putting qubits in caves under mountains
can eventually reduce the muons effects on the quantum state.

Unfortunately, Quantum Error Correction, that has enabled
the scaling of quantum computers, is designed to be effec-
tive for the noise, not for transient faults. Noise is a well
studied, well characterized and predictable phenomenon in
quantum circuits. IBM, for instance, releases a daily report
about the noise level of their machines. Transient faults are
stochastic, unpredictable, and add over the intrinsic noise. As
shown in [9]–[12], current QEC is not sufficient to guarantee
reliability from transient faults. Given the high cost of QEC,
it is fundamental to understand if and how a transient fault
propagates in the quantum circuits to design effective and
efficient hardening solutions, as is currently being done for
traditional electronic systems. A fault injection for transient
faults in qubits is a powerful tool to move in this direction.

D. Contribution

In this paper, we address three main challenges associated
with the reliability evaluation of quantum circuits: (1) the
formalization of qubit(s) fault model, (2) the design of a
flexible framework to inject errors, and (3) a systematic
methodology to quantify and qualify the impact of transient
fault in the quantum circuit output.

We first formalize the transient fault model for qubits,
based on the most recent discoveries on radiation effects in
quantum materials. Then, we present QuFI, the fault injector
aimed at practically estimating the reliability of a quantum
circuit and at identifying the qubits that, if affected, are more
likely to induce a negative impact on the output correctness.
Such information is highly valuable as it allows a reliability-
aware mapping of the circuit qubits to physical qubits, to
predict the effects of faults in the quantum computation, and
to focus the eventual additional fault tolerance solution to the
most critical qubits. To analyze qubits and quantum circuit
reliability, we use a new metric based on Michelson Contrast,
the Quantum Vulnerability Factor (QVF), clearly inspired by
the Architectural or Program Vulnerability Factors (AVF or
PVF) [17], [18].
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While previous work on quantum fault tolerance studied
the noise and fault generation, we focus on the effects of
faults propagation in quantum circuits. In other words, as in
the AVF or PVF measurement for traditional computation,
we assume that the fault occurred and study its effect on the
quantum circuit output. Recently a preliminary fault injector
to track noise propagation was presented [27]. However, to
the best of our knowledge, ours is the first fault injector
expressively designed to track transient fault propagation in
quantum circuits. Additionally, our tool, unlike the available
one, is integrated with Qiskit, uses a realistic noise and fault
model, and, as we show, can also be used in real quantum
machines.

To have a broad evaluation of transient faults propagation
in quantum circuits, we consider 3 widely-known circuits. To
understand the QVF dependence on the number of qubits we
implement the circuits with increased complexity. We also
compare the reliability of circuits when single or multi qubit
faults.

III. RADIATION-INDUCED QUANTUM FAULT MODEL

In this section we describe how we model the radiation-
induced faults in qubits. We use the available knowledge
on particles interaction with qubits materials and the results
of recently performed experiments and simulations to model
the radiation-induced transient faults in quantum circuits. The
details provided in this Section serve as a solid background to
justify the chosen fault model.

A. Single qubit fault

Superconducting qubits are built with Aluminum thin-film
and a Silicon substrate, as shown in the left part of Figure 2,
adapted from [14]. It is well known, from the studies on
semiconductor reliability [28], that the interaction of energetic
particles with Silicon and other materials generates electron-
hole (e-h) pairs. In particular, heavy particles, such as the
secondary production of galactic cosmic rays with the at-
mosphere, are more likely to interact with Silicon (Al is
transparent to neutrons), other sources of (light) radiation (β,
X-rays) with Aluminum.

The non-equilibrium that results from the charge deposited
by radiation in the qubit material induces Cooper pairs break-
ing and, thus, quasiparticles generation [14], [15]. The result-
ing excitement modifies the state of the qubit, possibly chang-
ing its state (i.e., it induces φ and/or θ phase shift) as shown
with simulations [15] and experimentally validated [10].

The major difference between CMOS technology and
qubits, which represents one of the main challenges we address
in the proposed fault model, is that, while a particle induces a
fault in a CMOS transistor only if it deposits a charge higher
than the critical one [28], on a qubit any excitement modifies
the state, inducing a phase shift with a magnitude that depends
on the deposited charge [29]. In other words, in the binary
CMOS technology, the particle either generates a fault or not.
The ”simple” bit-flip fault model is then sufficient to study
CMOS devices reliability. On the contrary, on a qubit the

magnitude of the fault (phase shift) depends on the amount
of charge that reaches the qubit. It is then necessary to inject
faults (phase shifts) of different magnitudes.

Figure 3 shows a simplified example of the spatial dis-
tribution of the charge deposited in Silicon by a Fe ion of
275MeV (electronVolt). The simulation data was taken and
adapted from GEANT4 simulations [30] presented in [31],
and serves as an illustrative example. As shown, the amount
of e-h pairs deposited exponentially decreases with distance. A
qubit in the proximity of the particle impact will have a huge
phase shift, while qubits further than ∼ 1µm will be barely
affected. Thus, to study the sensitivity of a quantum circuit we
need to inject various phase shifts of different magnitude. On
a CMOS, only the transistor in the proximity of the particle
strike would have been flipped.

It is worth noting that if, and only if, the deposited charge is
sufficiently high the qubit can collapse [14]. However, as the
phase shift magnitude depends on the deposited charge [29]
and the low energy neutrons are exponentially more common
than high energy ones (the spectrum of neutrons ranges from
meV to GeV [28]), we can derive that collapses are less
likely than phase shifts. In this work we do not consider qubit
collapse as, when this happens, the quantum circuit ceases to
exist and there is no fault propagation to consider.

B. Transient and accumulative charge

Similar to traditional CMOS, even for qubits two kind
of radiation-induced effects have been highlighted: charge
accumulation and transient charge deposition.

Terrestrial neutrons, ions, protons, and muons strike is
stochastic and generates a transient large amount of electrons-
holes pairs in the Silicon substrate. As shown in Figure 2 and
detailed in [28], the deposited charge quickly increases for then
slowly disappearing. This transient charge deposition is today
one of the most challenging reliability issues for electronic
devices. On the contrary, γ-rays, β, X-rays have a constant and
accumulative effect, known as Total Ionizing Dose (TID) [32].
The exposure to γ-rays, β, and X-rays constantly deposits
a little amount of charge that accumulates over time, as
shown in Figure 2. When the deposited charge is too high
it induces a permanent CMOS transistor malfunction [32] or
qubit collapse [14].

Charge accumulation is only apparently more critical than
transient charge deposition. In fact, TID effects are very
rare in terrestrial applications as neutrons and muons, which
are (by far) the most common particles, deposits negligible
charge [28]. TID are indeed a problem mainly for long lasting
space applications [32], which are not (yet) interested in
quantum computing. Additionally, a thin shielding is sufficient
to drastically reduce the charge deposited by X-rays in a qubit,
as shown in [14]. On the contrary, the shielding for neutrons
and heavy ions is impractical (meters of concrete or lead) and
for muons is basically impossible as the qubit should be placed
in deep underground caves [15]. As already well established
for traditional electronic devices, it is then also impossible to
shield qubits from transient faults. We then focus our effort
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in studying the unavoidable transient faults propagation in
quantum circuits, leaving the extension to accumulative charge
effects as a future work.

C. Multi-qubits faults

As extensively shown in [15], the particle impact can
interact with more than one qubit, generating multi-qubits
faults. The relation between the phase shifts of the qubits that
are affected by the same impinging particle is still largely
unclear. Nonetheless, as depicted in Figure 3, it is reasonable
to assume that the affected qubits, being probably at different
distances from the particle impact, will experience phase shifts
of different magnitude. The qubit closer to the particle impact
suffering from a bigger phase shift.

In our fault injector we have implemented a parametric
multi-qubits fault functionality. The user can select the number

of qubits to be corrupted and the correspondent phase shifts.
Additionally, we have designed a procedure to identify the
logical qubits of the circuit that are mapped in physically close
qubits in the real machine. Even if current prototypes of qubits
have relative large sizes (as the first transistors), with the rapid
shrink of qubits we expect multi-qubits faults to be even more
common.

IV. QUANTUM FAULT INJECTOR

In this Section we formalize the metric we use to understand
if the injected fault affects the quantum circuit output, we
present our quantum fault injector, QuFI, and describe its
capabilities and potentialities.

A. Quantum Vulnerability Factor

The output of a quantum circuit, as described in Section II,
is probabilistic. After the execution of a circuit, the result is
one of the possible states. The correct output is(are) the state(s)
with the higher probability. Thus, to measure the probability
of each state, and select the correct state as output, one circuit
needs to be executed several times. The standard number of
times each circuit is executed for IBM/Qiskit is 1, 024, gener-
ating a probability distribution among the observed states. A
state with 50% probability will be observed about 512 times.
This also means that, to measure the impact of a fault, we
need to run the injection several times (at least 1, 024) and
check how the output probability distribution is changed.

To measure the impact of a fault on the output correct-
ness (i.e., on the output probability distribution), we use the
Quantum Vulnerability Factor (QVF) metric. As the AVF or
PVF for classical computers [17], [18], the QVF indicates
the probability for the fault to propagate and affect the
computation output.

The QVF is calculated computing the Michelson Con-
trast [33], that measures how distinguishable one object is from
others using color, luminance, or, as in our specific case, the
probability of each output state. In other words, as shown in
Figure 4, the Michelson Contrast defines how confidently (i.e.,
how distinguished) one can select the correct state among all
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states in the output. We recall that the quantum circuit output
is a superposition of states, we need to pick the most probable
one(s). The contrast is calculated with Equation 1:

Contrast =
P (A)− P (B)

P (A) + P (B)
(1)

where P (A) is the probability of the correct state (i.e., the
expected state in a fault-free execution), and P (B) is the
highest probability among any of the incorrect states (i.e.,
the most probable incorrect state). The contrast metric is not
limited to circuits with a single correct state, the extension for
multiple-state circuits can be easily performed by aggregating
the probabilities of all correct states into P (A).

The contrast range is [−1, 1], since it is possible for a circuit
to produce P (A) < P (B). To shift the range to [0, 1] and
to have lower values indicating a more reliable configuration
(as for AVF and PVF), the QVF is calculated as shown in
Equation 2:

QV F = 1− (Contrast+ 1)/2 (2)

A QVF close to zero indicates a clear contrast between
the correct state and the incorrect ones, with the correct state
presenting the highest probability. Thus, the probability of the
expected output state is very high compared to the other states.
Values close to one indicate that the correct states are not
even as probable as the incorrect ones, i.e., the incorrect state
is likely to be selected. QVF values around 0.5 mean that
the correct state and at least one incorrect state have similar
probabilities, which makes the identification of correct states
dubious.

B. Single Fault Injection

Our fault injector is built on top of the open-source and well-
documented Qiskit framework [7]. The fault injector operates
over a Qiskit’s QuantumCircuit object to generate new circuits
with the injected fault(s). As shown in Figure 4, to modify the
qubit(s) state(s) we apply a tuned stimulus using an additional
gate (an injector) to specific points of the quantum circuit.
This injector gate can be seen as the lines of code necessary
to modify the values of a register or the output of an instruction
in most traditional fault injectors.

To model the injected fault that, as discussed in Section III,
can have different phase shifts of different magnitude, we use
the U gate as injector. The U gate, which is the most flexible
one, can be described as:

U(θ, φ, λ) =

[
cos

(
θ
2

)
−eiλ sin

(
θ
2

)
eiφ sin

(
θ
2

)
ei(φ+λ) cos

(
θ
2

) ]
(3)

which receives three parameters:
• φ is the angle defined in the XY plane of the Bloch

sphere (a rotation angle on the Z axis);
• θ is the angle defined in the plane that includes the Z axis

and the vector representing the generic quantum state |ψ〉;
• λ is also a rotation on the Z axis.
The parameters for the U gate have been thus selected:

• φ = [0, 2π[ each 15◦;
• θ = [0, π] each 15◦;
• λ = 0

This angles combination results in 312 possible configurations
(injections) for each position in the quantum circuit.

The new faulty circuits can be transpiled and executed just
as one would execute a regular QuantumCircuit. The frame-
work is very flexible, and allows to execute the faulty circuits
in physical IBM-Q machines as well as other simulators, or
even export them as QASM [34] files to load and execute the
circuits on different systems.

To have a full understanding of the effects of faults in
quantum circuits execution, our fault injector can be executed
in three different scenarios. (1) Simulation without external
noise, which is ideal but not realistic. (2) Simulation of a
physical machine, tuning the noise over which the fault is
injected using the IBM-Q noise model. This represents a
realistic environment based on actual quantum computers. (3)
Physical execution on the available IBM-Q machine. In this
paper, we only present data obtained with scenario (2) and (3)
since scenario (1) cannot be achieved in the real world.

To have a broad evaluation of faults propagation, we inject
faults after each gate of the original circuit, simulating faults
in each one of the circuit operations (see Figure 4). Then, for
each possible fault we execute the faulty circuit 1, 024 times to
measure the probability distribution and QVF for that specific
fault.

C. Double Fault Injection

It is known that a single particle strike can impact multiple
qubits [15]. As depicted in Figure 3, the qubit closer to the
particle impact will suffer a larger phase shift [10]. Nonethe-
less, it is still unknown if the two superconducting qubits will
be affected by a shift of the same phase and direction.

QuFI is highly flexible, and allows to inject any type of
phase shift in any couple of qubits. For this paper, to study the
impact of multi qubits faults, we decided to inject a first fault
of a certain magnitude on a certain qubit and a second fault
of a smaller magnitude in a neighbor qubit (a qubit physically
close to the first one). In other words, the second qubit, which
we suppose to be farther from the particle impact, will be
affected by a phase shift, in any direction, that goes from 0 to
the magnitude of the shift of the first fault.

In QuFI the first fault is injected as specified in the previous
subsection, and, on top of that, we inject an additional fault
on the neighboring qubits separately. For ease of reading, we
denote the first injection as (θ0,φ0) and the second injection as
(θ1,φ1). The second injection is characterized by lower phase
magnitude for the two angles, i.e. θ1 ≤ θ0 and φ1 ≤ φ0.

A key information for the double fault injection is the under-
standing where to perform (θ1,φ1) injection, i.e., to identify the
qubits that are physically (not logically) close to each others.
Intuitively, this is similar to memory in traditional computing,
in which two bits that are logically next to each others are not
necessarily physically close. The transpiling (or transpilation
process) handles the logical-to-physical mapping of qubits,
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red one. As shown in Equation 2, QVF is calculated using the Michelson Contrast, where A is the probability of the expected
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(c) Quantum Fourier Transform.

Fig. 5: (a, b, c) QVF heatmaps for the different 4-qubit circuits for different values of φ and/or θ shifts. The green color
indicates a low QVF (the correct state can be confidently selected), the red color indicates a higher QVF (an incorrect output
is more likely to be selected), and the white color indicates a dubious output (i.e., correct and incorrect states have about the
same probability). The plot also shows dotted lines corresponding to the effect of common quantum gates (X,Y, S, T, Z) in
order to provide a quick reference for the fault effect in the qubit.

taking into account the machine topology. We executed the
transpiling process using the optimization level=3 in order to
have the most dense layout and to reduce as much as possible
the use of SWAP gates, which could change the ordering of
qubits. QuFI keeps track of the logical and physical qubits
throughout the transpiling process, and tags the qubits that are
neighbors after the transpiling process.

V. EXPERIMENTAL RESULTS

In this Section, we present the quantum circuits we tested
and the three different evaluations we perform to demonstrate
the flexibility of QuFI and to understand quantum circuits
reliability. (1) We first evaluate circuits with a fixed size

of 4 qubits, performing single fault injection. (2) Then, we
consider the impact of the number of qubits in the circuit
reliability, increasing the depth up to 7 qubits. (3) Finally, we
inject double faults to assess the impact of correlated qubits
corruptions.

A. Tested Quantum Circuits

We consider three of the most used and widely known
quantum circuits for our analysis.

Deutsch-Josza (DJ) circuit, given a function executed, is
able to identify if the function is constant or balanced. While
of limited practical use, Deutsch-Josza was the first algorithm
that showed that Quantum Computer could be faster than
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classical computers. Bernstein-Vazirani (BV) algorithm is an
extension of Deutsch-Josza that identifies a string encoded in a
function. Quantum Fourier Transform (QFT) is the quantum
analogue of the discrete Fourier transform. It applies a linear
transformation to qubits and it is particularly interesting as it
is a fundamental part of many quantum algorithms, such as
Shor’s factoring algorithm, Quantum Phase Estimation (QFE),
and the computing of discrete logs.

B. Fixed Width

Since a qubit fault is not binary, as discussed in Section III,
we need to inject a great number of possible phase shifts
for each fault location, and each injection can have various
impacts on the circuit output. We present the results of a total
of 18, 849, 792 fault injections. We start the fault injection
results analysis by showing, in Figure 5, the heatmap of the
QVF for the considered quantum circuits. We plot, for each
circuit, the QVF computed for each injected fault (i.e., the
injected φ and/or θ shifts). Each spot (φ, θ) represents the
QVF mean for all possible fault injections (qubit and position
in the circuit depth) for that specific (φ, θ) phase shift. In
Figure 5, we also superposed colored lines that correspond to
the impact that would be imposed by common quantum gates
(X,Y, S, T, Z) to the output value. E.g., a fault inducing a φ
phase shift of π is the equivalent of applying an additional Z
gate to the qubit. This is to better visualize the operative effect
of the faults.

The colors we have selected in Figure 5 help in quickly
visualizing the effect of the injection. Green (QVF < 0.45)
indicates that the circuit correct output is still the most
probable one, thus the fault has a minor impact. White
(0.45 < QVF < 0.55) indicates that the injection makes
the output to be dubious (i.e., the correct output cannot be
confidently selected). Finally, red (QVF > 0.55) indicates that
the injection effect is so high to make an incorrect output as
the most probable one. In other words, the green spots will
be masked faults, harmless to the circuit execution. Red spots
are to be considered silent errors that need to be mitigated.
Thus, circuits with a higher number of green and white spots
should be more robust than circuits with a higher number
of red spots. White spots are interesting since the output
lacks a distribution with a sufficiently high probability to be
considered the correct one, i.e., there are, unexpectedly, two or
more equally probable distributions. These undefined output
state can even be considered as detectable errors, since a
higher than expected number of high probability outputs is
produced.

It is worth noting that, to have a realistic evaluation, we
are injecting faults over the intrinsic noise of current quantum
computers. This is why a fault-free execution can still produce
incorrect outputs with a certain, albeit small, probability. A
fault-free execution in Figure 5 is the spot in position (φ =
0, θ = 0), and its color is not solid green (i.e., QVF > 0) due to
noise. Actually we found that, in some rare cases (∼0.9%), the
injections improve the circuit QVF compared to the fault-free
(but noisy) execution. The injected fault basically compensates

the noise effect, making the output state distribution clearer
and closer to the ideal (noise and fault free) case.

By varying only the |0〉-|1〉 probability on θ (i.e., the bottom
line where (φ = 0, θ = [0, π])), we will retain the original
phase φ value to isolate the effect of a shift in θ. The QVF
quickly degrades in the vicinity of an orthogonal shift (π2 or
90◦) where the direction starts to flip. As we move to a shift of
(φ = 0, θ = π), we reach the worst QVF value by effectively
reversing the |0〉-|1〉 probability. We observe a similar behavior
for the phase φ, except that the QVF for (φ = π, θ = 0) is not
as high as on the |0〉-|1〉 probability shift of (φ = 0, θ = π).
Thus, a shift in θ (i.e., a shift in the |0〉-|1〉 state probability)
is indeed more critical than a shift in φ.

It is worth noting that a combination of a θ and φ shift (e.g.,
(φ = π, θ = π) does not produce unacceptable QVFs (red
colors) for the circuits tested, as one could expect. In fact, it
has a tolerable effect for Bernstein-Vazirani and Deutsch-Jozsa
resulting in acceptable QVFs (green colors). This is not the
case for QFT, though, demonstrating that the fault criticality
is circuit-dependent. For instance, a fault of (φ = π, θ = π)
is critical for QFT, but is harmless for Bernstein-Vazirani and
Deutsch-Jozsa.

Interestingly, the QVF heatmaps in Figure 5 show that
the QVF, for Bernstein-Vazirani and Deutsch-Jozsa, is almost
symmetric on φ with respect to π. Actually, increasing the
phase magnitude from π towards 2π we are reversing the
phase back to the original value of φ. This is not the case
for Quantum Fourier Transform, that shows a not symmetric
QVF, with faults on the diagonal from (φ = 0, θ = 0) to
(φ = π, θ = π) having a lower QVF. As described next, and
shown in Figure 6, each qubit presents a unique reliability
profile, with some qubits showing a symmetric behavior while
others qubits present a more complex behavior.

QuFI can also be used to assess the reliability of individual
qubits. Similarly to AVF and PVF, one can use such informa-
tion to design and implement extra fault tolerance solutions
where they are more needed. Additionally, some physical
qubits may be more reliable than others due to the noise profile
(included in our evaluation). Thus, the reliability information
of individual logical qubits can also provide significant im-
provements for physical qubit mapping. An example of this
qubit assessment is represented by the heatmaps of Figure 6,
for the 4-qubit QFT circuit QVF. For lack of space we cannot
report the individual QVF for the other circuits, we use QFT as
a case study. Information about all the qubits of all the circuits
can be found in our public repository [35]. The profile of the
QVF is different for the different qubits. To better convey this
point, we take one phase shift as an illustrative example, which
is the highlighted square representing the injection with a shift
of (φ = π, θ = π

4 ). The QVF value associated to this square
is 0.4279 for the first qubit, 0.4922 for the second one, 0.5548
for the third and 0.6909 for the last qubit. Thus, the latter two
qubits generates silent errors while the injection in the former
one is masked, as it produces a sufficiently correct output. This
demonstrates how the fault effect can be significantly different
on different qubits and proves how our framework can indeed
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Fig. 6: (a, b, c, d) QVF heatmaps of the single qubits for a 4-qubit implementation of the QFT algorithm.
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Fig. 7: Histograms of the QVF distribution of the three considered circuits increasing circuit scale. For Bernstein-Vazirani (a)
and Deutsch-Jozsa (b) the number of qubits does not modify the reliability profile. For QFT (c), the higher the number of
qubits the higher the number of harmful faults.

be useful to assess their individual reliability.
Additionally, qubit 1 and 2 seem to tolerate faults as long

as the θ shift is lower than π
2 , and there is no tolerable effect

as we increase the shift in both angles to (φ = π, θ = π).
Qubit 3 and 4, in contrast, present even more tolerable effects
by producing acceptable QVF even for (φ = π

2 , θ = π
2 ).

C. Circuit Scaling

For quantum computers to compete with current supercom-
puters, solving real problems with the same scale (i.e., input
size or precision) but faster than current classical performance
(i.e., 1018 floating-point operations per second), they should
have hundreds of qubits, depending on the problem class [36].

For instance, Instantaneous Quantum Polynomial-Time
(IQP) circuits requires 208 qubits while Quantum Approxi-
mate Optimization Algorithm (QAOA) requires 420 qubits.
Moreover, Shor’s algorithm, that can be used to crack RSA
encryption, requires hundreds or even thousands of qubits to
factor numbers using 256 up to 2048 bits [37]–[39]. Thus, it
is important to evaluate the circuits reliability behavior as we
increase the circuit scale (i.e., the number of qubits and gates
applied).

To understand if increasing the scale of a circuit impacts
the fault propagation, we increase the number of qubits of
the tested circuits from 4 up to 7, performing an additional
fault injection campaign of 96, 804, 864 faults. We show the
histogram of each circuit and scale in Figure 7. The black
line depicts circuits using 4 qubits, red 5, green 6, and
blue 7 qubits. The QFT histogram, in contrast to Bernstein-
Vazirani and Deutsch-Jozsa, has a skewed distribution toward
the left side (lower QVF values), indicating a higher number of
acceptable values (green spots) compared to unacceptable ones
(red spots). The three circuits have a mean value about 0.45,
which would be in the range of detectable errors. However,
QFT has a lower standard deviation (higher peak), indicating a
higher number of detectable errors (white spots). Histograms
plotting and other image processing techniques are useful since
they provide a method to outline the reliability of a circuit in
a way that does not require human intervention. Such image
analysis methods could be applied to a large number of random
circuits and/or specific faults.

For Bernstein-Vazirani and Deutch-Jozsa, as shown in Fig-
ures 7a and 7b, the increase in circuit width and depth does not
change the QVF, indicating that the scaling of these circuits
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Fig. 8: QVF for Bernstein-Vazirani for (a) Single and (b) Double fault injection. (c) Details of the QVFs for all the possible
double faults injections, with the first fault injection fixed to (π, π).
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Fig. 9: Comparison of the QVFs for Bernstein-Vazirani be-
tween single and double fault injection.

does not impact the fault propagation. Obviously, increasing
the circuit scale is likely to increase the error rate since more
qubits are exposed. As any other work based on fault injection,
in this paper we are evaluating the probability for a fault to
propagate, assuming that a fault occurred. To measure the
probability of fault occurrence in a circuit would require field
or accelerate beam testing, which are out of the scope of this
work.

Interestingly, for QFT circuit, shown in Figure 7c, when we
increase the number of qubit the QVF tends to the average
value (i.e., lowering the standard deviation and increasing the
peak around 0.5). Thus, as QFT circuit scales up, the number
of harmless faults is reducing and the probability to have an
output where the final user cannot confidently select the correct
answer (e.g., 0.45 < QV F < 0.55) increases. It is worth
noting that the scaling of QFT is particularly critical, as QFT
is a fundamental piece of Shor’s algorithm and many other
algorithms. Unless this effect is mitigated, the algorithm will
hardly produce useful results when scaled up to hundreds of

qubits.
For some circuits, then, the reliability profile can be scale-

dependent. Thus, effective mitigation mechanisms for small
scale circuits may be ineffective for large scaled ones, and
the reliability profile should take into account the number of
qubits as well as circuit depth.

D. Multi Qubits Faults
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Fig. 10: Bernstein-Vazirani distribution histogram considering
all double faults combination.

In this subsection we describe the effect of injecting mul-
tiple faults in a circuit. As described in Section III-C, we
inject a fault in a qubit and an additional related fault of
lower magnitude on the neighboring qubits. The set of all the
possible qubit couples is identified during the transpilation
process, these couples will be the candidates on which the
double injection tests will occur.

To illustrate the effect of this multi-injection, we use the
Bernstein-Vazirani circuit as a case study, injecting a total of
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169, 594, 880 faults. Figure 8 shows the effect of multi qubits
injections on the circuit. These plots show the heatmap of the
QVF for Bernstein-Vazirani for (a) the single fault injection
(it is portion of what is shown in Figure 5, repeated here as a
reference), (b) the double fault injection QVF (averaging the
results obtained for all possible combinations of φ1 and θ1),
and (c) a detailed view for all possible double fault injections
with the first fault injection fixed to (φ0 = π, θ0 = π). For the
sake of brevity we restrict the fault injection to (0, π), since
we have already seen (in Figure 5) that for Bernstein-Vazirani
the heatmaps are symmetric with respect to φ = π.

Each square in Figure 8b for each θ0 and φ0 shift on the
first qubit shows the average among the QVFs of all the
possible values of θ1 and φ1 shifts on the second qubit, with
θ1 ≤ θ0 and φ1 ≤ φ0, as we assume the first qubit to be
closer to the particle impact. Figure 8c shows, for the specific
case of θ0 = π and φ0 = π, the QVF for all the possible
combinations of the second fault injections. All the explosion
plots for the remaining cases are publicly available in [35] for
further analysis.

Not surprisingly, the second injection worsens (increases)
the mean QVF (the number of red squares increases). In
particular, there is not the tolerable effect observed for the
single fault injection in the case of θ0 = π and φ0 = π (i.e.
there are no longer green squares on the top right corner of
the figure). However, in Figure 8a and 8b it is still possible
to observe a lower impact of the fault when both θ and φ
tend to π. In general, the colors in the areas different than the
θ0 = 0,φ0 = 0 (top-left, top-right, bottom-right) show colors
which tend to higher values of QVF, meaning that the circuit is
more prone to have the (double) fault propagated to the output.
This behavior is better highlighted in Figure 9, which shows
the ∆QVF, i.e., the difference between the single and double
fault injections QVF. The QVF worsens, particularly when the
phase shifts have higher magnitudes (close to (π, π)).

To have additional insights on the behavior of the double
fault injection, Figure 8c shows the QVF for the Bernstein-
Vazirani circuit obtained by fixing the phase shift in the first
qubit to φ0 = π and θ0 = π and injecting in the second
qubit a phase shift of φ1 ≤ π and θ1 ≤ π. In this sense it
is a depiction with increased granularity of the highlighted
square in Figure 8b. The gray plane indicates the QVF of the
first fault without further injections and serves as a reference
to show how much the QVF worsens when the second fault
is injected. It is possible to observe an interesting behavior
which resembles that present in Figure 8b (which gives a more
general depiction of the faults effect on QVF) and that consists
in a lower impact on QVF of the second injection when both
φ1 and θ1 assume values closer to π, while the worst QVF
values are obtained when only one of the two shifts is close
to π with the other tending to 0. In any case, for all possible
configurations, the QVF remains worse than the single fault
injection scenario.

Figure 10 shows the distribution of QVF for the single
(black color) and double (red color) fault injections on the
Bernstein-Vazirani circuit. The distribution related to the single
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Fig. 11: QVF comparison between simulation using IBM-Q
noise model and physical machine execution (IBM-Q Jakarta).

fault injection has a mean QVF of 0.4647 and a standard
deviation of 0.1818. On the other hand, the distribution related
to the double fault injection has a mean of 0.5338 and a
standard deviation of 0.1039. We can say that not only the
red distribution has a higher mean, but also that it is more
concentrated at higher values of QVF, supporting the claim
that a double fault actually has a higher (negative) effect on
the output.

E. Physical Machine

To demonstrate the QuFI versatility, we inject faults us-
ing a physical IBM quantum machine. We tested Bernstein-
Vazirani on the IBM-Q Jakarta quantum machine. Due to time
constraints for IBM physical machine reservations, we inject
only four specific phase shift faults, which corresponds to basic
gate operations (T, S, Z, and Y), in all possible fault positions,
resulting in a total of 53, 248 faults injected.

We compare the results with a simulation including the
IBM-Q noise model of the same machine. As we can see
in Figure 11, there is only a small variation in QVF for the
fault model types (e.g., absolute differences lower than 0.052),
which is expected since the noise is not static and may slightly
change the state probability distribution. Thus, it is safe to
assume that the results from simulation with noise models
are precise enough to provide insights into physical machine
executions.

VI. CONCLUSIONS

In this paper, we have proposed the Quantum Fault Injector
(QuFI) to better evaluate the sensitivity of quantum circuits
and qubits to transient faults. We have modeled transient faults
as phase shifts based on the latest studies and radiation experi-
ments performed on real quantum machines. We consider both
single and multiple faults which, according to [15], are going
to be common in quantum computers.

We inject faults in three of the most used and widely known
quantum circuits to demonstrate the flexibility of our fault
injector. The evaluations and insights derived from the fault
injection help identify the faults and qubits that are more
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likely to corrupt the output. Furthermore, we also evaluate the
circuit scaling impact on reliability, demonstrating the need of
our framework to help understand and mitigate the effects of
transient faults.
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