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Abstract

In this paper we propose a novel method for image
matching based on dense local features and tailored for
visual geolocalization. Dense local features matching is
robust against changes in illumination and occlusions, but
not against viewpoint shifts which are a fundamental as-
pect of geolocalization. Our method, called GeoWarp, di-
rectly embeds invariance to viewpoint shifts in the process
of extracting dense features. This is achieved via a train-
able module which learns from the data an invariance that
is meaningful for the task of recognizing places. We also
devise a new self-supervised loss and two new weakly su-
pervised losses to train this module using only unlabeled
data and weak labels. GeoWarp is implemented efficiently
as a re-ranking method that can be easily embedded into
pre-existing visual geolocalization pipelines. Experimental
validation on standard geolocalization benchmarks demon-
strates that GeoWarp boosts the accuracy of state-of-the-art
retrieval architectures. The code and trained models will be
released upon acceptance of this paper.

1. Introduction
Visual geolocalization (VG), i.e., the task of finding the po-
sition where a given photograph was taken, is a fundamen-
tal problem in numerous applications, such as robotics lo-
calization in GPS-denied environments or augmented real-
ity. This task is cast as an image retrieval problem where
the photograph to be localized (query) is matched against
a labeled database in the space of some global image rep-
resentations. Much of the recent literature in VG has fo-
cused on improving these global representations, moving
from aggregations of handcrafted local features [5, 20, 36]
to more powerful and compact CNN-based global descrip-
tors [4, 24, 11]. Nevertheless, since global descriptors sum-
marize the whole visual content in the image, they lack ro-
bustness to occlusions and clutter [38] and may fail to cap-
ture the similarity of two views with a small overlap [23].

Using sparse local invariant features to establish direct
geometrical correspondences among images is an effective

Figure 1. The appearance of two different views of the same place
may differ significantly, thus making it hard to match them. Our
method warps both images to a closer geometrical space and then
computes their similarity using deep dense local features.

way to solve this problem in general visual matching tasks.
In visual geolocalization this solution is compromised by
the fact that different images of the same place may have
strong visual differences from one another, e.g., due to illu-
mination or seasonal variations [28]. In such circumstances
the detection of keypoints becomes unreliable, causing non-
repeatable local invariant features [42, 40]. A few recent
studies in visual geolocalization have demonstrated that this
problem can be circumvented by removing the detection
step altogether and using dense grids of local features to
match places across strong visual shifts [42] or with few tex-
tures [40]. However, the robustness acquired by removing
the detection step comes at the cost of a reduced invariance
to geometric transformations.

Since viewpoint shifts are a fundamental problem of vi-
sual geolocalization, we propose a new dense matching
method, called GeoWarp, that is endowed with some invari-
ance to geometric transformations. Our dense matching is
a trainable operation that learns an invariance that is mean-
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ingful for the task of recognizing places, in a data driven
manner (see Fig. 1). Being an operation dependent on the
two images to be matched, it cannot be applied database
wide since it would have to be computed again for each
query. Therefore, we first perform a neighbor search on
the database using state-of-the-art global descriptors, and
then apply our novel dense matching on the shortlist of re-
trieved results to re-rank them. On a technical level, our
dense matching revolves around a new lightweight warping
regression module that can be efficiently trained in a self-
supervised fashion, which makes it possible to train it on
unlabeled data. To further improve the results we devise
two weakly supervised losses, which allow the network to
gain robustness to common issues such as occlusions and
appearance shifts, requiring only weak labels from each im-
age.

Contributions:

• We introduce a new dense matching method, tailored
for visual geolocalization, that has an intrinsic invari-
ance to viewpoint shifts. This dense matching can be
easily integrated into standard retrieval pipelines for
geolocalization.

• We present a new trainable method for pairwise im-
age warping. This module is trained with three new
losses: a self-supervised loss and two weakly super-
vised losses, that allow to rely only on unlabeled data
or take advantage of weak labels, which are commonly
available for visual geolocalization datasets.

• We present an extensive ablation and demonstrate on
several standard datasets for visual geolocalization that
our method significantly boosts the accuracy with a
wide variety of retrieval networks.

2. Related works
Local features Image retrieval has been historically ap-
proached with sparse local features using hand-crafted tech-
niques such as SIFT [26] and SURF [6]. Such features are
typically aggregated into fixed-length vectors such as bag-
of-visual-words [32] or VLAD [2] to ensure efficient simi-
larity computation. To overcome challenges related to vari-
ations in viewpoint, sparse local features methods often rely
on spatial verification using RANSAC [16]. Alternatively,
[42] proposes using dense local features coupled with the
generation of synthetic images simulating multiple views of
the same scene. Although most CNN-based methods rely
on global descriptors [4, 24, 30, 33, 41, 18], recent works
[31, 11] show promising results employing deep local fea-
tures followed by spatial verification.

Global features Since the advent of deep learning, im-
age retrieval systems have been predominantly based on

global features descriptors extracted by convolutional archi-
tectures. In such systems, images are passed to a convolu-
tional encoder to extract dense local features, which are then
fed into aggregation or pooling layers such as NetVLAD [4]
or GeM [33]. Such networks are trained with ranking based
losses for visual geolocalization [4, 24], whereas classifica-
tion losses are commonly employed for the related task of
landmark retrieval [33, 30, 41, 18].

Re-ranking techniques Re-ranking techniques are com-
monly used in image retrieval to re-assess the retrieved pre-
dictions produced by the retrieval system, trading compu-
tational time for a boost in accuracy. A common method
is query expansion [13, 18, 1, 33], where the results of a
first search are filtered and aggregated to perform a second
search. An alternative to query expansion is given by diffu-
sion [15, 45], a family of methods which aim at exploiting
the context similarities between all elements of the database
to unveil the data manifold, which is not captured by the
pairwise similarity search. Closer to our approach, other
works [31, 11, 40, 37] perform a first retrieval search us-
ing global features, following it with a post-processing step
done with local features (spatial verification). Among these,
the closest to our work is [40] which, as in our method,
uses the same encoder both to generate a global descriptor
for the nearest neighbor search and to extract dense local
features for re-ranking. However, the dense local features
are used to find an accurate camera pose through RANSAC
[16], whereas we perform a learned pairwise transformation
before local features extraction.

Geometric image transformation Traditionally, corre-
spondences between pairs of images have been computed
by finding points of interest and extracting local descriptors
from such points [6]. More recent works rely on features ex-
tracted from CNNs, which can be used as input for a second
deep neural network [9, 14, 35, 22, 10, 34] or to a RANSAC
algorithm [40]. In particular, [14] proposes to slightly per-
turb the patch of an image with a homography, which is then
predicted with a regression VGG-like network. [40] and [9]
use local features followed respectively by RANSAC [16]
and DSAC [8] to predict the 6DOF camera pose within a
given 3D environment. [22] uses a Siamese CNN to predict
a thin-plate spline transformation between two images of
birds, while [35] extends the method to work on image in-
stances from other classes than birds. Both methods rely on
a pair of images with foreground objects from the same cat-
egory, with little to no occlusion, to estimate a transforma-
tion from one image to the other. While keeping in consid-
erations valuable lessons learned from previous works, we
instead propose a pairwise transformation, aimed at mor-
phing both input images. This ensures clutter or unwanted
elements to be removed from both of them, while being ro-
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bust to pairs of images with little visual overlap. More-
over, to ensure robustness of the network to occlusions and
dynamic objects, we propose two novel weakly supervised
losses, which leverage photos from the same scene taken
over the years.

3. Method
We consider the problem of geolocalizing an unseen RGB
image Iq given a gallery of geotagged images G =
{(Ii, zi)}, where zi is the GPS coordinate of the image
Ii. We further assume having a training dataset of geo-
tagged images T , divided into training queries and training
gallery. We propose to address the visual geolocalization
problem by first performing a similarity search over G based
on global descriptors, which produces a set of predictions
P ⊂ G. Then, we use a novel dense matching method to
sort the top predictions in P based on a similarity measure
with the query computed from dense local descriptors.

3.1. Place retrieval with global descriptors

As a first step, our method implements a classic pipeline for
place retrieval based on global image descriptors. To gener-
ate the global descriptors we utilize a CNN that is composed
of two elements:

• A convolutional encoder E, that takes an image and
outputs a tensor f ∈ Rhf×wf×C . The tensor f can be
interpreted as a dense hf × wf grid of C-dimensional
local feature descriptors and we denote the local fea-
ture at the spatial position (i, j) of the grid as f(i, j);

• A layer A that takes the tensor f and produces a vecto-
rial representation of the image either by aggregation
(e.g., NetVLAD [4]) or by pooling (e.g., GeM [33]).

Namely, given an image I , its global descriptor is A(E(I)).
This network is trained specifically for place retrieval us-
ing a triplet loss and following the protocol from [4]. At
inference time, given a new query Iq we perform a near-
est neighbour search over the gallery G in the space of the
global descriptors, which yields the set of predictions P .

3.2. Re-ranking with dense local descriptors

We propose to re-rank the predictions P by recomputing
their similarity to the query Iq using dense local feature de-
scriptors. Although sparse invariant local features are suc-
cessfully used in various visual matching problem, in vi-
sual geolocalization they have shown limited reliability due
to the challenging visual conditions that can cause failures
in the keypoint detection [47]. On the other hand, directly
matching densely sampled local features has shown great
promise [42, 40] at the cost of a limited invariance to view-
point shifts. To overcome this limitation we re-rank the pre-
dictions P using a new trainable matching operation, tai-
lored for visual geolocalization, that learns to extract dense

local features that, to some extent, are invariant to viewpoint
shifts (see Fig. 2).

To endow the feature extraction process with invariance
to viewpoint shifts, we propose a warping regression mod-
ule W that takes the query Iq and a prediction Ip ∈ P and
estimates a homographic transformation for each of the two
images. The mapping from images to homographic trans-
formations is learned from the data with the goal to better
align two different views of a same scene, even when they
have limited overlap. The regression module will be de-
tailed in Sec. 3.3. For now, we indicate its mapping as

W (Iq, Ip) = [tq, tp] (1)

where tq ∈ R8 and tp ∈ R8 are the estimated parameters
for the transformations: they can be seen as the four points
needed to extract a homography matrix for the eight-point
transformation [19], with the remaining four points being
the corners of the image (see Fig. 2). With the estimated
parameters tq and tp, the images Iq and Ip can be trans-
formed using the well known eight-points transformation
[19] to generate two warped images Îq and Îp. Hereinafter
we will denote this transformation as

Îq = proj(Iq, tq)

Îp = proj(Ip, tp)
(2)

As it will be discussed in Sec. 3.4, this learnable transforma-
tion is trained to bring two overlapping views of the same
location to a closer perspective. However, when the two im-
ages depict a different scene, the limited effect of the pro-
jection does not affect the final proximity of both images.
Qualitative results of the projection are shown in Fig. 3 and
in the supplementary material.

Finally, we extract dense local features from the warped
images Îq and Îp, by means of the same encoder E that
was trained for producing global image representations
(Sec. 3.1), i.e.,

f̂q = E(Îq)

f̂p = E(Îp)
(3)

Using the same encoder E that was trained specifically for
place retrieval helps to produce features that are highly dis-
criminative for locations. The output of the proposed oper-
ation is a similarity score between the query and prediction
using the distance between the local features of their warped
counterparts, i.e.,

dp =

wf−1∑
i=0

hf−1∑
j=0

f̂ q(i, j)
T f̂p(i, j) (4)

This procedure is repeated for all the predictions in P ,
which are finally sorted according to the scores yielded
by (4). This makes the time complexity of our re-ranking
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Figure 2. Diagram of our architecture’s functioning at inference time. The warping regression module is entitled with estimating two
quadrilaterals tq and tp from the two images on the left (query and prediction). The images are then warped with a homography, and their
similarity is computed on their deep dense local features. Note that an ideally perfect warping which generates very similar images would
be counterproductive, as images taken far away (i.e. a query-negative pair) would end up with a similar features representation.

method O(|P|). Since the number of predictions that needs
to be processed is usually small (|P| ≪ |G|), the approach
is suitable for large-scale geolocalization problems.

3.3. Warping regression module

The warping regression module W in (1) was inspired by
[35], albeit we limit it to homographies. Homographies aim
at describing the relationship between representations of co-
planar points in a scene as projected onto different viewing
planes. In visual geolocalization planar surfaces are abun-
dant, as buildings’ facades often represent the most discrim-
inative characteristic of a place, making homography ideal
for our purpose. W consists of three steps (Fig. 2). First, we
extract the features from the two images using the encoder
E, i.e.,

fq = E(Iq)

fp = E(Ip)
(5)

Note that E has a threefold purpose: it is used in the global
descriptors extraction, the warping module and the final
similarity score computation (4).

Then, the features are fed to a matching layer M that
computes the correlation map cqp ∈ Rhf×wf×(hf×wf ) be-
tween each pair of local feature descriptors from fq and fp,
i.e.,

cqp(i, j, k) = f q(i, j)
Tfp(ik, jk) (6)

For the sake of brevity, we write the matching operation as

M(fq, fp) = cqp (7)

We remark that this layer is differentiable and parameterless
and we refer to [35] for further details.

Finally, the correlation map cqp is given as input to a con-
volutional network R that is designed to estimate the trans-
formations of the two images. In particular, the network R
estimates 4 points on each of the two images, i.e., a 16D

vector. Formally, we denote this operation as

R(cqp) = [pq1, . . . ,pq4︸ ︷︷ ︸
tq

,pp1, . . . ,pp4︸ ︷︷ ︸
tp

] = [tq, tp] ∈ R16

(8)
where pq1, . . . ,pq4 are four points on Iq , pp1, . . . ,pp4 are
four points on Ip, and the notation [tq, tp] denotes the con-
catenation of the two vectors (see Fig. 2).

Combining (5), (7) and (8) the warping regression (1) is
summarized as,

W (Iq, Ip) = R
(
M(E(Iq), E(Ip))

)
= [tq, tp] (9)

Although our warping regression module W is inspired
by [35], it introduces some notable novelties. The first dif-
ference arises from the use case of the warping operation.
While [35] regresses a geometric transformation for generic
image matching, we focus specifically on the geolocaliza-
tion problem. As already mentioned, we use the same en-
coder E that was trained for place retrieval, which means
that we do not need to train a second encoder and that the
extracted features encode more discriminative information
for distinguishing places.

The second and most important difference is that the
transformation module in [35] is designed to estimate only
the transformation of one image while keeping the other
one unchanged. On the contrary, our solution considers the
more general problem in which both images can be trans-
formed. In the spirit of deep learning, we let the module
itself learn from the data whether and how much each of
the two images should be transformed. This ensures greater
flexibility and the possibility of achieving greater similarity
between the generated pair. This is demonstrated quantita-
tively in the experiments presented in Sec. 4, and qualita-
tively in Fig. 3 and in the supplementary material. This sec-
ond difference also implies that the training procedure from
[35] is not applicable to our case. Therefore, we propose a
new training protocol, which is discussed next in Sec. 3.4.
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Figure 3. Qualitative results: the first column represents a query-
prediction pair, the second column shows warping on the predic-
tion using [35], the third shows warping on the query using [35],
and the rightmost column is our pairwise warping.

3.4. Training the warping regression module

To train the warping regression module W in a fully super-
vised way we would need a dataset with training quadru-
plets {Ia, Ib, ta, tb}, where Ia and Ib are two images of the
same location viewed from different viewpoints and ta and
tb are the ground truth parameters of the homographic trans-
formations. Given the lack of such a dataset, we propose a
training procedure that combines a new self-supervised loss
Lss (Sec. 3.4.1), as well as two novel weakly supervised
losses Lfw and Lcons (Sec. 3.4.2). Hence, the total loss is

Ltotal = λssLss + λfwLfw + λconsLcons (10)

Before proceeding with detailing the terms in (10), we
point out that: i) the matching layer M is parameterless, and
ii) the encoder E was previously trained for place retrieval
and its parameters are kept frozen when training W . This
second point also ensures that when training W we can rely
on features that are optimized for the geolocalization task.

3.4.1 Self-supervised training

We propose to generate training quadruplets {Ia, Ib, ta, tb}
from a single training image and train the regression net-
work in W in a self-supervised fashion. Let us consider a
generic training image I with shape w × h. We define a
procedure to randomly sample the corners of a quadrilateral
on I:

p1 =
[
U(0,k)∗w

2 , U(0,k)∗h
2

]
p2 =

[
w − U(0,k)∗w

2 , U(0,k)∗h
2

]
p3 =

[
w − U(0,k)∗w

2 , h− U(0,k)∗h
2

]
p4 =

[
U(0,k)∗w

2 , h− U(0,k)∗h
2

]
s.t.

p1[0] = p4[0]
p2[0] = p3[0]

(11)

where U(a, b) is the uniform distribution and k ∈ [0, 1] is
a constant. When k approaches 0 the four points are close

Figure 4. Self-supervised generation of training quadruplets
{Ia, Ib, ta, tb} from a single training image I (left). By construc-
tion tz is known, and so are its projections ta and tb.

to the corners of I , whereas higher values move them to-
wards the center of the image. An example with k = 0.8
is shown in Fig. 4, and more examples with other values of
k are shown in the supplementary material. The two con-
straints in (11) impose that the four points delimit a quadri-
lateral with two vertical parallel sides. This introduces a
bias towards vertically aligned images, which represent the
standard in visual geolocalization datasets [2, 42, 44, 12,
29, 46, 7, 27], as well as in real world application (e.g. au-
tonomous vehicles imagery and user-generated photos). We
apply the procedure (11) twice to generate two trapezoids
on I , which we denote as tx = [px1, px2, px3, px4] ∈ R8

and ty = [py1, py2, py3, py4] ∈ R8. By construction,
the intersection tx ∩ ty , is never empty and we define
tz = [pz1,pz2,pz3,pz4] as the widest trapezoid with two
vertical edges within the intersection (see Fig. 4).

Then, we generate the training quadruplet from I , tx, ty
and tz by homographic projection:

Ia = proj(I, tx) ta = proj(tz, tx)
Ib = proj(I, ty) tb = proj(tz, ty)

(12)

Note that in (12) we have used the same notation that was
introduced in (2) to indicate both the homographic projec-
tion of an image and the projection of a set of four points.
Albeit not accurate, this prevents further encumbering the
notation.

Finally, we define the self-supervised warping loss as

LSS = ∥W (Ia, Ib)− [ta, tb]∥2 (13)

This loss guides the network to learn to estimate the points
describing the area where the two input images intersect.

3.4.2 Weakly supervised losses

The synthetic quadruplets produced by the self-supervised
method presented in Sec. 3.4.1 can be used effectively to
train the network, however they do not provide a realis-
tic representation of the data distribution presented at in-
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Figure 5. Examples of data used for training. With self-supervised
generated images we have the advantage of knowing the inter-
section’s ground truth, while the use of weakly supervised query-
positive pairs better simulates a test-time situation.

ference time by query-predictions pairs. The synthetic im-
ages, being extracted from a single image, contain the same
dynamic objects (such as vehicles and pedestrians) as well
the same textures (i.e., same color of the sky, same vegeta-
tion). On the contrary, the pairs of queries and predictions
seen at inference time are photos taken at different times,
sometimes months or years apart. This might result in an
accuracy drop during inference. To mitigate this unwanted
behaviour, we propose to use pairs of queries and predic-
tions from the training set T , which we mine in a weakly
supervised fashion (see Fig. 5). Formally, we form these
pairs by taking all pairs of training queries {(Iq, zq)} and
training gallery samples {(Ig, zg)} that satisfy these con-
straints:

dgeo(zq, zg) < tgeo (14)

∥A(E(Iq)), A(E(Ig))∥2 < tfeat (15)

where dgeo(a, b) is the geographical distance between the
location of two images, i.e., the distance in meters com-
puted from their tagged GPS coordinates, tgeo is a distance
threshold (usually set to 25 meters) and tfeat is a thresh-
old in the features space. Constraints (14) and (15) impose
that the image from the gallery is taken in the proximity of
the query, and that the two are similar in the features space,
making it very unlikely for the two images to contain a dif-
ferent scene. This mining is performed once, before the
start of the training, and it generates a set of pairs of images
{(Iq, Ig)}, where Iq is a training query and Ig is its related
positive. Note that the same query image might be repre-
sented more than once in the set, while others might not
belong to it. We use this set of training pairs in conjunction
with two new weakly supervised losses.

Features-wise loss The first weakly supervised loss is de-
signed to ensure that the features extracted from the train-
ing pair after warping are as close as possible, as this is the
goal of the matching operation. The features-wise loss is
constructed as follows. First, we regress the homographies
from the pair of images using the warping regression mod-

ule W , warp them and extract their features, i.e.,

W (Iq, Ig) = [tq, tg]

f̂q = E (proj(Iq, tq))

f̂g = E (proj(Ig, tg))

(16)

Afterwards, we compute the features-wise loss as

Lfw =

wf−1∑
i=0

hf−1∑
j=0

(
f̂ q(i, j)

T f̂g(i, j)
)2

(17)

While the self-supervised loss (13) might rely on dynamic
objects or lighting conditions to learn an estimate of the
warping, this loss guarantees the output to be robust to such
scene variations.

The loss Lfw has some similarities with the VGG-based
perceptual loss [17], as both losses aim at reducing the dis-
tance between two images after projecting them into fea-
tures spaces. However, differently from the perceptual loss,
our Lfw computes a similarity between the two images us-
ing only high level features that are extracted from the last
convolutional layer of the encoder. Since the encoder is pre-
viously trained on a visual geolocalization task, this ensures
that the features are mostly extracted from parts of the im-
age which are informative for this task. In this way the net-
work’s generated homography will focus mostly on static
objects, whereas using a perceptual loss would force the
network to learn a homography based on the entire scene
represented in the image.

Consistency loss Given the lack of homography labels in
our task, we propose to use self-generated pseudo-labels as
ground truths to further improve the robustness. We gener-
ate the pseudo-labels as follows:

1

N

N∑
i=1

τ−1
i (W (τi(Iq), τi(Ig))) = [t′q, t

′
g]

1

N

N∑
i=1

τ−1
i (W (τi(Ig), τi(Iq))) = [t′′g , t

′′
q ]

[t∗q , t
∗
g] =

[t′q, t
′
g] + [t′′q , t

′′
g ]

2

(18)

where τ is used to indicate an invertible geometric trans-
formation applied to the images, τ−1 is its inverse applied
to the estimated points, N represents the number of trans-
formations to apply, and [t∗q , t

∗
g] are the generated pseudo-

labels for the required homography. Note how using a
higher number of transformations (N ) guarantees for the
pseudo-labels to be more accurate (i.e. closer to the ground
truths), at the expense of computational requirements. After
detaching [t∗q , t

∗
g] from the computational graph, we define
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the consistency loss as follows:

Lcons =
1

2N

N∑
i=1

(
τ−1
i (W (τi(Iq), τi(Ig)))− [t∗q , t

∗
g]
)2

+

(
τ−1
i (W (τi(Ig), τi(Iq)))− [t∗g, t

∗
q ]
)2

(19)

A trivial solution for minimizing the consistency loss Lcons

is to teach the warping regression module to extract points
at the corner of the images, effectively making the whole
warping regression module and homographic projection an
identity transformation. This is clearly seen in Tab. 3, where
it is shown that Lcons on its own brings no advantage, while
the improvements are noticeable when it is combined with
the other losses.

4. Experiments

4.1. Setup

Datasets and metric We evaluate our method on two stan-
dard visual geolocalization datasets: Pitts30k [4] and R-
Tokyo [44]. The metric used to validate the results is the
recall@1 as defined in [4], i.e., the percentage of queries
for which the first prediction is not further than a certain
threshold. In our experiments we show results for com-
monly used thresholds [4, 24, 38, 43, 3], namely 10m, 25m,
and 50m, corresponding to different accuracy requirements
(from finer to coarser).

Implementation details We test our dense matching on
top of various retrieval systems, using different encoders
(AlexNet [25], VGG16 [39] and ResNet50 [21]) and ag-
gregation layers (GeM [33] and NetVLAD [4]). Prior to the
matching layer, the feature maps produced by the encoder
are resized to 15× 15×C, where C is the number of chan-
nels at the last convolutional layer, to ensure that the method
works with images of different sizes. The correlation map
outputted by the matching layer is then passed to the ho-
mography regression, implemented through a sequence of
six convolutional layers and a fully connected layer with
output dimensionality 16. This final layer is initialized with
weights set to 0, and with biases such that the initial esti-
mated points (prior to any training) correspond to the four
corners of the input images. We use a batch size of 16 gen-
erated image pairs for the Lss and 16 query-positive pairs
for the weakly supervised losses. We train the warping re-
gression module for 50000 iterations. Regarding the consis-
tency loss Lcons, we use N = 2 geometric transformations,
namely the identity transformation and an horizontal flip.
We set tgeo to 25 meters, tfeat = 1.2, |P| = 5, and the
warping coefficient k to 0.6 (see an ablation on k in Fig. 6).
Finally, we set λss = 1, λfw = 10, and λcons = 0.1.

Backbone Method Pitts30k R-Tokyo
10m 25m 50m 10m 25m 50m

AlexNet GeM 50.4 65.3 70.7 19.2 23.2 24.2
AlexNet GeM + GeoWarp (ours) 61.5 74.7 78.4 27.9 34.0 34.7
AlexNet NV 64.8 78.7 83.1 41.8 45.8 46.8
AlexNet NV + GeoWarp (ours) 67.6 80.8 84.4 44.1 48.8 49.5
VGG16 GeM 55.4 70.6 76.3 33.7 40.4 45.8
VGG16 GeM + GeoWarp (ours) 65.3 79.2 83.1 49.2 55.9 58.6
VGG16 NV 67.2 82.5 86.5 50.2 56.9 59.9
VGG16 NV + GeoWarp (ours) 70.2 83.3 86.7 54.5 61.6 63.6

ResNet-50 GeM 68.3 81.4 84.4 36.0 41.8 45.5
ResNet-50 GeM + GeoWarp (ours) 70.4 82.7 85.6 44.1 49.5 51.9
ResNet-50 NV 70.2 84.3 87.3 65.0 72.4 74.4
ResNet-50 NV + GeoWarp (ours) 72.1 84.8 87.8 69.7 74.4 75.4

Table 1. Recall@1 of well-established baseline methods with and
without GeoWarp. NV stands for NetVLAD [4].

4.2. Results

The results of the experiments are reported in Tab. 1. We
see that GeoWarp achieves a substantial improvement with
all the configurations of encoder and aggregation methods.
Notably, the impact of GeoWarp is stronger with GeM than
with NetVLAD. In general, we see that NetVLAD provides
better embeddings than GeM, thus reducing the impact of
our method. However, this comes at the cost of using global
descriptors that are 64 times heavier than GeM’s, making
it unsuitable for large-scale problems. Considering that
GeoWarp’s computation time does not depend on the size
of the gallery, the results achieved with a compact descrip-
tor as GeM proves that our solution is viable for large-scale
problems.

4.3. Comparison with other methods

We compare the performance of GeoWarp to state-of-the-
art re-ranking solutions for visual geolocalization and land-
mark recognition. First, we consider two popular tech-
niques for image retrieval problems, query expansion (QE)
and diffusion. For QE, we use the official implementation
from Gordo et al. [18] which combines it with database-
side augmentation (DBA). For diffusion, we use the imple-
mentation from Yang et al. diffusion [45]. In both cases,
extensive grid searches were performed to find the best hy-
perparameters. We compute results for DenseVlad [42] and
SuperGlue [37] using the implementations provided by the
respective authors. We compare to the spatial verification
approach from DELG [11], using the official implementa-
tion trained on the Google Landmark Dataset [31]. Given
the nature of the method, it cannot be fine-tuned on vi-
sual geolocalization datasets in a weakly supervised man-
ner. We compare to InLoc [40], which uses dense local fea-
tures to re-rank the predictions via RANSAC. Lastly, since
our warping regression module was inspired by Rocco et al.
[35], we test the dense matching strategy from GeoWarp,
but replacing our module W with the one from [35]. In par-
ticular, we use their released VGG16-based model trained
on images from Google StreetView in Tokyo.
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Backbone Method Pitts30k R-Tokyo
10m 25m 50m 10m 25m 50m

VGG16 NV 67.2 82.5 86.5 50.2 56.9 59.9
VGG16 NV + QE + DBA [18] 66.5 82.3 86.4 51.2 58.2 62.3
VGG16 NV + diffusion [45] 65.1 80.9 85.5 52.2 58.6 62.0
VGG16 NV + Rocco et al. [35] 68.4 81.9 85.7 51.9 59.3 61.0
VGG16 InLoc [40] 44.5 72.8 79.5 36.4 49.5 53.5
VGG16 NV + GeoWarp (ours) 70.2 83.3 86.7 54.5 61.6 63.6

- DenseVLAD [42] 63.6 77.3 81.6 35.4 39.4 40.1
- SuperGlue [37] 72.0 84.9 88.1 65.3 73.1 74.7

ResNet-50 NV 70.2 84.3 87.3 65.0 72.4 74.4
ResNet-50 NV + QE + DBA [18] 68.6 83.7 87.1 66.7 72.1 74.1
ResNet-50 NV + diffusion [45] 67.6 81.6 85.1 62.3 69.0 72.4
ResNet-50 DELG [11] 65.4 83.0 88.0 60.6 73.0 75.1
ResNet-50 NV + GeoWarp (ours) 72.1 84.8 87.8 69.7 74.4 75.4

Table 2. Recall@1 of state-of-the-art methods for geolocalization
and retrieval. NV stands for NetVLAD [4]. Note that Den-
seVLAD does not use a CNN backbone, while SuperGlue uses
one ad hoc.

The results of all methods are reported in Tab. 2, which
shows that on average GeoWarp gives more accurate results
than all other methods, on varying distance thresholds. We
see that both diffusion and QE+DBA fail to achieve signifi-
cant improvements. This is likely due to the fact that visual
geolocalization datasets usually have just a few positives
per query, whereas these methods work best with landmark
retrieval datasets, where positives are abundant. The spa-
tial verification with DELG [11] shows slight improvements
only when using a high distance threshold (50m) for posi-
tive results. InLoc [40] proves detrimental for re-ranking
NetVLAD’s global features, which is likely due to its re-
liance of low level local features (extracted from the VGG’s
conv5 and conv3) which are not robust to outdoor scene
variations. Finally, the dense matching using the warping
from Rocco et al. [35] does give a small improvement, par-
ticularly on the 10m and 25m distance thresholds. However,
this improvement is, on average, 2% less than when us-
ing our warping, confirming the importance of our pairwise
warping architecture and geolocalization-specific losses.

4.4. Ablation study

We perform an extensive ablation study (see Tab. 3) to ver-
ify the significance of each term in the total loss (10). We
see that without the guidance of the self-supervised loss
(13), re-ranking with local features is generally detrimen-
tal with respect to the baseline. As expected, using solely
the consistency loss gives results on par with not training
the homography regression, as the warping simply performs
an identity transformation. While the effect of separately
applying each of the two weakly supervised losses leads
to similar results, the orthogonality of each loss’s gains is
clear, as the three losses combined achieve best results.

We also perform a second ablation study focused on the
parameter k used in the self-supervised training method.
Figure 6 shows the recall@1 curves at different values of
k. We observe that higher values of k are better for coarser

Features
type λss λfw λcons

VGG16
GeM

VGG16
NV

ResNet50
GeM

ResNet50
NV

global 0 0 0 70.5 85.1 82.9 86.4
local 0 0 0 74.3 83.2 78.2 80.7
local 0 0 0.1 74.2 83.1 78.3 80.8
local 0 10 0 74.3 82.9 78.1 80.9
local 0 10 0.1 74.3 83.0 77.8 80.8
local 1 0 0 78.6 87.0 84.2 87.0
local 1 0 0.1 78.8 87.1 84.3 86.8
local 1 10 0 78.8 87.1 84.6 86.9
local 1 10 0.1 79.0 87.2 84.5 87.2

Table 3. Ablation results over the three losses on the validation set
of Pitts30k [4].

Figure 6. Ablation of warping coefficient k. Higher k correspond
to more aggressive warping, which is useful when a rougher esti-
mate of the position is needed.

localization problems. This is due to the fact that a high k
produces more difficult training images, inducing the warp-
ing regression module to learn more aggressive homogra-
phy transformations. On the other hand, when the goal is to
achieve a more precise localization it is undesirable to warp
too much the query-prediction pairs, and a lower k is more
appropriate. Qualitative results of the effect of the parame-
ter k are reported in the supplementary material.

5. Conclusions

We have presented GeoWarp, a novel method for image
matching tailored for visual geolocalization. GeoWarp
combines the robustness of deep dense local features to clut-
ter and lighting variations with a learnable architecture that
provides invariance to viewpoint shifts. This novel archi-
tecture is trained with novel loss functions that only require
unlabeled data or can take advantage of weak labels. We
evaluate GeoWarp on two well-established datasets, demon-
strating the soundness of our approach against state-of-the-
art retrieval and geolocalization methods, over which we
show significant improvements.
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