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#### Abstract

The antiproton experiment PANDA at FAIR is designed to bring hadron physics to a new level in terms of scope, precision and accuracy. In this work, its unique capability for studies of hyperons is outlined. We discuss groundstate hyperons as diagnostic tools to study non-perturbative aspects of the strong interaction, and fundamental symmetries. New simulation studies have been carried out for two benchmark hyperon-antihyperon production channels: $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ and $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$. The results, presented in detail in this paper, show that hyperon-antihyperon pairs from these reactions can be exclusively reconstructed with high efficiency and very low background contamination. In addition, the polarisation and spin correlations have been studied, exploiting the weak, self-analysing decay of hyperons and antihyperons. Two independent approaches to the finite efficiency have been applied and evaluated: one standard multidimensional efficiency correction approach, and one efficiency independent approach. The applicability of


[^0]the latter was thoroughly evaluated for all channels, beam momenta and observables. The standard method yields good results in all cases, and shows that spin observables can be studied with high precision and accuracy already in the first phase of data taking with PANDA.

## 1 Introduction

The Standard Model of particle physics has proven successful in describing the elementary particles and their interactions [1]. However, it still falls short in explaining many of the basic features of the nucleon, features that to this day remain the objects of intensive research: spin [2,3], size [4-7], intrinsic structure $[8,9]$ and abundance, i.e. the excess of nucleons compared to antinucleons in the universe [10].

One of the nucleons, the proton, is the most stable composite system we know. In order to study its properties, we therefore need to distort or break it by scattering something
on it, for example an electron, or by adding some energy and thereby excite it. A third option is to replace one or several of the building blocks [11]. The latter is the main concept of hyperon physics: one or several light $u$ or $d$ quarks in the nucleon is replaced by strange ones. ${ }^{1}$ The mass of the strange quark is $\approx 95 \mathrm{MeV}$, which is $\geq 20$ times larger than the light $d$ and $u$ quark masses. The strange quark in a hyperon is therefore expected to behave a bit differently than the light quarks, for example it will be less relativistic. Furthermore, a larger part of the mass of a hyperon comes from the quarks compared to the nucleon. However, the mass of the strange quark is much smaller than the mass of the hyperon itself, in contrast to the more than ten times heavier charm quark. Hence, strange hyperons are sufficiently similar to nucleons for comparisons to be valid, for example assuming approximate $\mathrm{SU}(3)$ flavour symmetry.

By being unstable, hyperons reveal more of their features than protons. In particular, the weak, parity violating and thereby self-analysing decay of many ground-state hyperons make their spin properties experimentally accessible. This makes hyperons a powerful diagnostic tool that can shed light on various physics problems, e.g. non-perturbative production dynamics, internal structure and fundamental symmetries.

In this paper, we outline the assets of hyperon physics to be exploited by the future PANDA (antiProton ANnihilation at DArmstadt) experiment with an antiproton beam at FAIR (Facility for Antiproton and Ion Research) in Darmstadt, Germany. We describe in detail a comprehensive simulation study that demonstrates the feasibility of the planned hyperon physics programme, and discuss the impact and long-term perspectives.

## 2 The PANDA experiment

The PANDA experiment, which is currently under construction at FAIR [12] in Darmstadt, Germany, offers a broad programme for studies of the strong interaction and fundamental symmetries [13]. The unique combination of an antiproton beam in the intermediate energy range and a nearly $4 \pi$ detector with vertex- and tracking devices, multiple particle identification (PID) detectors and calorimeters, give excellent conditions for a new generation of hyperon physics experiments.

The High Energy Storage Ring (HESR) will deliver an antiproton beam with momenta ranging from $1.5 \mathrm{GeV} / c$ up to $15 \mathrm{GeV} / c$ [14]. In the start-up phases, referred to as Phase One and Phase Two, the HESR will be able to accumulate

[^1]up to $10^{10}$ antiprotons in 1000 s . In the final Phase Three, the luminosity will be ramped up by the Recuperated Experimental Storage Ring (RESR), allowing up to $10^{11}$ antiprotons to be injected and stored in the HESR. The HESR will offer stochastic cooling resulting in a beam momentum spread of better than $5 \cdot 10^{-5}$. The antiproton beam will impinge on a hydrogen cluster jet or pellet target, which during Phase One will result in an average luminosity of $\approx 10^{31} \mathrm{~cm}^{2} \mathrm{~s}^{-1}$ [15]. At low energies, the luminosity will be about a factor of two lower. During Phase Three, the design luminosity of $\approx 2 \cdot 10^{32} \mathrm{~cm}^{2} \mathrm{~s}^{-1}$ will be achieved.

The PANDA detector, shown in Fig. 1 and described in detail in Ref. [16], is divided into two parts: the target spectrometer (TS) and the forward spectrometer (FS). The TS covers polar angles of $>10^{\circ}$ in the horizontal direction and $>5^{\circ}$ in the vertical direction, whereas the FS covers polar angles $<10^{\circ}$. The TS provides timing and vertexing by the silicon micro vertex detector (MVD). The MVD is also used for tracking together with the gas-filled straw tube trackers (STT). The polar angle range of the latter is $22^{\circ}<\theta<140^{\circ}$. In order to bridge the acceptance between the STT and the FS, the gas electron multiplier detectors (GEM) is designed to track particles emitted below $22^{\circ}$. Time-of-flight detectors (TOF), made of scintillating tiles, offer excellent time resolution. By providing the reaction time $t_{0}$, it improves the resolution of the track parameters, and increases the particle identification capabilities. Detection of internally reflected Cherenkov light (DIRC) offer independent PID and an electromagnetic calorimeter (EMC) with lead-tungstate $\left(\mathrm{PbWO}_{4}\right)$ crystals will measure energies between 10 MeV and 7 GeV . The laminated yoke of the solenoid magnet, outside the barrel EMC, is interleaved with sensitive layers to act as a range system for the detection and identification of muons. Measurement of the charge and momenta are possible thanks to the bending of particle trajectories by a solenoid magnet providing a field of up to 2.0 Tesla.

The FS will consist of six straw tube stations for tracking, a dipole magnet, a ring imaging Cherenkov counter (RICH) detector for PID as well as a TOF for timing and PID. The energies of the forward going, electromagnetically interacting particles, will be measured by a Shashlyk electromagnetic calorimeter. A muon range system, using sensors interleaved with absorber layers, is placed at the end of the FS.

The luminosity will be determined by using elastic antiproton-proton scattering as the reference channel. The differential cross section of this process can be calculated with extremely high precision at small angles, where the Coulomb component dominates [17]. At polar angles within 3-8 mrad, the scattered antiproton will be measured by a luminosity detector consisting of four layers of thin monolithic active pixels sensors made of silicon [17].


Fig. 1 Overview of the full PANDA setup. The antiproton beam will go from left to right, whereas the target jets/pellets from top to bottom. The left part of the detector surrounds the interaction point and is the target spectrometer (TS), whereas the right part is the forward spectrometer (FS)

PANDA will feature, as one of the first experiments, a time-based data acquisition system (DAQ) without hardware triggers. Data will instead be read out as a continuous stream using an entirely software-based selection scheme. This change of paradigm is driven by the large foreseen reaction rates, resulting in huge amounts of data to be stored.

The feasibility studies presented in this work are performed within the common simulation and analysis framework PandaROOT [18]. It comprises the complete simulation chain, including Monte Carlo event generation, particle propagation and detector response, hardware digitization, reconstruction and calibration, and data analysis. PandaROOT is derived from the FairROOT framework [19] which in turn is based on ROOT [20].

## 3 Hyperon production with antiproton probes

The focus of this paper is $\Lambda$ and $\Xi^{-}$hyperon production in the $\bar{p} p \rightarrow \bar{Y} Y$ reaction, where $Y$ refers to the octet hyperons $\Lambda, \Xi^{-}$. Understanding the production and decay of these hyperons is crucial in order to correctly interpret experimental analyses of heavier hyperons. The study of excited multi-strange hyperons constitutes an important part of the

PANDA physics programme and is described in more detail in Ref. [22]. However, octet hyperons are interesting in their own right. The $\Lambda$ and $\Xi^{-}$hyperons considered in this work, predominantly decay into charged final state particles which makes them straight-forward to measure experimentally. In the following, we will discuss how the self-analysing decays can shed light on various aspects of fundamental physics and the advantages of antiproton probes in hyperon studies.

### 3.1 Weak two-body decays

All ground-state hyperons except the $\Sigma^{0}$ decay weakly through a process that has a parity violating component. This means that the direction of the decay products depends on the spin direction of the mother hyperon. In Fig. 2, the twobody decay of a spin $1 / 2$ hyperon $Y$ into a spin $1 / 2$ baryon $B$ and a pseudoscalar meson $M$, is illustrated. The angular distribution of $B$ in the rest system of $Y$ is given by $[1,21]$
$W\left(\cos \theta^{B}\right)=\frac{1}{4 \pi}\left(1+\alpha P_{y}^{Y}\left(\cos \theta_{Y}\right) \cos \theta^{B}\right)$,
where $P_{y}^{Y}\left(\cos \theta_{Y}\right)$ is the polarisation with respect to some reference axis $\hat{y} . P_{y}^{Y}$ carries information about the production process and therefore depends on the collision energy


Fig. 2 The $Y \rightarrow B M$ decay, with the spin direction of $Y$ along the $y$-axis
and the scattering angle. The decay asymmetry parameter $\alpha$ is the real part of the product between the parity violating and the parity conserving decay amplitudes, $T_{s}$ and $T_{p}$ [23]. Equation (1) demonstrates how the experimentally measurable decay angular distribution is related to quantities with physical meaning, i.e. $P_{y}^{Y}$ and $\alpha$. This feature makes hyperons a powerful diagnostic tool.

### 3.2 Scientific case

Antihyperon-hyperon pair production in antiproton-proton annihilation, $\bar{p} p \rightarrow \bar{Y} Y$, provides excellent conditions for hyperon studies, since

- Antihyperons and hyperons, also with double- and triple strangeness, can be produced in two-body processes at low energies, where the number of partial waves is small. This makes the production process parameterizable in a close to model-independent way.
- Antihyperons and hyperons can be studied simultaneously, under symmetric conditions.
- The production cross sections for single- and doublestrange hyperons are known to be large [24] which results in large count rates also for modest luminosities.

The scale of strangeness production is governed by the mass of the strange quark, $m_{s} \approx 95 \mathrm{MeV} / c^{2}$. This is far below the scale where perturbative QCD breaks down ( $\approx 1 \mathrm{GeV}$ ) but close to the QCD cut-off scale ( $\Lambda_{Q C D}$ ). Therefore, the relevant degrees of freedom in processes involving strange quarks are unclear: quarks and gluons, or hadrons?

Single-strange hyperon production in $\bar{p} p \rightarrow \bar{Y} Y$ has been modeled using quark-gluon degrees of freedom [2529], meson exchange [30-34] and a combination of the two [35]. The production of double-strange hyperons requires interactions at shorter distances, since it either implies annihilation of two quark-antiquark pairs [36-39], or exchange of two kaons [40]. Spin observables, accessible for hyperons through their self-analysing decays, are particularly powerful in differentiating between models, since they are sensitive to the production mechanism. Spin observables can also give information about possible polarized strangeness content in nucleons [41] and final state interactions [42]. It is important to have a solid understanding of the latter also when interpreting results from antihyperon-hyperon pair production with other probes. One example is the $e^{+} e^{-} \rightarrow Y \bar{Y}$ process, from which the time-like electromagnetic form factors are determined. In Ref. [42], the $\Lambda$ complex form factors are predicted based on potential models fitted to PS185 data [43-46] on spin observables in the $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ reaction [47]. It was found that the form factors are sensitive to the $\bar{\Lambda} \Lambda$ final state interaction and that spin observables are necessary in order to discriminate between them [42]. This has been done in a recent measurement of $\Lambda$ form factors by the BESIII collaboration [48].

Hyperon decays can provide one piece to the puzzle of nucleon abundance, more commonly referred to as the matter-antimatter asymmetry puzzle. According to the present paradigm, equal amounts of matter and antimatter should have been produced in the Big Bang. Unless the initial matter-antimatter imbalance was fine-tuned, a dynamical enrichment of matter with respect to antimatter must have occurred, i.e. Baryogenesis. However, this is only possible if (i) processes exist that violate baryon number conservation (ii) processes exist that violate C and CP symmetry, and (iii) the aforementioned processes occured outside thermal equilibrium [10]. With hyperons, criterion (ii) can be tested. CP symmetry means that hyperons and antihyperons have the same decay patterns, but with reversed spatial coordinates. For two-body hyperon decays, it means that the decay asymmetry parameters, e.g. $\alpha$ in Eq. (1), have exactly the same value but with opposite sign compared to the corresponding antihyperon parameter, i.e. $\alpha=-\bar{\alpha}$. The large production rates and the symmetric hyperon and antihyperon conditions make the $\bar{p} p \rightarrow \bar{Y} Y$ a suitable reaction for searching for CP violation. Hyperon-antiproton studies have been carried out recently with BESIII in $e^{+} e^{-} \rightarrow Y \bar{Y}$, a reaction that is similar to $\bar{p} p \rightarrow \bar{Y} Y$ in the sense that it is a two-body reaction that is symmetric in particle-antiparticle observables. These studies show that the precision can be greatly improved by several orders of magnitudes if the production process can be pinned down [49-51]. Hence, a proper understanding of the
$\bar{p} p \rightarrow \bar{Y} Y$ reaction mechanism constitutes a crucial milestone in future large-scale CP studies with PANDA at FAIR.

### 3.3 State of the art

### 3.3.1 Hyperon production in $\bar{p} p$ annihilations

The large amount of high-quality data on single-strange hyperons [24,43-46,52] produced in antiproton-proton annihilation, partly with a polarised target, led to important insights. For instance, it was found that the $\bar{\Lambda} \Lambda$ pair is produced almost exclusively in a spin triplet state. From this, conclusions about the $\Lambda$ quark structure can be drawn: the spin of the $\Lambda$ is carried by the strange quark, while the light $u$ and $d$ quarks form a spin-0 di-quark. Theoretical investigations based on the aforementioned quark-gluon approach [25-29], kaon exchange [30-34] and a combined approach [35], reproduced this finding. However, no model so far describes the complete spin structure of the reaction. The models extensions into the double-strange sector [36-38,40] have not been tested due to the lack of data - only a few bubble-chamber events exist for $\Xi^{-}$and $\Xi^{0}$ from $\bar{p} p$ annihilations [54,55]. In Ref. [40], $\bar{\Xi}^{+}$emitted in the forwarddirection in the center of mass frame are predicted to be in a triplet state, while backward-going $\bar{\Xi}^{+}$are in a singlet state, in contrast to the $\Lambda$ case that is in a spin-triplet state irrespective of the angle [43-46]. With future data from PANDA, this prediction can be tested. The hope is also that new spin structure data of $\bar{p} p \rightarrow \bar{Y} Y$ reactions will trigger the activity of the theory community and lead to a deeper understanding of strange reaction dynamics.

### 3.3.2 CP symmetry in hyperon decays

The existence of CP violation for spinless mesons is experimentally well-established in the strange and bottom sector [1] and recently also in the charm sector [56]. It is also incorporated in the Standard Model, through the Cabibbo-Kobayashi-Maskawa mechanism [57,58]. However, Standard Model deviation from CP symmetry would result in a matter-antimatter asymmetry of eight orders of magnitude smaller than the observed one $[59,60]$. Hence, this problem is intimately connected to the search for physics beyond the Standard Model. The spin-carrying baryons could give new insights into CP violation, since spin behaves differently from momentum under parity flip. However, the only indication of CP violation in a baryon decay, observed very recently by the LHCb collaboration [61], was not confirmed in a later study with larger precision by the same experiment [62]. Two-body decays of strange hyperons provide a cleaner search-ground, but require large data samples. The


Fig. 3 The reference system of the $\bar{p} p \rightarrow \bar{Y} Y$ reaction
most precise CP test in the strange sector so far is provided by the HyperCP collaboration. The proton angular distributions from the $\Xi^{-} \rightarrow \Lambda \pi^{-}, \Lambda \rightarrow p \pi^{-}$chain was studied, along with the corresponding antiproton distributions from the $\bar{\Xi}^{+}$decay chain. The result was found to be consistent with CP symmetry with a precision of $10^{-4}$ [63]. The most precise test for the $\Lambda$ hyperon was obtained recently by the BESIII collaboration [51]. They analysed $\bar{\Lambda} \Lambda$ pair production from $J / \Psi$ using a multi-dimensional method. The good precision for a relatively modest sample size $(\approx 420,000 \bar{\Lambda} \Lambda$ events) demonstrates the merits of exclusive measurements of polarised and entangled hyperon-antihyperon pairs, produced in two-body reactions. The most remarkable finding was however that the decay asymmetry parameter $\alpha_{\Lambda}$ was found to be $0.750 \pm 0.009 \pm 0.004$, i.e. $17 \%$ larger than the PDG world average of 0.642 at the time [1]. This average was calculated from measurements made in the 1960s and 1970s, based on the proton polarimeter technique [64]. In the 2019 update of the PDG, the old measurements are discarded and instead, the BESIII value is established as the recommended one. In a re-analysis of CLAS data, the $\alpha_{\Lambda}$ was calculated to be $0.721 \pm 0.006 \pm 0.005$. This is between the old average and the new BESIII value, though much closer the to the latter [65]. More high-precision measurements from independent experiments will be valuable not only to establish the correct decay asymmetry, but also to understand the difference between old and new measurements.

## 4 Formalism

Consider an antiproton beam impinging on a hydrogen target, producing a $\bar{Y} Y$ pair. Then the rest systems of the outgoing hyperons can be defined as in Fig. 3: the $\hat{y}_{Y}$ and $\hat{y}_{\bar{Y}}$ axes as the normal of the production plane, spanned by the incoming antiproton beam and the outgoing antihyperon in the centre of mass system of the reaction. The $\hat{z}_{Y}\left(\hat{z}_{\bar{Y}}\right)$ is defined along the direction of the outgoing hyperon (antihyperon) and the $\hat{x}_{Y}$ $\left(\hat{x}_{\bar{Y}}\right)$ is obtained by the cross product of the $y$ and $z$ direction:
$\hat{z}_{Y}=\frac{\mathbf{p}_{Y}}{\left|\mathbf{p}_{Y}\right|}, \hat{y}_{Y}=\frac{\mathbf{p}_{\text {beam }} \times \mathbf{p}_{Y}}{\left|\mathbf{p}_{\text {beam }} \times \mathbf{p}_{Y}\right|}, \hat{x}_{Y}=\hat{y}_{Y} \times \hat{z}_{Y}$,
where $\mathbf{p}_{Y}$ is the momentum vector of the outgoing hyperon and $\mathbf{p}_{\text {beam }}$ is the momentum of the initial beam.

Interference between complex production amplitudes has a polarising effect on the outgoing hyperon and antihyperon, even if the initial state is unpolarised. In PANDA, the beam and target will be unpolarised. Since the $\bar{p} p \rightarrow \bar{Y} Y$ reaction is a strong, parity-conserving process, the polarisation of the outgoing hyperon and antihyperon can only be non-zero in the direction along the normal of the production plane, i.e. $\hat{y}_{Y}\left(\hat{y}_{\bar{Y}}\right)$ in Fig. 3. In the case of a spin $1 / 2$ hyperon $Y$ (antihyperon $\bar{Y}$ ) decaying into a spin $1 / 2$ baryon $B$ (antibaryon $\bar{B}$ ) and a meson $M$ (antimeson $\bar{M}$ ), the angular distribution of the decay baryon and antibaryon can be parameterised as:

$$
\begin{align*}
I\left(\theta_{Y}, \theta^{B}, \theta^{\bar{B}}\right)= & N\left[1+\alpha \sum_{i} P_{i}^{Y}\left(\theta_{Y}\right) \cos \theta_{i}^{B}\right. \\
& +\bar{\alpha} \sum_{j} P_{j}^{\bar{Y}}\left(\theta_{Y}\right) \cos \theta_{j}^{\bar{B}} \\
& \left.+\alpha \bar{\alpha} \sum_{i j} C_{i j}^{Y \bar{Y}}\left(\theta_{Y}\right) \cos \theta_{i}^{B} \cos \theta_{j}^{\bar{B}}\right] \tag{3}
\end{align*}
$$

where $i, j=x, y, z$ and the opening angle $\cos \theta_{i}^{B}\left(\cos \theta_{j}^{\bar{B}}\right)$ is taken between the direction of the final state baryon $B$ (antibaryon $\bar{B}$ ) and the axis $i(j)$ in the rest system of the hyperon (antihyperon). The $P_{i}^{Y}\left(\theta_{Y}\right)$ denote the vector polarisation and the $C_{i j}^{\bar{Y} Y}\left(\theta_{Y}\right)$ the spin correlation of the antihyperon and hyperon with respect to the axes $i, j=x, y, z$. The $\theta_{Y}$ angle is defined in the reaction CMS system. With the unpolarised beam and target foreseen with PANDA and the reference system defined in Fig. 3, most spin variables must be zero due to parity conservation. The only non-zero spin variables are $P_{y}^{Y}, P_{y}^{\bar{Y}}, C_{x z}^{Y \bar{Y}}, C_{z x}^{Y \bar{Y}}, C_{x x}^{Y \bar{Y}}, C_{y y}^{Y \bar{Y}}$ and $C_{z z}^{Y \bar{Y}}$ [66,67]. Of these, only five are independent since $P_{y}^{Y}=P_{y}^{\bar{Y}}$ and $C_{x z}^{Y \bar{Y}}=C_{z x}^{Y \bar{Y}}$.

The angular distribution can also be expressed with a matrix formulation. Then, one first defines the 4D vectors
$k_{\bar{B}}=\left(1, \cos \theta_{x}^{\bar{B}}, \cos \theta_{y}^{\bar{B}}, \cos \theta_{z}^{\bar{B}}\right)$
$k_{B}=\left(1, \cos \theta_{x}^{B}, \cos \theta_{y}^{B}, \cos \theta_{z}^{B}\right)$.

In addition, a matrix with spin observables and decay parameters can be defined in the following way
$D_{\mu \nu}=\left(\begin{array}{cccc}1 & \alpha P_{x}^{Y} & \alpha P_{y}^{Y} & \alpha P_{z}^{Y} \\ \bar{\alpha} P_{x}^{\bar{Y}} & \bar{\alpha} \alpha C_{x x}^{\bar{Y} Y} & \bar{\alpha} \alpha C_{x y}^{\bar{Y} Y} & \bar{\alpha} \alpha C_{x z}^{\bar{Y} Y} \\ \bar{\alpha} P_{y}^{\bar{Y}} & \bar{\alpha} \alpha C_{y x}^{\bar{Y} Y} & \bar{\alpha} \alpha C_{y y}^{\bar{Y} Y} & \bar{\alpha} \alpha C_{y z}^{\bar{Y} Y} \\ \bar{\alpha} P_{z}^{\bar{Y}} & \bar{\alpha} \alpha C_{z x}^{\bar{Y} Y} & \bar{\alpha} \alpha C_{z y}^{\bar{Y} Y} & \bar{\alpha} \alpha C_{z z}^{\bar{Y} Y}\end{array}\right)$,
where $\mu=0,1,2,3$ or $0, x, y, z$ for the antihyperon and $v=0,1,2,3$ or $0, x, y, z$ for the hyperon. Since parity is conserved in strong interactions, the spin observables matrix in the $\bar{p} p \rightarrow \bar{Y} Y$ reduces to

$$
\begin{align*}
D_{\mu \nu} & =\left(\begin{array}{cccc}
1 & 0 & D_{02} & 0 \\
0 & D_{11} & 0 & D_{13} \\
D_{20} & 0 & D_{22} & 0 \\
0 & D_{31} & 0 & D_{33}
\end{array}\right) \\
& =\left(\begin{array}{cccc}
1 & 0 & \alpha P_{y}^{Y} & 0 \\
0 & \bar{\alpha} \alpha C_{x x}^{\bar{Y} Y} & 0 & \bar{\alpha} \alpha C_{x z}^{\bar{Y} Y} \\
\bar{\alpha} P_{y}^{\bar{Y}} & 0 & \bar{\alpha} \alpha C_{y y}^{\bar{Y} Y} & 0 \\
0 & \bar{\alpha} \alpha C_{z x}^{\bar{Y} Y} & 0 & \bar{\alpha} \alpha C_{z z}^{\bar{Y} Y}
\end{array}\right) . \tag{7}
\end{align*}
$$

Then the angular distribution, expressed in matrix form, becomes
$I\left(\theta_{\bar{B}}, \phi_{\bar{B}}, \theta_{B}, \phi_{B}\right)=\frac{1}{16 \pi^{2}} k_{\bar{B}} D_{\mu \nu} k_{B}^{T}$.

From the spin correlations, one can calculate the singlet fraction:
$F_{S}=\frac{1}{4}\left(1+C_{x x}^{\bar{Y} Y}-C_{y y}^{\bar{Y} Y}+C_{z z}^{\bar{Y} Y}\right)$.
In its original form, derived in Ref. [70], it equals the expectation value of the product of the Pauli matrices $\sigma_{\bar{Y}} \cdot \sigma_{Y}$ which is a number between -3 and 1 . In Eq. 9, it has been rewritten to stay between 0 and 1. If $F_{S}=0$, all $\bar{Y} Y$ states are produced in a spin triplet state whereas $F_{S}=1$ means they are all in a singlet state. If the spins are completely uncorrelated, the singlet fraction equals 0.25 .

## 5 Simulations of hyperon production in PANDA

In order to estimate the expected hyperon reconstruction efficiency with PANDA, and to quantify its sensitivity to spin observables, a comprehensive simulation study of two key channels has been performed. We have simulated the reactions

- $\bar{p} p \rightarrow \bar{\Lambda} \Lambda, \bar{\Lambda} \rightarrow \bar{p} \pi^{+}, \Lambda \rightarrow p \pi^{-}$at $p_{\text {beam }}=1.64$ $\mathrm{GeV} / c$;
- $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}, \bar{\Xi}^{+} \rightarrow \bar{\Lambda} \pi^{+}, \bar{\Lambda} \rightarrow \bar{p} \pi^{+}, \Xi^{-} \rightarrow$ $\Lambda \pi^{-}, \Lambda \rightarrow p \pi^{-}$at $p_{\text {beam }}=4.6 \mathrm{GeV} / c$ and $p_{\text {beam }}=$ $7.0 \mathrm{GeV} / c$.

The channels have been chosen since the most prominent decay channel in each case leaves only charged particles in the final state. Even though PANDA will be capable of measuring both neutral and charged final states, charged final states are more straight-forward and can be reconstructed with better resolution. Hence, channels with charged final state particles serve as a first benchmark in the overall PANDA hyperon performance check-list. The beam momentum $p_{\text {beam }}=1.64 \mathrm{GeV} / c$ for the $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ was chosen since it coincides with a large data set collected by the PS185 experiment [52]. The PS185 measurement of the cross section, the angular distribution and the spin observables can be compared with new data from one of the first foreseen data taking periods with PANDA. This allows for a systematic comparison between PANDA and a completely independent previous experiment, hence providing important guidance for all future hyperon studies with PANDA.

Neither differential cross sections nor spin observables of the $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$reaction have been studied before, and the goal of PANDA is therefore to contribute with completely new insights. For the double-strange $\Xi^{-}$, the chosen beam momenta coincide with the hyperon spectroscopy campaign (4.6 GeV/c, see Ref. [68]) and the $X$ (3872) line-shape campaign (7 GeV/c, see Ref. [69]).

Since hyperons have relatively long life-time ( $10^{-10} \mathrm{~s}$ ), they travel a measurable distance before decaying. This makes the track reconstruction a challenging task [71-73] since most standard algorithms assume that all tracks originate in the beam-target interaction point. The simulation study presented here is focused on Phase One of PANDA. A realistic PandaROOT implementation of the Phase One conditions was used [74]. Some simplifications were made due to limitations in the current version of the simulation software:

- The general track reconstruction algorithms that can handle tracks originating far from the interaction point, are still under development and have not yet been deployed as a part of the standard PandaROOT package. Therefore, an ideal pattern recognition algorithm has been used, combined with some additional criteria on the number of hits per track in order to mimic realistic conditions.
- The particle identification method is not yet stabilised and therefore, ideal PID matching was used. It was shown in Ref. [66] that the event selection of non-strange final
state particles (i.e. decay products of $\Lambda$ and $\Xi^{-}$) can be performed without PID thanks to the distinct topology of hyperon events. Ideal PID however considerably reduces the run-time due to combinatorics, and was therefore used in the reconstruction.

In order to mimic the conditions of real pattern recognition, each track in the target spectrometer was required to contain either 4 hits in the MVD, or in total 6 hits in the MVD + STT + GEM. Tracks in the forward spectrometer are required to contain at least 6 hits in the FTS. ${ }^{2}$

### 5.1 Signal sample

In total, $10^{6}$ events were generated for $\bar{\Lambda} \Lambda$ and $\bar{\Xi}^{+} \Xi^{-}$ [71] using the EvtGen generator [75]. The $\bar{\Lambda} \Lambda$ sample was weighted using a parameterization of data from PS185, that revealed a strongly forward-peaking $\bar{\Lambda}$ distribution in the CMS system of the reaction [43-46,52]. The $\bar{\Xi}^{+} \Xi^{-}$final state has never been studied and was therefore generated both with an isotropic angular distribution and with a forwardpeaking distribution, using a parameterisation from $\bar{p} p \rightarrow$ $\bar{\Sigma}^{0} \Lambda$ production in Ref. [76]. In this way, we can estimate the sensitivity of the reconstruction efficiency to the underlying angular distribution. This is particularly important in a fixed-target, two-spectrometer experiment like PANDA.

In hyperon-antihyperon pair production in $\bar{p} p$ annihilations, the $\theta_{Y}$ dependence of the spin observables is not straight-forward to parameterize in contrast to the $e^{+} e^{-}$case [49], since more than two production amplitudes can contribute. However, the spin observables must satify some constraints: i) they need to stay within the interval $[-1,1]$ and ii) they need to go to zero at extreme angles, i.e. $\theta_{Y}=0^{\circ}$ and $\theta_{Y}=180^{\circ}$. The latter is because at these angles, the incoming beam is either parallel or anti-parallel to the outgoing antihyperon. Their cross product, giving the direction of the normal of the production plane, is thus not defined.

The data in this study were weighted according to
$P_{y}^{Y}\left(\theta_{Y}\right)=\sin 2 \theta_{Y}$
and
$C_{i j}^{\bar{Y} Y}\left(\theta_{Y}\right)=\sin \theta_{Y}$.
since they satisfy the constraints and since this gives a polarisation with a shape that resembles real data [43-46,52].

[^2]
### 5.2 Background samples

### 5.2.1 Background to $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$

Generic hadronic background is denoted $\bar{p} p \rightarrow X$, where $X$ refers to any allowed final state. Such processes are simulated using the Dual Parton Model (DPM) generator [77], based on a phenomenological model that incorporates Regge theory, topological expansions of QCD, and concepts from the parton model. From this, energy dependencies are obtained of hadron-hadron cross sections with large number of particles with small transverse momenta with respect to the collision axis. Since the strong coupling is large for such processes, perturbation theory is not applicable. Instead, a topological expansion is employed, where the number of colours $N_{c}$ or flavours $N_{f}$ is the expansion parameter.

The total cross section of all $\bar{p} p \rightarrow X$ processes is around three orders of magnitude larger than that of the $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$. The expected ratio of produced generic background and signal events can be estimated from simulations using:

$$
\begin{equation*}
\frac{N_{X}}{N_{\text {signal }}}=\frac{\sigma(\bar{p} p \rightarrow X)}{\sigma(\bar{p} p \rightarrow \bar{\Lambda} \Lambda) \operatorname{BR}(\Lambda \rightarrow p \pi)^{2}} \tag{12}
\end{equation*}
$$

where $\sigma(\bar{p} p \rightarrow \bar{\Lambda} \Lambda)=64.1 \pm 0.4 \pm 1.6 \mu \mathrm{~b}$ is the production cross section [53], $\operatorname{BR}(\Lambda \rightarrow p \pi)=63.9 \pm 0.5 \%$ is the branching ratio [1] and $\sigma(\bar{p} p \rightarrow X)=96 \pm 3$ mb [78].

In order to estimate the expected background contamination, one should ideally produce a realistic amount of background events with respect to the signal. This would however require $3.6 \times 10^{3} \mathrm{DPM}$ events per signal event which in turn implies more than $10^{9}$ DPM events. Since this would take an unreasonably long time to simulate, a smaller background sample has been generated and then weighted to give the expected signal-to-background ratio.

Among the numerous channels included in the generic background, the non-resonant $\bar{p} p \rightarrow \bar{p} p \pi^{+} \pi^{-}$process is particularly important. This is because it has the same final state particles as the process of interest i.e. $\bar{p} p \rightarrow \bar{\Lambda} \Lambda \rightarrow$ $\bar{p} p \pi^{+} \pi^{-}$and a cross section that is of the same order of magnitude as the signal process [78-80]. Though included in the DPM generator, its cross section has not been tuned to real data. Therefore, this reaction has been simulated separately. The number of simulated events, the cross sections and the weights when calculating signal-to-background ratios, are given in Table 1.

Table 1 Sample sizes, cross sections and weights for the simulation study at $1.64 \mathrm{GeV} / c$. The non-resonant cross section has been calculated from the average of Refs. [78-80]

| Channel | $\bar{\Lambda} \Lambda$ | $\bar{p} p \pi^{+} \pi^{-}$ | DPM |
| :--- | :--- | :--- | :--- |
| Sample | $9.75 \cdot 10^{5}$ | $9.74 \cdot 10^{5}$ | $9.07 \cdot 10^{6}$ |
| Cross section $[\mu \mathrm{b}]$ | $64.1[53]$ | 15.4 | 96,000 |
| Weight | 1.00 | 0.590 | 395 |

### 5.2.2 Background to $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$

Also in this case, generic $\bar{p} p \rightarrow X$ processes are studied with the DPM generator to understand the background.

The expected production ratio of generic background and signal is given by

$$
\begin{equation*}
\frac{N_{X}}{N_{\text {signal }}}=\frac{\sigma(\bar{p} p \rightarrow X)}{\sigma\left(\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}\right) \operatorname{BR}(\Xi \rightarrow \Lambda \pi)^{2} \operatorname{BR}(\Lambda \rightarrow p \pi)^{2}} . \tag{13}
\end{equation*}
$$

The cross sections $\sigma(\bar{p} p \rightarrow X)$ at the beam momenta $7.3 \mathrm{GeV} / c$ (the tabulated value closest to $7.0 \mathrm{GeV} / c$ ) and $4.6 \mathrm{GeV} / c$ are $58.3 \pm 1.3 \mathrm{mb}$ at $p_{\text {beam }}=7.3 \mathrm{GeV} / \mathrm{c}$ [81] and $68.8 \pm 0.8 \mathrm{mb}$ [82], respectively. From Eq. (13), we see that for each simulated signal event, at least $4.76 \cdot 10^{5}$ DPM events must be simulated to obtain the correct signal-tobackground ratio. This would be even more computationally demanding than in the case of $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$. The weighting method presented in the previous section can be applied, but the weights need to be about two orders of magnitude larger. This means that if very few DPM pass the selection criteria, then the signal-to-background ratio becomes very sensitive to fluctuations. Therefore, the most important background channels are considered separately. These are identified based on their final state particles, vertex topology and invariant masses of particle combinations, and found to be $\bar{p} p \rightarrow \bar{\Sigma}^{*}(1385)^{+} \Sigma^{*}(1385)^{-}, \bar{p} p \rightarrow \bar{\Lambda} \Lambda \pi^{+} \pi^{-}$ and $\bar{p} p \rightarrow \bar{p} p 2 \pi^{+} 2 \pi^{-}$. Events from these channels are removed from the DPM sample at the analysis stage, to avoid double-counting of background. Out of the $9.80 \cdot 10^{7}$ simulated DPM events at $p_{\text {beam }}=7.0 \mathrm{GeV} / \mathrm{c}, \sim 7 \cdot 10^{4}$ events were removed. For the DPM sample at $p_{\text {beam }}=4.6 \mathrm{GeV} / \mathrm{c}$, $\sim 10^{4}$ were removed from the $9.8 \cdot 10^{7}$ generated events. The simulated samples, cross sections and weights are summarised in Table 2.

### 5.3 Event selection

Reactions involving hyperons have a very distinct topology, since the long-lived hyperons decay a measurable distance

Table 2 Sample sizes, cross sections and weights for the simulation study at $p_{\text {beam }}=7 \mathrm{GeV} / \mathrm{c}$ and $p_{\text {beam }}=4.6 \mathrm{GeV} / \mathrm{c}$. The $\bar{\Sigma}^{*}(1385) \Sigma^{*}(1385)$ cross section is obtained from Ref. [83], and the $\bar{\Lambda} \Lambda \pi^{+} \pi^{-}$cross sections from Refs. $[83,84]$ at $7 \mathrm{GeV} / c$ and $4.6 \mathrm{GeV} / c$,
respectively. The non-resonant $\bar{p} p 2 \pi^{+} 2 \pi^{-}$cross section is obtained from Ref. [85] at $7 \mathrm{GeV} / c$ and the average of Refs. [86] and [87] at 4.6 $\mathrm{GeV} / c$

| Channel at $7 \mathrm{GeV} / c$ | $\bar{\Xi}^{+} \Xi^{-}$ | $\bar{\Sigma}^{*}(1385)^{+} \Sigma^{*}(1385)^{-}$ | $\bar{\Lambda} \Lambda \pi^{+} \pi^{-}$ | $\bar{p} p 2 \pi^{+} 2 \pi^{-}$ | DPM |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Sample | $8.54 \cdot 10^{5}$ | $9.87 \cdot 10^{6}$ | $9.85 \cdot 10^{6}$ | $9.78 \cdot 10^{6}$ | $9.73 \cdot 10^{7}$ |
| $\sigma_{\text {eff }}[\mu \mathrm{b}]$ | 0.123 | 1.39 | 24.1 | 390 | $5.83 \cdot 10^{4}$ |
| Weight factor | 1.00 | 0.98 | 17.1 | 278 | $4.18 \cdot 10^{3}$ |
| Channel at $4.6 \mathrm{GeV} / c$ | $\bar{\Xi}^{+} \Xi^{-}$ | $\bar{\Sigma}^{*}(1385)^{+} \Sigma^{*}(1385)^{-}$ | $\bar{\Lambda} \Lambda \pi^{+} \pi^{-}$ | $\bar{p} p 2 \pi^{+} 2 \pi^{-}$ | DPM |
| Sample | $8.80 \cdot 10^{5}$ | $9.86 \cdot 10^{6}$ | $9.88 \cdot 10^{6}$ | $9.80 \cdot 10^{6}$ | $9.82 \cdot 10^{7}$ |
| $\sigma_{\text {eff }}[\mu \mathrm{b}]$ | 0.41 | 1.39 | 3.21 | 143 | $6.88 \cdot 10^{4}$ |
| Weight factor | 1.00 | 0.304 | 31.4 | $1.51 \cdot 10^{3}$ |  |

from the point of production. The topology of each reaction and subsequent decay chain studied in this work, are shown in Fig. 4. This can be exploited in the event selection procedure, as outlined in this chapter.

The event selection is performed in two stages: a preselection and a fine selection. The pre-selection comprises a set of basic topological criteria, that reduces the total simulated sample and hence the analysis run-time. The fine selection involves kinematic fits and fine-tuned mass windows.

### 5.3.1 The $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ reaction

The pre-selection criteria for this reaction are:

- Each event must contain at least one each of the following: $p, \bar{p}, \pi^{+}$and $\pi^{-}$.
- Each event contains at least one $p \pi^{-}$and one $\bar{p} \pi^{+}$combination that can be successfully fitted to one common vertex, with a probability of $>0.01$. If more than one such $\Lambda$ or $\bar{\Lambda}$ candidate exist in one event (occurs in $6 \%$ of the cases for $\Lambda$ and $2 \%$ of the cases for $\bar{\Lambda}$ ), then the one with the smallest $\chi^{2}$ is kept for further analysis.
- Each event must contain at least one $p \pi^{-}$and one $\bar{p} \pi^{+}$ combination with an invariant mass that satisfies $\mid m_{\Lambda}-$ $m(p \pi) \mid<0.3 \mathrm{GeV} / c^{2}$. This mass window is very wide and is further tightened in the final selection.
- The four-vectors of the $\Lambda$ and the $\bar{\Lambda}$ candidate can be fitted successfully to the initial beam momentum, with a four-constraints (4C) fit.

The event filtering is further improved by the fine selection. The criteria of the fine selection were tuned and optimised using as a figure of merit the significance, i.e. $S / \sqrt{S+B}$, where $S$ refers to the number of signal events and $B$ the
number of generic hadronic events generated by DPM. The criteria are the following:

- The $\chi^{2}$ of the $4 C$ fit is required to be $<100$.
- The total distance $z_{t o t}$ from the interaction point in the beam direction of the $\Lambda$ and $\bar{\Lambda}$ candidate must fulfill $z_{\text {tot }}=\left|z_{\Lambda}+z_{\bar{\Lambda}}\right|>2 \mathrm{~cm}$.
- The invariant mass of the $p \pi^{-}$and $\bar{p} \pi^{+}$system must not differ from the PDG $\Lambda$ mass by more than $5 \sigma$, where $\sigma$ is the width of a Gaussian fitted to the invariant mass peak.

The mass resolution differs between $\Lambda\left(\sigma=2.864 \cdot 10^{-3}\right.$ $\left.\mathrm{GeV} / c^{2}\right)$ and $\bar{\Lambda}\left(\sigma=2.980 \cdot 10^{-3} \mathrm{GeV} / c^{2}\right)$. This is because the decay products from $\Lambda$ are primarily emitted in the acceptance of the MVD and STT, while the decay products of $\bar{\Lambda}$ to a larger extent hit the FTS. The $\bar{p} \pi^{-}$invariant mass for signal and background are shown in the left panel of Fig. 5.

The reconstruction efficiency of the signal reaction and the most important background sources for the different selection criteria are given in Table 3. In addition, the number of expected background events for a given number of signal events has been calculated taking the cross sections into account. It is clear that background can be very successfully suppressed. A signal-to-background ratio of $S / B \approx 106$ is obtained. We conclude that the PANDA detector will be capable of collecting very clean $\bar{\Lambda} \Lambda$ samples, which is essential when extracting spin observables.

### 5.3.2 The $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$reaction

The $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$reaction is more complicated than the $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ reaction since i) there are more particles in the final state ii) there are several identical particles in the final state and iii) each event contains four displaced decay vertices instead of two. In addition, the cross section is smaller


Fig. 4 Signal event topology of $\bar{p} p \rightarrow \bar{\Lambda} \Lambda, \bar{\Lambda} \rightarrow \bar{p} \pi^{+}, \Lambda \rightarrow p \pi^{-}$(left) and $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}, \bar{\Xi}^{+} \rightarrow \bar{\Lambda}, \bar{\Lambda} \rightarrow \bar{p} \pi^{+}, \Xi^{-} \rightarrow \Lambda \pi^{-}, \Lambda \rightarrow p \pi^{-}$ (right)


Fig. 5 Invariant mass distributions of signal and background samples in the final selection state. Left: the $\bar{p} \pi^{+}$invariant mass at $p_{\text {beam }}$ $=1.64 \mathrm{GeV} / \mathrm{c}$ for the $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ reaction (black), non-resonant $\bar{p} p \rightarrow \bar{p} p \pi^{+} \pi^{-}$(dotted) and DPM (grey). Middle: the $\bar{p} \pi^{+} \pi^{+}$ invariant mass at $p_{\text {beam }}=4.6 \mathrm{GeV} / \mathrm{c}$ for the $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$reac-
and at the larger beam momenta necessary for $\Xi$ studies, the cross section of background channels are larger. Hence, the selection procedure is by necessity a bit more involved. In the following, we summarise the pre-selection criteria. For simplicity, the charge conjugated mode is implied unless otherwise stated.

## Final state reconstruction and combinatorics

The first step is to combine the final state particles into $\Lambda$ and $\Xi$ candidates:

- All possible $p \pi^{-}$combinations are combined to form $\Lambda$ candidates.
- All combinations fulfilling $\left|m_{\Lambda}-M\left(p \pi^{-}\right)\right|<0.05$ $\mathrm{GeV} / \mathrm{c}^{2}$ are accepted and stored for further analysis.
tion (black dashed), the $\bar{p} p \rightarrow \Sigma(1 \overline{3} 85)^{+} \Sigma(1385)^{-}$(black dotted), $\bar{p} p \rightarrow \bar{\Lambda} \Lambda \pi^{+} \pi^{-}$(grey dotted), $\bar{p} p \rightarrow \bar{p} p 2 \pi^{+} 2 \pi^{-}$(grey solid) and combinatorial (black solid). Right: same as in the middle panel but at $p_{\text {beam }}=7.0 \mathrm{GeV} / \mathrm{c}$. The vertical lines mark the final selection mass window. All distributions are normalised to previously measured cross sections

Table 3 Reconstruction efficiency after the final selection for signal events as well as non-resonant and generic hadronic background. In the bottom row, the proportion of expected events are shown. These numbers were calculated by applying the weights in Table 1

| Channel | $\bar{\Lambda} \Lambda$ | $\bar{p} p \pi^{+} \pi^{-}$ | DPM |
| :--- | :--- | :--- | :--- |
| Generated | $9.75 \cdot 10^{5}$ | $9.74 \cdot 10^{5}$ | $9.07 \cdot 10^{6}$ |
| Preselection | $2.129 \cdot 10^{5}$ | 292700 | 651 |
| $\chi^{2}<100$ | $1.879 \cdot 10^{5}$ | 249190 | 136 |
| $\Delta m<5 \sigma$ | $1.685 \cdot 10^{5}$ | 29180 | 3 |
| $z_{\bar{\Lambda}}+z_{\Lambda}>2 \mathrm{~cm}$ | $1.572 \cdot 10^{5}$ | 470 | 2 |
| Eff. $(\%)$ | $16.0 \pm 0.4$ | 0.05 | $2.2 \cdot 10^{-7}$ |
| $N_{\text {exp }}$ | $1.572 \cdot 10^{5}$ | 277 | 790 |

- All possible $\Lambda \pi^{-}$combinations are combined to form $\Xi^{-}$candidates.
- All combinations fulfilling $\left|m_{E}-M\left(p \pi^{-} \pi^{-}\right)\right|<0.05$ $\mathrm{MeV} / \mathrm{c}^{2}$ are accepted and stored for further analysis. This mass window is very wide and is tightened in the final selection.


## Fit of the $\Xi^{-} \rightarrow \Lambda \pi^{-}, \Lambda \rightarrow \mathbf{p} \pi^{-}$decay chain

The second step is to exploit the distinct topology of the $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}, \bar{\Xi}^{+} \rightarrow \bar{\Lambda} \pi^{+}, \bar{\Lambda} \rightarrow \bar{p} \pi^{+}, \Xi^{-} \rightarrow$ $\Lambda \pi^{-}, \Lambda \rightarrow p \pi^{-}$process, that imposes many constraints. Therefore, all $\Xi^{-}$candidates from the previous step are fitted under the $\Xi^{-} \rightarrow \Lambda \pi^{-}, \Lambda \rightarrow p \pi^{-}$hypothesis where the $\Lambda$ mass is constrained to its PDG value. This is achieved using the Decay Chain Fitting package [88], designed to perform kinematic fitting on a sequence of decays with at least one over-constraint. Taking all constraints and unknown parameters in the fit into account, results in three effective degrees of freedom. The advantage of this approach compared to multiple sequential fits, is that all constraints in a reaction are taken into account simultaneously, on an equal basis. This feature is not available in conventional fitters. In our case, the procedure is the following:

- The decay chain $\Xi^{-} \rightarrow \Lambda \pi^{-}, \Lambda \rightarrow p \pi^{-}$is fitted. The constraints are provided by momentum conservation, the two vertex positions and the $\Lambda$ mass. All momentum components of all particles are modified in the fit.
- Candidates with a fit probability $<0.01$ are rejected.


## Reconstructing the $\bar{p} p$ system

The decay chain fitter results in a list of $\Xi^{-}$and $\bar{\Xi}^{+}$candidates in each event. The next step is to combine these candidates and test the hypothesis that they come from a common production vertex, and fulfill the kinematics of the initial $\bar{p} p$ system.

- All possible $\bar{\Xi}^{+} \Xi^{-}$combinations form a hypothetical $\bar{p} p$ system.
- A vertex fit of $\bar{\Xi}^{+} \Xi^{-}$pairs is performed to reconstruct the interaction point.
- Candidates with a fit probability $<0.01$ are rejected.
- Candidates where the opening angle of the $\bar{\Xi}^{+} \Xi^{-}$pair is $>3 \mathrm{rad}$ in the CMS system are selected for further analysis.This is because in the two-body reaction of interest, the $\bar{\Xi}^{+}$and the $\Xi^{-}$are emitted back to back.
- Events where $\Lambda$ and $\Xi^{-}$candidates satisfy $\Delta z=z(\Lambda)-$ $z(\Xi)>0 \mathrm{~cm}$ are selected, where $z(Y)$ is the $z$-position of the hyperon decay vertex.
- A kinematic fit of $\bar{\Xi}^{+} \Xi^{-}$pairs is performed, where energy and momentum are constrained to the initial system.
- In case there is more than one $\bar{\Xi}^{+} \Xi^{-}$combination in an event, fulfilling all previous criteria, the candidate with the smallest $\chi^{2}$ value from the kinematic fit is chosen for further analysis.

In the fine selection, additional criteria are applied after careful studies of the significance $S / \sqrt{S+B}$ :

- Combinations of $\bar{p} \pi^{+} \pi^{+}$must fulfill $\left|m_{f i t}\left(\bar{p} \pi^{+} \pi^{+}\right)-m_{P D G}\left(\Xi^{-}\right)\right|<5 \cdot 0.003 \mathrm{GeV} / \mathrm{c}^{2}$, where $0.003 \mathrm{GeV} / \mathrm{c}^{2}$ is the $\sigma$ width of the broader Gaussian component of the curve fitted to the data in the peak region.
- Combinations of $p \pi^{-} \pi^{-}$must fulfill $\left|m_{f i t}\left(p \pi^{-} \pi^{-}\right)-m_{P D G}\left(\Xi^{-}\right)\right|<5 \cdot 0.003 \mathrm{GeV} / \mathrm{c}^{2}$, where $0.003 \mathrm{GeV} / \mathrm{c}^{2}$ is the $\sigma$ width of the broader Gaussian component of the curve fitted to the data in the peak region.
- The total distance in the beam direction from the reconstructed interaction point (IP) in an event must satisfy $\left(z_{f i t}\left(\bar{\Xi}^{+}\right)-z_{f i t}(I P)\right)+\left(z_{f i t}\left(\Xi^{-}\right)-z_{f i t}(I P)\right)>3$ cm.

Invariant mass plots of the $\bar{p} \pi^{+} \pi^{-}$system for signal and various background channels are shown in the middle (at $p_{\text {beam }}=$ $4.6 \mathrm{GeV} / \mathrm{c}$ ) and right ( $p_{\text {beam }}=7.0 \mathrm{GeV} / \mathrm{c}$ ) panel of Fig. 5. The resulting reconstruction efficiency for each criterion, or set of criteria, are shown in Table 4. The proportion of expected events, calculated from the cross sections, are also given. No non-resonant nor any generic background events satisfy the selection criteria. Therefore, the Poisson upper limit of 2.3 events has been used to estimate the number of background events at a confidence level of $90 \%$.

## 6 Parameter estimation

To estimate the physics parameters $\alpha, \bar{\alpha}, P_{y}^{Y}, P_{y}^{\bar{Y}}, C_{x z}^{Y \bar{Y}}, C_{x x}^{Y \bar{Y}}$, $C_{y y}^{Y \bar{Y}}$ and $C_{z z}^{Y \bar{Y}}$ from the measured quantities, i.e. the hyperon scattering angle and the baryon and antibaryon decay angles, methods like Maximum Log Likelihood or the Method of Moments can be used. In the very first phase of data taking with PANDA, the samples will be relatively modest and the measurements will be focused on the production related parameters, i.e. the polarisation and the spin correlations. These can be obtained for any given beam momentum and scattering angle by fixing $\alpha$ and $\bar{\alpha}$ to the already measured value of $\alpha$ [1], assuming CP symmetry i.e. $\alpha=-\bar{\alpha}$.

In this study, the Method of Moments has been chosen as parameter estimation method, due to its computational

Table 4 Reconstruction efficiency after the final selection for signal events as well as non-resonant and generic hadronic background. $N_{\text {exp }}$ is the expected proportion of events, applying weights in Table 2. The Poisson upper limits are given at a $90 \%$ confidence level

| $p_{\text {beam }}=7.0 \mathrm{GeV} / c$ | $\bar{\Xi}^{+} \Xi^{-}$ | $\bar{\Sigma}(1385)^{+} \Sigma(1385)^{-}$ | $\bar{\Lambda} \Lambda \pi^{+} \pi^{-}$ | $\bar{p} p 2 \pi^{+} 2 \pi^{-}$ | DPM |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Generated | $8.54 \cdot 10^{5}$ | $9.87 \cdot 10^{6}$ | $9.85 \cdot 10^{6}$ | $9.78 \cdot 10^{6}$ | $9.73 \cdot 10^{7}$ |
| Pre-selection | $7.83 \cdot 10^{4}$ | $3.45 \cdot 10^{4}$ | $3.51 \cdot 10^{3}$ | 1 | 100 |
| Mass cut | $7.27 \cdot 10^{4}$ | 23 | 379 | $<2.3$ | 7.0 |
| $\Delta d>3$ | $6.76 \cdot 10^{4}$ | 3.0 | 14 | $<2.3$ | $<2.3$ |
| Efficiency \% | $7.95 \pm 0.03$ | $(3.0 \pm 0.2) \cdot 10^{-5}$ | $(1.4 \pm 0.4) \cdot 10^{-4}$ | $<2.3 \cdot 10^{-5}$ | $<2.3 \cdot 10^{-6}$ |
| $N_{\text {exp }}$ weighted | $6.76 \cdot 10^{4}$ | 2.9 | 239 | < 640 | $<9.61 \cdot 10^{3}$ |
| $p_{\text {beam }}=4.6 \mathrm{GeV} / c$ |  |  |  |  |  |
| Generated | $8.80 \cdot 10^{5}$ | $9.86 \cdot 10^{6}$ | $9.88 \cdot 10^{6}$ | $9.80 \cdot 10^{6}$ | $9.82 \cdot 10^{7}$ |
| Pre-selection | $8.65 \cdot 10^{4}$ | $3.29 \cdot 10^{4}$ | $2.61 \cdot 10^{4}$ | 105 | 44 |
| Mass cut | $8.06 \cdot 10^{4}$ | 21 | $2.49 \cdot 10^{3}$ | 13 | 6.0 |
| $\Delta d>3$ | $7.23 \cdot 10^{4}$ | 1.0 | 39 | $<2.3$ | < 2.3 |
| Efficiency (\%) | $8.22 \pm 0.03$ | $(1.0 \pm 1.0) \cdot 10^{-5}$ | $(4.0 \pm 0.6) \cdot 10^{-4}$ | $<2.3 \cdot 10^{-5}$ | $<2.3 \cdot 10^{-6}$ |
| $N_{\text {exp }}$ weighted | $7.23 \cdot 10^{4}$ | 0.30 | 125 | $<72$ | $<3.47 \cdot 10^{3}$ |

simplicity. At a given antihyperon scattering angle $\theta_{\bar{Y}}$, it can be shown [66] that the first moment of $\cos \theta_{y}^{B}$ is proportional to the polarisation at this angle:

$$
\begin{align*}
<\cos \theta_{y}^{B}>_{\theta_{\bar{Y}}}= & \frac{\int I\left(\theta_{y}^{B}, \theta_{y}^{\bar{B}}\right)_{\theta_{\bar{Y}}} \cos \theta_{y}^{B} d \Omega_{B} d \Omega_{\bar{B}}}{\int I\left(\theta_{y}^{B}, \theta_{y}^{\bar{B}}\right)_{\theta_{\bar{Y}}} d \Omega_{B} d \Omega_{\bar{B}}}  \tag{14}\\
& =\frac{\alpha P_{y, \theta_{\bar{Y}}}^{Y}}{3} \tag{15}
\end{align*}
$$

Hence, the polarisation can be calculated from the moment

$$
\begin{equation*}
P_{y, \theta_{\bar{Y}}}^{Y / \bar{Y}}=\frac{3<\cos \theta_{y}^{B / \bar{B}}>_{\theta_{\bar{Y}}}}{\alpha} \tag{16}
\end{equation*}
$$

where the estimator of the moment is the arithmetic mean of $\cos \theta_{y}^{B / \bar{B}}$ obtained from a sample of $N$ events:
$<\widehat{\cos \theta_{y}^{B / \bar{B}}}>_{\theta_{\bar{Y}}}=\left.\frac{1}{N} \sum_{i=1}^{N} \cos \theta_{y, i}^{B / \bar{B}}\right|_{\theta_{\bar{Y}}}$.
In the following, we always refer to moments and spin observables at a given $\theta_{Y}$, unless explicitly stated otherwise. That means $P_{y, \theta_{Y}}^{\bar{Y}}=P_{y}^{\bar{Y}}$ and so on.

The variance of the first moment is given by the difference between the second moment and the square of the first moment. In our case, we have

$$
\begin{equation*}
V\left(<\cos _{y}^{B}>\right)=\frac{1}{N(N-1)}\left[<\cos ^{2} \theta_{y}^{B}>-<\cos \theta_{y}^{B}>^{2}\right] \tag{18}
\end{equation*}
$$

that after error propagation and some algebra becomes
$V\left(P_{y}\right)=\frac{3-\left(\alpha P_{y}\right)^{2}}{\alpha(N-1)}$.

In a similar way, the spin correlations at a given hyperon scattering angle $\theta_{Y}$ can be obtained from the moments of the product of the cosines with respect to the different reference axes $i, j=x, y, z[66]$ :
$C_{i, j}^{\bar{Y} Y}=\frac{9<\cos \theta_{i}^{B} \cos \theta_{j}^{\bar{B}}>}{\alpha \bar{\alpha}}$
where the estimator of the moment is given by the arithmetic mean of the cosine product from the data sample at a given scattering angle:
$<\widehat{\cos \theta_{i}^{B} \cos \theta_{j}^{\bar{B}}}>=\frac{1}{N} \sum_{k=1}^{N} \cos \theta_{i, k}^{B} \cos \theta_{j, k}^{\bar{B}}$.

The variance of the spin correlations can be calculated in the same way as that of the polarisation and is found to be
$V\left(C_{i, j}^{\bar{Y} Y}\right)=\frac{9-\left(\alpha \bar{\alpha} C_{i, j}^{\bar{Y} Y}\right)^{2}}{\alpha \bar{\alpha}(N-1)}$,
for $i, j=x, y, z$.

### 6.1 Efficiency corrections

In reality, detectors and reconstruction algorithms have finite efficiencies. This needs to be taken into account in the parameter estimation. However, the efficiency is a complicated function of all measured variables. In the case of exclusive $\bar{p} p \rightarrow \bar{\Lambda} \Lambda, \bar{\Lambda} \rightarrow \bar{p} \pi^{+}, \Lambda \rightarrow p \pi^{-}$measurements, there are five independent measured variables: the $\bar{\Lambda}$ scattering angle, the proton decay angles $\theta_{p}$ and $\phi_{p}$ and the antiproton decay angles $\theta_{\bar{p}}$ and $\phi_{\bar{p}}$. In principle, this means that parameter estimation methods, which rely on integration, such as the Method of Moments, should employ efficiency corrections in all five independent variables. In the case of $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}, \bar{\Xi}^{+} \rightarrow \bar{\Lambda} \pi^{+}, \bar{\Lambda} \rightarrow \bar{p} \pi^{+}, \Xi^{-} \rightarrow$ $\Lambda \pi^{-}, \Lambda \rightarrow p \pi^{-}$, the efficiency depends on nine independent variables. This is however difficult to achieve in practice, since the number of Monte Carlo simulated events required for a five or nine-dimensional correction matrix is very large and thus unfeasible.

Instead, different approximations have to be made, based on reasonable and testable assumptions. In this work, we have treated the efficiency with two independent methods, the efficiency dependent and efficiency independent method, as outlined in the following.

### 6.1.1 Efficiency dependent method

With this method, the efficiency is corrected for on an event-by-event basis. The efficiency corrected estimator of the moment $<\cos \theta_{y}^{B}>$ is given by
$<\widehat{\cos \theta_{y}^{B}}>=\frac{1}{N} \sum_{i=1}^{N} \cos \theta_{y, i}^{B} w_{i}\left(\theta_{y}, \Omega_{B}, \Omega_{\bar{B}}\right)$
where
$w_{i}\left(\theta_{Y}, \Omega_{B}, \Omega_{\bar{B}}\right)=\frac{1}{\epsilon_{i}\left(\theta_{y}, \Omega_{B}, \Omega_{\bar{B}}\right)}$

In the polarisation extraction, we assume for computational simplicity that the efficiency of the $\Lambda$ as a function of the $\Lambda$ angles is independent of the $\bar{\Lambda}$ angles, and vice versa. Then we can reduce $\epsilon\left(\theta_{Y}, \Omega_{B}, \Omega_{\bar{B}}\right)$ to $\epsilon\left(\theta_{Y}, \Omega_{B}\right)$. Furthermore, our simulations show that the efficiency is symmetric with respect to the azimuthal angle $\phi_{y}$, which means that we can integrate over $\phi_{y}$ without introducing a bias. This means that our efficiency is simplified to $\epsilon\left(\theta_{Y}, \cos \theta_{y}^{B}\right)$. Hence, we can represent the efficiency by two-dimensional matrices: the $\bar{Y}$ scattering angle $\theta_{\bar{Y}}$ in the CMS system of the reaction
versus the decay proton angle $\theta_{y}^{B}$ with respect the $y$ axis in Fig. 3, in the rest frame of the decaying hyperon.

For the spin correlation $C_{i, j}^{\bar{Y} Y}$, we need to take into account the decay angles from the hyperon and the antihyperon. We then assume a 3D efficiency $\epsilon\left(\theta_{Y}, \cos \theta_{i}^{B}, \cos \theta_{j}^{\bar{B}}\right)$ and hence, we use 3D matrices. Here, $i, j=x, y, z$ in Fig. 3. These three-dimensional correction matrices were also used in a cross check analysis of the polarisation estimation, with consistent results.

In the $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$case, we have assumed that the efficiency is symmetric with respect to the $\Lambda \rightarrow p \pi^{-}$and $\bar{\Lambda} \rightarrow \bar{p} \pi^{+}$decay angles which were integrated out.

The estimator for the polarisation is given by
${\widehat{P_{y}}}^{Y / \bar{Y}}=\frac{3}{\alpha} \frac{\sum_{i=1}^{N} \cos \theta_{y, i}^{B / \bar{B}} \cdot w_{i}\left(\cos \theta_{y, i}^{B / \bar{B}}, \cos \theta_{\bar{Y}}\right)}{\sum_{i=1}^{N} w_{i}\left(\cos \theta_{y, i}^{B / \bar{B}}, \cos \theta_{\bar{Y}}\right)}$.
where $w\left(\cos \theta_{y, i}, \cos \theta_{\bar{Y}}\right)$ is the weight (Eq. 24) at the given $\cos \theta_{y}$ and $\cos \theta_{\bar{Y}} . N$ is the number of events in the sample. For the spin correlations, the estimators are given by

$$
\begin{equation*}
\widehat{C_{\mu \nu}^{\bar{Y} Y}}=\frac{9}{\alpha \bar{\alpha}} \frac{\sum_{i=1}^{N} \cos \theta_{\mu, i}^{\bar{B}} \cos \theta_{\nu, i}^{B} \cdot w_{i}\left(\cos \theta_{\mu, i}^{\bar{B}}, \cos \theta_{\nu, i}^{B}, \cos \theta_{Y}\right)}{\sum_{i=1}^{N} w_{i}\left(\cos \theta_{\mu, i}^{\bar{B}}, \cos \theta_{\nu, i}^{B}, \cos \theta_{Y}\right)} . \tag{26}
\end{equation*}
$$

### 6.1.2 Efficiency independent method

For special cases, alternative estimators can be defined which do not require efficiency corrections. These have been treated thoroughly in Refs. $[66,90]$ and will be briefly summarised here.

Here, it is most convenient to use the matrix formulation, see Sect. 4. The first order moments of the angles and their products can be gathered in a $4 \times 4$ matrix as follows:
$E=\left(\begin{array}{cccc}\langle 1\rangle & \left\langle\cos \theta_{x}^{B}\right\rangle & \left\langle\cos \theta_{y}^{B}\right\rangle & \left\langle\cos \theta_{z}^{B}\right\rangle \\ \left\langle\cos \theta_{x}^{\bar{B}}\right\rangle & \left\langle\cos \theta_{x}^{\bar{B}} \cos \theta_{x}^{B}\right\rangle & \left\langle\cos \theta_{x}^{\bar{B}} \cos \theta_{y}^{B}\right\rangle & \left\langle\cos \theta_{x}^{\bar{B}} \cos \theta_{z}^{B}\right\rangle \\ \left\langle\cos \theta_{y}^{\bar{B}}\right\rangle & \left\langle\cos \theta_{y}^{\bar{B}} \cos \theta_{x}^{B}\right\rangle & \left\langle\cos \theta_{y}^{\bar{B}} \cos \theta_{y}^{B}\right\rangle & \left\langle\cos \theta_{y}^{\bar{B}} \cos \theta_{z}^{B}\right\rangle \\ \left\langle\cos \theta_{z}^{\bar{B}}\right\rangle & \left\langle\cos \theta_{z}^{\bar{B}} \cos \theta_{x}^{B}\right\rangle & \left\langle\cos \theta_{z}^{\bar{B}} \cos \theta_{y}^{B}\right\rangle & \left\langle\cos \theta_{z}^{\bar{B}} \cos \theta_{z}^{B}\right\rangle\end{array}\right)$
and some additional moments in vector form

$$
\begin{align*}
F & =\left(\langle 1\rangle\left\langle\cos ^{2} \theta_{x}^{B}\right\rangle\left\langle\cos ^{2} \theta_{y}^{B}\right\rangle\left\langle\cos ^{2} \theta_{z}^{B}\right\rangle\right)  \tag{27}\\
\bar{F} & =\left(\langle 1\rangle\left\langle\cos ^{2} \theta_{x}^{\bar{B}}\right\rangle\left\langle\cos ^{2} \theta_{y}^{\bar{B}}\right\rangle\left\langle\cos ^{2} \theta_{z}^{\bar{B}}\right\rangle\right) . \tag{28}
\end{align*}
$$

We assume that the efficiency of the antihyperon and its decay is independent of that of the hyperon, i.e.
$\epsilon\left(\Omega_{\bar{B}}, \Omega_{B}\right)=\epsilon\left(\Omega_{\bar{B}}\right) \cdot \epsilon\left(\Omega_{B}\right)$.

We then define the following matrices of efficiency weighted moments

$$
\begin{align*}
\overline{\mathcal{A}}_{\mu, \nu} & \equiv \int \cos \theta_{\mu}^{\bar{B}} \cos \theta_{\nu}^{\bar{B}} \epsilon\left(\Omega_{\bar{B}}\right) d \Omega_{\bar{B}}  \tag{30}\\
\mathcal{A}_{\mu, \nu} & \equiv \int \cos \theta_{\mu}^{B} \cos \theta_{\nu}^{B} \epsilon\left(\Omega_{B}\right) d \Omega_{B}  \tag{31}\\
\overline{\mathcal{B}}_{\mu, \nu} & \equiv \int \cos ^{2} \theta_{\mu}^{\bar{B}} \cos \theta_{\nu}^{\bar{B}} \epsilon\left(\Omega_{\bar{B}}\right) d \Omega_{\bar{B}}  \tag{32}\\
\mathcal{B}_{\mu, \nu} & \equiv \int \cos \theta_{\mu}^{B} \cos ^{2} \theta_{v}^{B} \epsilon\left(\Omega_{B}\right) d \Omega_{B}  \tag{33}\\
\overline{\mathcal{C}}_{\mu} & \equiv \overline{\mathcal{A}}_{\mu, 0}  \tag{34}\\
\mathcal{C}_{v} & \equiv \mathcal{A}_{0, \nu} \tag{35}
\end{align*}
$$

By definition, the $\mathcal{A}$ matrices are symmetric in $\mu$ and $\nu$. Furthermore, some elements of $\mathcal{B}$ are identical to those of $\mathcal{A}$ e.g. $\mathcal{B}_{10}=\mathcal{A}_{11}, \overline{\mathcal{B}}_{01}=\overline{\mathcal{A}}_{11}$. With these definitions, the moments can be related to the spin observables in the following way:
$E=\frac{1}{16 \pi^{2}} \overline{\mathcal{A}} D \mathcal{A}$
$\bar{F}=\frac{1}{16 \pi^{2}} \overline{\mathcal{B}} D \mathcal{C}$
$F=\frac{1}{16 \pi^{2}} \overline{\mathcal{C}} D \mathcal{B}$

If the efficiency is symmetric with respect to $\cos \theta_{y}$ for both the antibaryon and the baryon, i.e.
$\epsilon\left(\cos \theta_{x}^{\bar{B}}, \cos \theta_{y}^{\bar{B}}, \cos \theta_{z}^{\bar{B}}\right)=\epsilon\left(\cos \theta_{x}^{\bar{B}},-\cos \theta_{y}^{\bar{B}}, \cos \theta_{z}^{\bar{B}}\right)$
$\epsilon\left(\cos \theta_{x}^{B}, \cos \theta_{y}^{B}, \cos \theta_{z}^{B}\right)=\epsilon\left(\cos \theta_{x}^{B},-\cos \theta_{y}^{B}, \cos \theta_{z}^{B}\right)$.
then all matrix elements in $\mathcal{A}$ and $\mathcal{B}$ with odd powers of $\cos \theta_{y}$ are zero. The matrices then reduce to

$$
\begin{aligned}
& \mathcal{A}=\left(\begin{array}{cccc}
\mathcal{A}_{00} & \mathcal{A}_{01} & 0 & \mathcal{A}_{03} \\
\mathcal{A}_{01} & \mathcal{A}_{11} & 0 & \mathcal{A}_{13} \\
0 & 0 & \mathcal{A}_{22} & 0 \\
\mathcal{A}_{03} & \mathcal{A}_{13} & 0 & \mathcal{A}_{33}
\end{array}\right) \\
& \overline{\mathcal{B}}=\left(\begin{array}{cccc}
\overline{\mathcal{B}}_{00} & \overline{\mathcal{B}}_{01} & 0 & \overline{\mathcal{B}}_{03} \\
\overline{\mathcal{B}}_{10} & \overline{\mathcal{B}}_{11} & 0 & \overline{\mathcal{B}}_{13} \\
\overline{\mathcal{B}}_{20} & \overline{\mathcal{B}}_{21} & 0 & \overline{\mathcal{B}}_{23} \\
\overline{\mathcal{B}}_{30} & \overline{\mathcal{B}}_{31} & 0 & \overline{\mathcal{B}}_{33}
\end{array}\right),
\end{aligned}
$$

$B=\left(\begin{array}{cccc}\mathcal{B}_{00} & \mathcal{B}_{01} & \mathcal{B}_{02} & \mathcal{B}_{03} \\ \mathcal{B}_{10} & \mathcal{B}_{11} & \mathcal{B}_{12} & \mathcal{B}_{13} \\ 0 & 0 & 0 & 0 \\ \mathcal{B}_{30} & \mathcal{B}_{31} & \mathcal{B}_{32} & \mathcal{B}_{33}\end{array}\right)$

With these simplifications, the right hand side of Eqs. 36, 37 and 38 can be solved, resulting in terms that consist of products of $\mathcal{A}_{\mu, \nu}, \mathcal{B}_{\mu, \nu}$ and $D_{\mu, \nu}$. We find that some of these terms are small in magnitude. If these terms can be neglected, then the non-zero spin observables are shown in Ref. [90] to be
$D_{20}=\frac{E_{20}}{\bar{F}_{2}}, \quad D_{02}=\frac{E_{02}}{F_{2}}$
$D_{22}=\frac{E_{22}}{\bar{F}_{2} F_{2}}$
$D_{11}=\frac{E_{11}-E_{10} E_{01}}{\bar{F}_{1} F_{1}}, \quad D_{13}=\frac{E_{13}-E_{10} E_{03}}{\bar{F}_{1} F_{3}}$
$D_{31}=\frac{E_{31}-E_{30} E_{01}}{\bar{F}_{3} F_{1}}, \quad D_{33}=\frac{E_{33}-E_{30} E_{03}}{\bar{F}_{3} F_{3}}$,
which translates to

$$
\begin{align*}
P_{y}^{\bar{Y}} & =\frac{1}{\bar{\alpha}} \frac{\left\langle\cos \theta_{y, \bar{B}}\right\rangle}{\left\langle\cos ^{2} \theta_{y, \bar{B}}\right\rangle}  \tag{47}\\
P_{y}^{Y} & =\frac{1}{\alpha} \frac{\left\langle\cos \theta_{y, B}\right\rangle}{\left\langle\cos ^{2} \theta_{y, B}\right\rangle}  \tag{48}\\
C_{y y}^{\bar{Y} Y} & =\frac{1}{\bar{\alpha} \alpha} \frac{\left\langle\cos \theta_{y, \bar{B}} \cos \theta_{y, B}\right\rangle}{\left\langle\cos ^{2} \theta_{y, \bar{B}}\right\rangle\left\langle\cos ^{2} \theta_{y, B}\right\rangle}  \tag{49}\\
C_{x x}^{\bar{Y} Y} & =\frac{1}{\bar{\alpha} \alpha} \frac{\left\langle\cos \theta_{x, \bar{B}} \cos \theta_{x, B}\right\rangle-\left\langle\cos \theta_{x, \bar{B}}\right\rangle\left\langle\cos \theta_{x, B}\right\rangle}{\left\langle\cos ^{2} \theta_{x, \bar{B}}\right\rangle\left\langle\cos ^{2} \theta_{x, B}\right\rangle}  \tag{50}\\
C_{x z}^{\bar{Y} Y} & =\frac{1}{\bar{\alpha} \alpha} \frac{\left\langle\cos \theta_{x, \bar{B}} \cos \theta_{z, B}\right\rangle-\left\langle\cos ^{2} \theta_{x, \bar{B}}\right\rangle\left\langle\cos \theta_{z, B}\right\rangle}{\left\langle\cos ^{2} \theta_{x, \bar{B}}\right\rangle\left\langle\cos ^{2} \theta_{z, B}\right\rangle}  \tag{51}\\
C_{z x}^{\bar{Y} Y} & =\frac{1}{\bar{\alpha} \alpha} \frac{\left\langle\cos \theta_{z, \bar{B}} \cos \theta_{x, B}\right\rangle-\left\langle\cos _{z, \bar{B}}\right\rangle\left\langle\cos \theta_{x, B}\right\rangle}{\left\langle\cos ^{2} \theta_{z, \bar{B}}\right\rangle\left\langle\cos ^{2} \theta_{x, B}\right\rangle}  \tag{52}\\
C_{z z}^{\bar{Y} Y} & =\frac{1}{\bar{\alpha} \alpha} \frac{\left\langle\cos \theta_{z, \bar{B}} \cos ^{2} \theta_{z, B}\right\rangle-\left\langle\cos _{z, \bar{B}}\right\rangle\left\langle\cos \theta_{z, B}\right\rangle}{\left\langle\cos ^{2} \theta_{z, \bar{B}}\right\rangle\left\langle\cos ^{2} \theta_{z, B}\right\rangle} \tag{53}
\end{align*}
$$

To summarize, the efficiency independent method is viable if the following three conditions are met:

1. The detection efficiency of the antibaryon is independent of that of the baryon.
2. The efficiency is symmetric in $\cos \theta_{y}^{B}$ and $\cos \theta_{y}^{\bar{B}}$
3. Higher order terms emerging from Eqs. (36), (37) and (38) can be neglected.

Simulations show that the first criterion is fulfilled for both channels at both momenta, whereas the second and third criteria are channel- and momentum dependent. For $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$

Table 5 Results from simulation studies of the various production reactions of ground state hyperons. The efficiencies are for exclusive reconstruction, and are presented with statistical uncertainties. The $S / B$ denotes the signal-to-background ratio

| $p_{\bar{p}}(\mathrm{GeV} / c)$ | Reaction | $\sigma(\mu \mathrm{b})$ | Eff $(\%)$ | Decay | S/B | Rate $\left(\mathrm{s}^{-1}\right)$ at <br> $10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ | Rate $\left(\mathrm{s}^{-1}\right) \mathrm{at}$ <br> $2 \cdot 10^{32} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.64 | $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ | $64.1 \pm 1.6[53]$ | $16.04 \pm 0.04$ | $\Lambda \rightarrow p \pi^{-}$ | 114 | 44 | 880 |
| 4.6 | $\bar{p} p \rightarrow \bar{\Xi}+\Xi^{-}$ | $\approx 1[39]$ | $8.22 \pm 0.03$ | $\Xi^{-} \rightarrow \Lambda \pi^{-}$ | 270 | 0.3 | 6 |
| 7.0 | $\bar{p} p \rightarrow \bar{\Xi}+\Xi^{-}$ | $\approx 0.3[39]$ | $7.95 \pm 0.03$ | $\Xi^{-} \rightarrow \Lambda \pi^{-}$ | 170 | 0.1 | 2 |



Fig. 6 Simulated angular distributions of the $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$reaction using a flat distribution (black), lenient case (dashed), and the extreme case (dotted) at $p_{\text {beam }}=4.6 \mathrm{GeV} / c$ (left) and $p_{\text {beam }}=7.0 \mathrm{GeV} / c$ (right). Note the different scales on the $y$-axes
at $1.642 \mathrm{GeV} / c$, the second criterion is fulfilled. Furthermore, the higher order terms appearing in the expressions for $P_{y}^{Y}$, $P_{y}^{\bar{Y}}$ and $C_{y y}^{\bar{Y} Y}$ can be neglected whereas they are large for $C_{x x}^{\bar{Y} Y}, C_{z z}^{\bar{Y} Y} C_{x z}^{\bar{Y} Y}$ and $C_{z x}^{\bar{Y} Y}$. This means we expect the efficiency independent method to work for $P_{y}^{Y}, P_{y}^{\bar{Y}}$ and $C_{y y}^{\bar{Y} Y}$ but not for the other observables.

For the $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$channel at $4.6 \mathrm{GeV} / c$, all three criteria are fulfilled for all spin observables. Thus the efficiency independent method can be used without restrictions in this case. At $7.0 \mathrm{GeV} / c$, the second criterion is not fulfilled which means that the efficiency independent method cannot be used to extract the polarisation of neither the hyperon nor the antihyperon. However, it can be applied to estimate all spin correlations.

## 7 Results

### 7.1 Reconstruction rates

With the reconstruction efficiencies obtained from the simulations, the measured $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ cross section from Ref. [52] and the predicted cross sections from Ref. [39], we can calculate the expected rate at which hyperons can be reconstructed exclusively in PANDA. We have performed the calculations

Table 6 Reconstruction efficiency of the $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$reaction with an isotropic angular distribution, a lenient one and an extremely forward peaking distribution

| $p_{\bar{p}}(\mathrm{GeV} / \mathrm{c})$ | $\epsilon_{\text {Isotropic }}(\%)$ | $\epsilon_{\text {Lenient }}(\%)$ | $\epsilon_{\text {Extreme }}(\%)$ |
| :--- | :--- | :--- | :--- |
| 4.6 | $8.22 \pm 0.03$ | $7.7 \pm 0.03$ | $6.1 \pm 0.03$ |
| 7.0 | $7.95 \pm 0.03$ | $7.5 \pm 0.03$ | $5.0 \pm 0.03$ |

for two different scenarios: with the Phase One luminosity, which will be around $10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, and with the 20 times larger design luminosity. The results are presented in Table 5. However, during the very first period of data taking, the luminosity at low beam momenta will be smaller by about a factor of two. This means that in the first $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ benchmark study, the actual luminosity will be about $5 \cdot 10^{30} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, giving a two times smaller reconstruction rate than at the nominal Phase One luminosity. The $S / B$ ratios are calculated using all remaining signal events $S$ and background events from all sources, weighted using their corresponding weight factors given in Tables 1 and 2 .

### 7.1.1 Effects from the $\bar{\Xi}^{+}$angular distribution

The distribution of the $\bar{\Xi}^{+}$scattering angle is not known, since so far, only a few bubble-chamber events exist from


Fig. 7 Top left: polarization of the $\bar{\Lambda}$ (black) and the $\Lambda$ (open) at $p_{\text {beam }}=1.642 \mathrm{GeV} / \mathrm{c}$, reconstructed using the efficiency dependent method with 2D efficiency matrices. Top-right: average values of the two reconstructed polarisations. Bottom-left: polarisations recon-


structed using the efficiency independent method. Bottom-right: average of the polarisations reconstructed with the efficiency independent method. The vertical error bars represent statistical uncertainties, the horizontal bars the bin widths and the solid curves the input model
the $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$reaction $[54,55]$. The nominal simulations in this work were therefore performed for isotropically distributed $\bar{\Xi}^{+}$antihyperons. However, in reality, the angular distribution in the CMS system of the reaction may be forward peaking in a similar way as for $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ [43-46] and $\bar{p} p \rightarrow \bar{\Sigma}^{0} \Lambda+c . c$. [76]. Since the $\bar{\Xi}^{+}$share one less quark with the initial $\bar{p}$ compared to $\bar{\Lambda}$ and $\bar{\Sigma}^{0}$, the forward peak is expected to be less pronounced for $\bar{\Xi}^{+}$. Investigations with meson exchange models have resulted in a fairly strong anisotropy for $\bar{\Xi}^{0}$ while almost flat for the $\bar{\Xi}^{+}$[40]. This can have an impact on the total reconstruction efficiency, partly because decay products of the $\bar{\Xi}^{+}$may escape detection by being emitted along the beam pipe, and partly because a backward-going $\Xi^{-}$in the CMS system is almost at rest in the lab system. Its decay products may then have too low energy to reach the detectors.

In order to investigate the sensitivity of the total reconstruction efficiency to the $\bar{\Xi}^{+}$angular distribution, additional simulations were carried out for two other scenarios with more forward-going antihyperons. The extreme case employs angular distribution parameters from the most
forward-peaking distributions that have been observed so far, namely in $\bar{p} p \rightarrow \bar{\Lambda} \Sigma^{0}+$ c.c. [76]. The lenient case represents an intermediate scenario with parameters between those of a flat distribution and those of an extreme one. The distributions are shown in Fig. 6 and the results from the simulations are presented in Table 6. Indeed, the reconstruction efficiency decreases for a strongly forward peaking $\bar{\Xi}+$ distribution. However, the most extreme case results in a reduction of 25$35 \%$ and the total efficiency $-5-6 \%$ - is still feasible for $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$studies.

### 7.2 Spin observables

The spin observables defined in Sect. 4 have been reconstructed with two independent methods to handle the efficiency, described in Sect. 6. In both cases, we have used data samples that are realistic during the first year of data taking with PANDA, given the reconstruction rates estimated in Sect. 7.1. Since the background can be suppressed to a very low level, background effects are neglected in these spin studies.


Fig. 8 Spin correlations of the $\bar{\Lambda} \Lambda$ pair produced at $p_{\text {beam }}=$ $1.642 \mathrm{GeV} / \mathrm{c}$. These observables were estimated with the efficiency dependent method, using 3D efficiency matrices. Topleft: $C_{x x}^{\bar{Y} Y}$, top-right: $C_{y y}^{\bar{Y} Y}$ and bottom-left: $C_{z z}^{\bar{Y} Y}$ of the $\bar{\Lambda} \Lambda$

### 7.2.1 The $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ reaction

In this study, $1.5 \cdot 10^{6}$ reconstructed $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ events were used. This amount can be collected in 24 hours during the first phase of data taking with PANDA, where the luminosity at the lowest beam momenta will be about half of that of intermediate and high momenta, i.e. $5 \cdot 10^{30} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$.

The polarisation of $\bar{\Lambda}$ and $\Lambda$ as a function of the $\bar{\Lambda}$ scattering angle in the CMS system are shown in Fig. 7. The $\bar{\Lambda}$ and $\Lambda$ polarisation are shown to the left in the same plot. Since charge conjugation invariance requires $P^{Y}=P^{\bar{Y}}$, deviations from this equality could indicate artificial bias from the detector or the reconstruction procedure. However, the agreement is excellent. In the right panels, the average of the $\bar{\Lambda}$ and $\Lambda$ polarisation is shown. The top panels show the polarisations extracted with efficiency corrections, estimated by Eq. (16). The bottom panels are extracted using the efficiency independent method, applying Eqs. (47) and (48). The polarisations reconstructed with the two techniques agree very well with the input distributions, shown as solid curves. The statistical uncertainties are found to be very small.

pair. Bottom-right: the average $\left(C_{x z}^{\bar{Y} Y}+C_{z x}^{\bar{Y} Y}\right) / 2$. The vertical error bars represent statistical uncertainties, the horizontal bars the bin widths and the solid curve the input distributions

The diagonal spin correlations, i.e. $C_{x x}^{\bar{Y} Y}, C_{y y}^{\bar{Y} Y}$ and $C_{z z}^{\bar{Y} Y}$, are shown in Fig. 8. In the top left and right panels, as well the bottom left, the correlations are extracted using efficiency corrections. The bottom right panel display the average correlation $\left(C_{x z}^{\bar{Y} Y}+C_{z x}^{\bar{Y} Y}\right) / 2$ extracted with the efficiency independent method. In most cases, the reconstructed distributions agree fairly well with the input distributions. However, significant deviations are observed when applying the efficiency independent parameter estimation method, as seen in Fig. 9. This is expected since we concluded in Sect. 6.1.2 that higher order terms could not be neglected in this case. With the efficiency dependent method, all deviations are small and do not follow any obvious trend. Furthermore, it is clear that the statistical precision will be greatly improved compared to the PS185 measurements [52].

### 7.2.2 The $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$reaction

Two studies have been performed at beam momenta of $p_{\text {beam }}=4.6 \mathrm{GeV} / \mathrm{c}$ and $p_{\text {beam }}=7.0 \mathrm{GeV} / \mathrm{c}$, using $5.86 \cdot 10^{5}$ and $4.52 \cdot 10^{5}$ reconstructed $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$events, respectively. The sample at $p_{\text {beam }}=4.6 \mathrm{GeV} / \mathrm{c}$ can be collected in



Fig. 9 Spin correlations of the $\bar{\Lambda} \Lambda$ pair produced at $p_{\text {beam }}=1.642$ $\mathrm{GeV} / \mathrm{c}$. These observables are estimated using the efficiency independent method. Top-left: $C_{x x}^{\bar{Y} Y}$, top-right: $C_{y y}^{\bar{Y} Y}$ and bottom-left: $C_{z z}^{\bar{Y} Y}$ of the $\bar{\Lambda} \Lambda$ pair. Bottom-right: the average $\left(C_{x z}^{\bar{Y} Y}+C_{z x}^{\bar{Y} Y}\right) / 2$. The vertical error bars represent statistical uncertainties, the horizontal bars

21 days while the sample at $p_{\text {beam }}=7.0 \mathrm{GeV} / \mathrm{c}$ requires 55 days of data taking, in line with the planned 80 days campaign at an energy around the $X$ (3872) mass. Here, we assume a luminosity of $10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, which will be achievable at these energies during the first phase of data taking with PANDA.

In Fig. 10, the polarisation at $4.6 \mathrm{GeV} / c$ of the $\Xi^{-}$and the $\bar{\Xi}^{+}$are shown individually (top-left panel) and averaged (top-right panel) for efficiency corrected data. The agreement between $\Xi^{-}$and $\bar{\Xi}^{+}$as well as between the input distributions and the reconstructed ones, is excellent and the statistical uncertainties are small. Also when using the efficiency independent method, there is good agreement between reconstructed data and the input model (bottom-left and bottomright panels). This is expected since the simulations showed that all criteria are fulfilled for this reaction at this beam momentum.

The spin correlations $C_{x x}^{\bar{Y} Y}, C_{y y}^{\bar{Y} Y}, C_{z z}^{\bar{Y} Y}$ and the average $\left(C_{x z}^{\bar{Y} Y}+C_{z x}^{\bar{Y} Y}\right) / 2$ are shown in Fig. 11 for the same beam momentum. The agreement between the input distributions


the bin widths and the solid curve the input distributions. For $C_{x x}^{\bar{Y} Y}$, $C_{x x}^{\bar{Y} Y}$ and $C_{x x}^{\bar{Y} Y}$ correlations, we do not expect agreement with the input model (solid curve) due to large high order terms. In the case of $C_{y y}^{\bar{Y} Y}$ correlations, higher order terms were found to be negligible
and the reconstructed distributions is good. Figure 12 displays two examples of spin correlations reconstructed with the efficiency independent method. The $C_{y y}^{\bar{Y} Y}$ correlation agrees well with the input model whereas some deviations are seen in the case of $C_{x x}^{\bar{Y} Y}$, despite the fact that the criteria outlined in Sect. 6.1.2 are fulfilled. This shows that this observable is more sensitive to the efficiency than the $C_{y y}^{\bar{Y} Y}$ and that the efficiency independent method has to be used with caution.

In Fig. 13, the polarisations of the $\bar{\Xi}^{+}$and $\Xi^{-}$at 7.0 $\mathrm{GeV} / c$ are shown. In the left panel, where the efficiency dependent method has been used, we see that the reconstructed polarisations agree well with the input model. In the right panel, the efficiency independent method is used. Here, some disagreement is observed with respect to the input model, as expected since one of the criteria in Sect. 6.1.2 is not fulfilled. Furthermore, we observe that the $\overline{\Xi^{+}}$polarisation disagrees with the $\Xi^{-}$polarisation. This shows that a comparison between hyperon and antihyperon observables serve as a consistency check.


Fig. 10 Top-left: reconstructed polarisation of the $\bar{\Xi}+$ (black) and the $\Xi^{-}$(open) at $p_{\text {beam }}=4.6 \mathrm{GeV} / \mathrm{c}$ using the efficiency dependent method with 2D efficiency matrices. Top-right: average values of the two reconstructed polarisations. Bottom-left: polarisations reconstructed with the


efficiency independent method. Bottom-right: the average of the polarisations reconstructed with the efficiency independent method. The vertical error bars represent statistical uncertainties, the horizontal bars the bin widths and the solid curves the input model

In Fig. 14, the spin correlations of the $\bar{\Xi}^{+} \Xi^{-}$pair are shown at $7.0 \mathrm{GeV} / c$, reconstructed with the efficiency dependent method. The reconstructed distributions agree with the input ones, indicating that the reconstruction and analysis procedure do not impose any bias. In Fig. 15, the $C_{x x}^{\bar{Y} Y}$ and $C_{y y}^{\bar{Y} Y}$ spin correlations are shown, reconstructed with the efficiency independent method. Even in this case, the reconstructed distributions agree well with the input models.

The singlet fractions of the $\bar{\Xi}^{+} \Xi^{-}$pair, calculated from the spin correlations according to Eq. (9), are shown in Fig. 16 as a function of the $\bar{\Xi}^{+}$scattering angle. The results show that the prospects of measuring the singlet fraction, and thereby establish in which spin state the produced $\bar{\Xi}^{+} \Xi^{-}$is, are very good. It will also be possible to test the predictions from Ref. [40].

### 7.3 Systematic uncertainties

It is hard to evaluate systematic uncertainties before the experiment is taken into operation, since effects such as trig-
ger efficiencies or imperfections in tracking or in the Monte Carlo implementation of the detector are difficult to estimate without real data.

In the feasibility study of electromagnetic form factors in PANDA [89] as well as in the simulation of the foreseen energy scan around the $X$ (3872) [69], uncertainties in the estimated luminosity and background constitute the most important sources of systematics. While being very important in cross section measurements, effects from the uncertainty in the luminosity are expected to be negligible in measurements of differential distributions. This is because such uncertainties should be uniformly distributed over the angles of the final state particles. Regarding the background, the displaced decay vertices of hyperons result in a very distinct event topology that allows for a very strong suppression of background. Furthermore, the cross section of the hyperon channels studied in this work are several orders of magnitude larger than in Refs. [69, 89].

Non-negligible systematic effects can arise from modeldependencies in the efficiency correction. The method of


Fig. 11 Reconstructed spin correlations of the $\bar{\Xi}^{+} \Xi^{-}$pair at $p_{\text {beam }}=$ 4.6 GeV/c. Top-left: the $C_{x x}^{\bar{Y} Y}$ correlation. Top-right: $C_{y y}^{\bar{Y} Y}$. Bottom-left: $C_{z z}^{\bar{Y} Y}$. Bottom-right: the reconstructed average $\left(C_{x z}^{\bar{Y} Y}+C_{z x}^{\bar{Y} Y}\right) / 2$. The
spin correlations are reconstructed using the efficiency independent method. The vertical error bars represent statistical uncertainties, the horizontal bars the bin widths and the solid curve the input model



Fig. 12 Spin correlations of the $\bar{\Xi}^{+} \Xi^{-}$pair at $p_{\text {beam }}=4.6 \mathrm{GeV} / \mathrm{c}$, reconstructed with the efficiency independent method. Left: the $C_{x x}^{\bar{Y} Y}$ correlation. Right: the $C_{y y}^{\bar{Y} Y}$ correlation. The vertical error bars represent statistical uncertainties, the horisontal the bin widths and the red curves the input model
moments introduces an uncertainty for each measured variable that is integrated out when calculating each moment. In multi-dimensional problems like the ones presented here, this needs a thorough investigation. Therefore, we have carried out three comparative studies: (i) between generated
distributions on one hand and reconstructed and efficiency corrected distributions on the other (ii) between extracted hyperon and antihyperon parameters (iii) between two different parameter estimation techniques. Significant differences only appear for the efficiency independent method and


Fig. 13 The polarisation of the $\overline{\bar{E}}^{+}$(black) and the $\Xi^{-}$(open) hyperons at $p_{\text {beam }}=7.0 \mathrm{GeV} / \mathrm{c}$. Left: data reconstructed using the efficiency dependent method. Right: data reconstructed using the efficiency inde-



Fig. 14 Reconstructed spin correlations (top-left) $C_{x x}^{\bar{Y} Y}$, (top-right) $C_{y y}^{\bar{Y} Y}$ and (bottom-left) $C_{z z}^{\bar{Y} Y}$ of the $\bar{\Xi}^{+} \Xi^{-}$pair at $p_{\text {beam }}=7.0 \mathrm{GeV} / \mathrm{c}$. (bottom-right) Reconstructed average $\left(C_{x z}^{\bar{Y} Y}+C_{z x}^{\bar{Y} Y}\right) / 2$. The spin cor-

pendent method. The vertical error bars represent statistical uncertainties, the horizontal bars the bin widths and the solid curve the input model

relations are reconstructed at $p_{\text {beam }}=7.0 \mathrm{GeV} / \mathrm{c}$ using acceptance corrections. The vertical error bars represent statistical uncertainties, the horizontal bars the bin widths and the solid curves the input model


Fig. 15 Reconstructed spin correlations of the $\bar{\Xi}^{+} \Xi^{-}$pair at $p_{\text {beam }}=7.0 \mathrm{GeV} / c$, reconstructed with the efficiency independent method. Left: the $C_{x x}^{\bar{Y} Y}$ correlation. Right: the $C_{y y}^{\bar{Y} Y}$ correlation. The solid curves represent the input model


Fig. 16 Reconstructed singlet fractions at $p_{\text {beam }}=4.6 \mathrm{GeV} / \mathrm{c}$ (left) and $p_{\text {beam }}=7.0 \mathrm{GeV} / \mathrm{c}$ (right). The vertical errorbars are statistical uncertainties only. The horizontal bars are the bin widths
are well understood since in these cases, the necessary criteria for using the efficiency independent method are not fulfilled. However, for the high-precision studies enabled by the design luminosity, it will likely be necessary to use a model-independent method for extracting the spin observables, e.g. a Maximum Likelihood-based method similar to the one in Refs. [48,51]. For $\bar{p} p$ reactions, a dedicated formalism and analysis framework will be needed for this purpose.

## 8 Summary and discussion

The feasibility of exclusive reconstruction of two antihyperonhyperon reactions in the foreseen antiproton experiment PANDA at FAIR has been investigated: $\bar{p} p \rightarrow \bar{\Lambda} \Lambda$ and $\bar{p} p \rightarrow \bar{\Xi}^{+} \Xi^{-}$. The former has been studied with the PS185 experiment and will be used for quality assurance and finetuning of detectors, data acquisition, reconstruction and analysis. However, even at the modest luminosity during the
start-up phase of PANDA, a world-record sample can be collected in a few days. Furthermore, the background can be suppressed to a very low level. This will allow PANDA to push forward the state of the art in the measurement of spin observables. The double-strange $\Xi^{-}$has barely been studied with antiproton probes before and the studies proposed here will therefore be pioneering. The foreseen high data rates and the low background level will enable a complete spin decomposition of the reaction already during the first year of data taking. This demonstrates PANDAs potential as a strangeness factory.

The method of moments applied in this work is suitable for sample sizes of the first phase of PANDA. Two different approaches were applied: a standard efficiency dependent one, and a more unusual efficiency independent method. The applicability of the latter however relies on approximations whose validity need to be evaluated on a case-by-case basis. After only a few years at the initial luminosity, and even more, when the design luminosity is available, the hyperon spin studies will reach high statistical precision. For this, a
multi-dimensional and model-independent analysis framework needs to be developed in order to match accuracy and precision. This could open up for large-scale searches for CP violation in hyperon decays and its feasibility will be investigated in the future.
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[^0]:    ${ }^{\text {a }}$ e-mail: karin.schonning @ physics.uu.se (corresponding author)

[^1]:    ${ }^{1}$ In principle, one can also replace it with a charm or a bottom quark, but the scope of this paper is strange hyperons.

[^2]:    ${ }^{2}$ The minimum number of hits to fit a circle is three, but additional hits are needed in order to verify that the hits come from a real track and to resolve ambiguities.

