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Abstract: The evaluation and assessment of conversational interfaces is a complex task since such
software products are challenging to validate through traditional testing approaches. We conducted a
systematic Multivocal Literature Review (MLR), on five different literature sources, to provide a view
on quality attributes, evaluation frameworks, and evaluation datasets proposed to provide aid to the
researchers and practitioners of the field. We came up with a final pool of 118 contributions, including
grey (35) and white literature (83). We categorized 123 different quality attributes and metrics under
ten different categories and four macro-categories: Relational, Conversational, User-Centered and
Quantitative attributes. While Relational and Conversational attributes are most commonly explored
by the scientific literature, we testified a predominance of User-Centered Attributes in industrial
literature. We also identified five different academic frameworks/tools to automatically compute
sets of metrics, and 28 datasets (subdivided into seven different categories based on the type of
data contained) that can produce conversations for the evaluation of conversational interfaces. Our
analysis of literature highlights that a high number of qualitative and quantitative attributes are
available in the literature to evaluate the performance of conversational interfaces. Our categorization
can serve as a valid entry point for researchers and practitioners to select the proper functional and
non-functional aspects to be evaluated for their products.

Keywords: conversational interfaces; software quality attributes; software quality

1. Introduction

As defined by Radziwill et al., conversational interfaces are one class of intelligent,
conversational software agent activated by natural language input (which can be in the
form of text, voice, or both). Conversational interfaces provide conversational output in
response, and if commanded, they can sometimes also execute tasks [1]. Conversational
interfaces are commonly referred to as chatbots when the interface is only textual.

The research into the evaluation of chatbots dates back to the early 1970s when a
team of psychiatrists subjected the two earliest ones (Eliza [2], and Parry [3]) to the Turing
tests. Despite the initial interest from the scientific community, the chatbot topic in the
broad sense has been explored in more depth by academia only in the last two decades,
mainly because of the previous lack of sufficiently sophisticated hardware and theoretical
models [4,5]. In the latest years, chatbots have also gained an important commercial
interest [6], which has also resulted in constant technological advancement.

Global forecasts have shown that the chatbot market is projected to grow from USD
2.6 billion in 2019 to USD 9.4 billion by 2024 at a compound annual growth rate (C.A.G.R.)
of 29.7% [7], with healthcare, educational, customer services and marketing as the most
affected application domains. The main driver of such commercial interest is the ability
of chatbots to provide rapid responses and well enough support to customer requests [8].
The main shortcomings are instead found in the possibility of unhelpful responses and the
lack of a human personality. These issues are still slowing down a widespread acceptance
of chatbots [9,10]. Due to the increasing economic impact and the mentioned limitations,
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the need to set comprehensive and replicable approaches to test and evaluate chatbots
thoroughly has been brought to light [11].

The software behind chatbots is however challenging to verify and validate with
traditional testing approaches. Their evaluation is in fact strictly related to their ability to
replicate human behavior, and to the user’s appreciation of their output [12,13]. The non-
determinism of user input also makes the coverage of all possible inputs impractical.
The semantic component of the responses to the users must also be taken into account
when verifying conversational interfaces. Therefore, academic research has yet failed
to converge towards an established set of metrics and actionable approaches to validate
conversational interfaces.

The purpose of this paper is to present a comprehensive review of quality proper-
ties and attributes related to the quantitative and qualitative verification and validation
of chatbots.

To this end, we performed a Multivocal Literature Review (MLR) study that covers not
only peer-reviewed works (i.e., white literature or WL) but also grey literature accessible
through traditional search engines. By involving the latter, we aimed at capturing valuable
information produced by practitioners from the industry, and to compare the practitioners’
focus to that of academia. By analyzing the most widespread attributes and properties
analyzed in both categories of literature, we discuss potential gaps in current research and
practice and the related implications for industry and academia.

The remainder of this paper is organized as follows:

• Section 2 presents the background about the evaluation processes of chatbots and
compares this work to existing secondary studies in the field;

• Section 3 describes the adopted research methods by specifying its goals, research
questions, search criteria, and analysis methods;

• Section 4 presents the results of the MLR;
• Section 5 discusses the implications of the results and the threats to the validity of our

study;
• Finally, Section 6 concludes the study and presents possible future avenues for this

work.

2. Background

In this section, we summarize the concepts about the chatbot evaluation processes de-
fined in the academic literature. We also present background concepts regarding applying
the MLR research method in the field of Software Engineering, and we discuss the findings
of existing secondary studies in this field.

2.1. Overview of Quality Assessment Methods for Conversational Interfaces

The literature on chatbots has highlighted a lack of precise guidelines for designing
and evaluating the quality of this type of software. Amershi et al. propose a set of guidelines
tailored to the peculiar human–AI nature of the interaction with chatbots [14].

The quality attribute for a chatbot can relate to many different aspects of its usage,
e.g., the capability of providing the right answers or to infer the right emotions from the
human users, or the end user’s satisfaction [1]. However, the quality properties to evaluate
depend on the purpose and application domain of the specific chatbot to be evaluated,
making it difficult to find universal attributes.

Concerning the latest generation of chatbots, based on deep learning and structured
information [15], most of the research in the field has emphasized the use of annotated
datasets, defined as ground truth. The generation of annotated datasets may imply the
presence of human labellers (i.e., a supervised approach) or can be performed automatically
based on the characteristics of data (i.e., an unsupervised) approach. Once a ground truth
is obtained, the chatbot model infers its behavior learning from this dataset, and the
performance is evaluated over a subset of the dataset, the so-called test set.
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Several studies in the literature address the application of automated testing method-
ologies to verify the quality of chatbot software. The many aspects to be considered in
chatbot evaluation however make fully automated testing practices harder to adopt than
in traditional software domains.

The hardest features to verify are those related to the perception of the chatbot by a
human user, and the perceived value of obtained information. For these reasons, manual
testing of chatbots is rarely used alone practitioners, and is typically conducted with the
aid of questionnaires and interviews [16–18]. Manual testing is, however, inherently error
prone and labor intensive, hence it is typically paired with evaluations by domain experts,
and aided with platforms for crowdsourced testing [19,20]. Quantitative measurements of
the performance of the chatbots (e.g., inspection of abandoned dialogues) are instead most
of the time completely automated.

2.2. Multivocal Literature Reviews

Ogawa et al. define the concept of the Multivocal Literature Review (MLR) [21] in the
field of Education as a research methodology that applies the approach of a Systematic
Literature Review on multiple literature sources, i.e., involving evidence available on
regular search engines. In that sense, MLRs differ from regular SLRs (Systematic Literature
Reviews) because they include information obtained from non-academic sources, such as
blog posts, web-pages, and industry white papers. According to a definition provided by
Lefebvre et al., these sources can all be classified as Grey Literature (GL), i.e., literature that is
not formally published in sources such as books or journal articles [22]. Several classifications
of the forms of GL have been provided in the literature. Adams et al. provide a three-tier
classification of GL: 1st tier GL (high credibility), including books, magazines, government
reports, and white papers; 2nd tier GL (moderate credibility), such as annual reports, news
articles, presentations, videos, Question and Answer websites (such as StackOverflow) and
Wiki articles; 3rd tier GL (low credibility), such as blogs, e-mails, tweets [23].

Albeit that many review studies in the field of Software Engineering (SE) have im-
plicitly incorporated GL to derive their findings, a formalization of the MLR methodology
for SE has been provided only recently by Garousi et al. [24]. The authors identified the
principal benefit of including GL in literature reviews as the capability of providing useful
industry viewpoints and evidence of the quality that cannot always be gathered from peer-
reviewed literature [25]. Rigorous MLRs have recently been conducted in the field of SE to
investigate, for instance, the need for automation for software testing [26], software test ma-
turity assessment and test process improvement [27], security in DevOps [28], the benefits
of the adoption of the Scaled Agile framework [29], requirements engineering in software
startups [30], technical debt [31], and the financial aspects of its management [32].

2.3. Related Work

Many studies have already had as their primary purpose an examination of quality
attributes for chatbots. Several systematic reviews of chatbot quality assessments have
been performed and are available in the literature. In Table 1, we report the secondary
studies available at the time this review was conducted. For each of the secondary studies
considered, we report the research methodology employed, the number of primary studies
referenced, and the main contribution.

The Grey Literature work by Radzwill and Benton [1] analyze the data from 46 primary
studies, both from academic and grey literature. In the manuscript, the authors define three
different categories of quality attributes for conversational agents: effectiveness, efficiency,
and satisfaction. These three categories have been chosen following the definition of
Software Usability, paying close attention not only to functionality but also to human-like
aspects. In this work, the quality assessment approaches are reviewed, and, ultimately,
a synthesized approach is proposed. To date, this study is the one that proposes the
most comprehensive list of quality attributes for chatbots. However, the study has some
limitations especially in terms of replicability, since there is no explicit adherence to a
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review protocol (e.g., Kitchenham’s). Moreover, no explicit Inclusion and or Exclusion
criteria are provided for the selection of manuscripts. In addition to this lack of formality
of the review process, the manuscript is also focused only on quality attributes and not on
frameworks or datasets that can be utilized for chatbot evaluations. Finally, the manuscript
also lacks a mapping section to provide a categorization of the available academic research
in the field.

Maroengsit et al. [12] performed a survey to assess the various architectures and
application areas of chatbots, providing a categorization and analysis based on 30 different
conversational interfaces. The authors provide a review of natural language processing
techniques and evaluation methods for chatbots. The evaluation methods part is divided
into content evaluation, user satisfaction, and functional evaluation. This work has a
primary focus on natural language processing and low-level white box metrics. However,
the work provides a limited analysis of black-box metrics focused on the user perspective.
It only considers a high-level subdivision for them (e.g., automatic evaluation and expert
evaluation), which we deem not sufficient to cover the complexity of all quality attributes
and metrics provided by the available research.

Finally, Ren et al. [33] provided a systematic mapping study about the usability at-
tributes for chatbots. Several specific quality assessment metrics and methods are discussed
in this work. However, an exhaustive discussion of quality attributes or frameworks is
not provided. The authors also provided a classification of the conversational interfaces in
different categories: AIML (Artificial Intelligent Markup Language), NLP (Natural Lan-
guage Processing), ORM (Object Relational Mapping), and ECA (Embodied Conversational
Agents), but no explicit classification of the evaluation techniques used for each of the
categories is provided in the manuscript. In addition to the limitation of the analysis to the
evaluation of usability, the study does not include an analysis of grey literature sources.

The present work aims to review a broader range of recent sources and to integrate the
contribution of works from grey literature and practitioners’ reports, which are generally
included only to a limited extent in the mentioned works. We also aim at providing an
analysis of existing frameworks and datasets used for chatbot evaluations, and a mapping
of the literature about the mentioned research facets, which has not been provided yet by
related studies.

Table 1. Secondary studies.

Reference Year Title Research
Methodology

# of Primary
Studies Description

[1] 2017

Evaluating
Quality of
Chatbots and
Intelligent
Conversational
Agents

MLR 46

This paper presents a literature review of quality
issues and attributes as they relate to the
contemporary issue of chatbot development and
implementation. The quality assessment
approaches are reviewed and based on these
attributes a quality assessment method is
proposed and examined.

[12] 2019

A Survey on
Evaluation
Methods for
Chatbots

SLR 30

This work presents a survey starting from a
literature review, evaluation methods/criteria and
comparison of evaluation methods. It is conducted
with classication of chatbot evaluation methods
and their analysis according to chatbot types and
the three main evaluation schemes: content
evaluation, user satisfaction and chat function.

[33] 2019

Usability of
Chatbots: A
Systematic
Mapping Study

SLR 19

This paper is focused on identifying the state of
the art in chatbot usability and applied
human–computer interaction techniques and to
analyze how to evaluate chatbots usability.
The works were categorized according to four
criteria: usability techniques, usability
characteristics, research methods and type of
chatbots.
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3. Research Method

This section provides an overview of the research method that we adopted when
conducting this study.

We conducted an MLR by following the guidelines provided by Garousi et al. [24].
These guidelines are built upon Kitchenham’s guidelines for conducting SLRs [34], with the
addition of specific phases that tackle the procedure of selection and filtering of the grey lit-
erature.

According to these guidelines, the procedure for conducting an MLR is composed of
three main phases:

1. Planning: in this phase, the need for conducting an MLR on a given topic is estab-
lished, and the goals and research questions of the MLR are specified;

2. Conducting: in this phase, the MLR is conducted entailing five different sub-steps:
definition of the search process, source selection, assessment of the quality of the
selected studies, data extraction, and data synthesis;

3. Reporting: in this phase, the review results are reported and tailored to the selected
destination audience (e.g., researchers or practitioners from the industry).

In the following subsections, we report all the decisions taken during the Planning
and Conducting phases of our study. The Results and Discussion sections of the paper will
serve as the output of the Reporting phase.

3.1. Planning

This section describes the components of the planning phase according to the guide-
lines by Garousi et al.: motivation, goals, and RQs. This information is reported in
the following.

3.1.1. Motivation Behind Conducting an MLR

To motivate the inclusion of Grey Literature in our literature review, and thus to
conduct an MLR, we adopted the approach based on the decision table reported in Table 2,
defined by Garousi et al. [24] and based on the guidelines by Benzies et al. [23,35]. One
or more positive responses to the questions in the table suggest the inclusion of GL in the
review process.

As is evident from our decision table shown in Table 2, we could provide a positive
answer to all questions about the addressed subject. Hereby, we provide a brief motivation
about each point in the decision table:

1. The subject is not addressable only with evidence from formal literature, since typi-
cally real-world limitations of the conversational interfaces are addressed by white
literature only to a certain extent;

2. Many studies in the literature do provide methods for the evaluation of conversational
interfaces with small controlled experiments, which may not reflect the dynamics of
the usage of such technologies by practitioners;

3. The context where they are applied is of crucial importance for conversational inter-
faces, and grey literature is supposed to provide more information of this kind since
they it is more strictly tied to actual practice;

4. Practical experiences reported in grey literature can indicate whether the metrics or
approaches proposed in the formal literature are feasible or beneficial in real-world
scenarios;

5. Grey literature can reveal the existence of more evaluation methodologies and metrics
than those that could be deduced from white literature only;

6. Observing the outcomes of measurements on commercial products can provide re-
searchers with relevant insights regarding where to focus research efforts; conversely,
practitioners can deduce new areas in which to invest from the white literature;

7. Conversational interfaces and their evaluation are prevalent in the software engineer-
ing area, which accounts for many sources of reliable grey literature.
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Table 2. Questions asked to decide whether to include the GL in software engineering reviews.

# Question Answer

1 Is the subject ”complex” and not solvable by considering only the formal literature? Yes

2 Is there a lack of volume or quality of evidence, or a lack of consensus of outcome measurement in the formal
literature? Yes

3 Is the contextual information important in the subject under study? Yes
4 Is it the goal to validate or corroborate scientific outcomes with practical experiences? Yes
5 Is it the goal to challenge assumptions or falsify results from practice using academic research or vice versa? Yes

6 Would a synthesis of insights and evidence from the industrial and academic community be useful to one or
even both communities? Yes

7 Is there a large volume of practitioner sources indicating high practitioner interest in a topic? Yes

3.1.2. Goals

This MLR aims to identify the best practices concerning specific procedures, tech-
nologies, methods, or tools by aggregating information from the literature. Specifically,
the research is based on the following goals:

• Goal 1: Providing a mapping of the studies regarding the evaluation of the quality of
conversational interfaces.

• Goal 2: Describing the methods, frameworks, and datasets that have been developed
in the last few years for the evaluation of the quality of conversational interfaces.

• Goal 3: Quantifying the contribution of grey and practitioners’ literature to the subject.

3.1.3. Review Questions

Based on the goals defined above, we formulate three sets of research questions.
Regarding the first goal, we identify two mapping research questions that can be

considered common to all MLR studies:

• RQ1.1—What are the different categories of contributions of the considered sources?
• RQ1.2—How many sources present metrics, guidelines, frameworks, and datasets to

evaluate textual conversational interfaces?
• RQ1.3—Which research methods have been used in the considered sources?

Regarding the second goal, we identify three domain-specific RQs, defined in the
following:

• RQ2.1—Which are the metrics used for the quality evaluation of textual conversational
interfaces?

• RQ2.2—Which are the proposed frameworks for evaluating the quality of textual
conversational interfaces?

• RQ2.3—Which are the datasets used to evaluate textual conversational interfaces?

Regarding the final goal, we defined two research questions to assess attention towards
the topic by the research vs. practitioner communities:

• RQ3.1—Which technological contributions from the industry and practitioner com-
munity are leveraged by white literature?

• RQ3.2—How much attention has this topic received from the practitioner and indus-
trial community compared to the research community?

3.2. Conducting the MLR

According to the MLR conduction guidelines formulated by Garousi et al., in this
section, we report the source selection, search strings, the paper selection process, and how
the data of interest were extracted from the selected sources.

The process that we conducted for this study is described in the following sections
and outlined in Figure 1. In the diagram, we report the number of sources in our pool after
executing each step of the review.
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Figure 1. Phases of the literature review.

3.2.1. Search Approach

To conduct the review, we followed the following steps:

• Application of the search strings: the specific strings were applied to the selected online
libraries (for the white literature search) and on the Google search engine (for the grey
literature search);

• Search bounding: To stop the searching of grey literature and to limit the number of
sources to a reasonable number, we applied the Effort Bounded strategy, i.e., we limited
our effort to the first 100 Google search hits;

• Removal of duplicates: in our pool of sources, we consider a single instance for each
source that is present in multiple repositories;

• Application of inclusion and exclusion criteria: we defined and applied the inclusion and
exclusion criteria directly to the sources extracted from the online repositories, based
on an examination of titles, keywords, and abstracts of the papers;

• Quality assessment: every source from the pool was entirely read and evaluated in
terms of the quality of the contribution.

• Backward Snowballing [36]: all the articles in the reference lists of all sources were
added to the preliminary pool and evaluated through the application of the previous
steps. We also added to the pool of grey literature the grey literature sources cited by
white literature;

• Documentation and analysis: the information about the final pool of paper was collected
in a form including fields for all the information needed to answers the formulated
research questions.

3.2.2. Selected Digital Libraries

To find white literature sources regarding our research goal, we searched the following
academic online repositories:

1. ACM Digital Library: https://dl.acm.org/ (accessed on 18 October 2021);
2. IEEE Xplore: http://www.ieeexplore.ieee.org (accessed on 18 October 2021);
3. Springer Link: https://link.springer.com/ (accessed on 18 October 2021);
4. Science Direct Elsevier: https://www.sciencedirect.com/ (accessed on 18 October

2021);
5. Google Scholar: http://www.scholar.google.com (accessed on 18 October 2021);

The repository held by the Association for Computational Linguistic (ACL Anthology)
was excluded from this list, given that the results showed a complete overlap with those
obtained from the Google Scholar engine.

https://dl.acm.org/ 
http://www.ieeexplore.ieee.org 
https://link.springer.com/ 
https://www.sciencedirect.com/ 
http://www.scholar.google.com 
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To these sources, we added Google’s regular search engine to find grey literature
sources related to our research goal.

3.2.3. Search Strings

A pool of terms was defined through brainstorming to determine the most appropriate
terms for the search strings:

Initial pool of terms

• conversational [agent, assistant, system, interface, AI, artificial intelligence*, bot*,
...], dialog [system*, ...], chatbot [system*, ...], virtual [agent*, assistant*, ...], personal
digital assistant, ...

• evaluat*, measur*, check*, metric*, quality, quality assessment, quality attribute*,
criteria, analys*, performance, rank*, assess*, benchmark, diagnostic, test*, compar*,
scor*, framework, dataset...

• user [interaction, experience, satisfaction, ...], customer [interaction, experience, satis-
faction, ...], engagement, intent, psychometric, usability, perception, QoE, naturalness,
personal*, QoS, ...

In Table 3, we report the search strings based on the pool of terms, and formulated
for each digital library. The search strings include all the elicited synonyms of the terms
chatbot, quality assessment, framework and datasets.

Table 3. Search string for research questions RQ2.

# Search String

IEEE Xplore (((chatbot* OR conversational) AND (interface* OR agent*)) AND (metric* OR evaluat* OR “quality
assessment” OR analysis OR measur*))

Elsevier Science Direct (((chatbot OR conversational) AND (interface OR agent)) AND (metric OR evaluation OR “quality
assessment” OR analysis OR measurement))

ACM Digital Library (((chatbot* OR conversational) AND (interface* OR agent*)) AND (metric* OR evaluat* OR “quality
assessment” OR analysis OR measur*))

Springer Link ((chatbot* OR conversational) AND (interface* OR agent*)) AND (metric* OR evaluat* OR “quality
assessment” OR analysis OR measur*)

Google Scholar metric OR evaluation OR “quality assessment” OR analysis OR measurement “chatbot interface”
Google metric OR evaluation OR “quality assessment” OR analysis OR measurement “chatbot interface”

In the search on digital libraries, we filtered the results for publication dates between
2010 and September 2021. For the search on Google Scholar, we used the Publish or Perish
(PoP) (https://harzing.com/resources/publish-or-perish, accesssed on 18 October 2021)
tool; for the other sources, we used the official utilities and APIs exposed. Since the final
objective was to extract and inspect all the related sources published in the 2010–2021 time
frame, the search ordering was not taken into account. We excluded patents from Google
Scholar results.

We used a Python script to remove exact duplicates, by retrieving pairs of articles with
more than 80% overlapping words in their titles. We developed a stand-alone script that
analyzed the results provided by the PoP tool and by the APIs (in the form of .csv files),
and that cycled over all manuscript titles to signal potential overlaps.

The correctness of the signalled overlaps were verified by a manual check on the
resulting list. A single entry was maintained for each pair of identical articles published
in more than one source. A total of 1376 unique white literature papers were gathered in
this step.

Regarding grey literature, we collected 100 contributions using the Google search
engine. Before performing the search, we cleaned the browser of cookies and history before
performing the search to avoid influencing the search’s replicability. We narrowed down
the search results to web pages published before the end of September 2021, by applying the
before: 30 September 2021 modifier at the end of the search string. We excluded academic

https://harzing.com/resources/publish-or-perish
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sources that resulted from searches on the regular Google Search engine. The search hits
were ordered by relevance, by keeping the default Google Search behavior.

3.2.4. Inclusion/Exclusion Criteria

Inclusion Criteria (from now on, IC) and Exclusion Criteria (from now on, EC) were
defined to ensure gathering only the sources relevant to our research goal.

• IC1 The source is directly related to the topic of chatbot evaluation. We include
papers that explicitly propose, discuss or improve an approach regarding evaluation
of conversational interfaces.

• IC2 The source addresses the topics covered by the research questions. This means
including papers using or proposing metrics, datasets, and instruments for the evalu-
ation of conversational interfaces.

• IC3 The literature item is written in English;
• IC4 The source is an item of white literature available for download and is published

in a peer-reviewed journal or conference proceedings; or, the source is an item of 1st
tier Grey Literature;

• IC5 The source is related (not exclusively) to text-based conversational interfaces.

Conversely, the exclusion criteria we applied were:

• EC1 The source does not perform any investigation nor reports any result related to
chatbots, corresponding evaluation metrics, datasets used to evaluate chatbots.

• EC2 The source is not in a language directly comprehensible by the authors.
• EC3 The source is not peer-reviewed; or, the paper is Grey Literature of 2nd or 3rd

tier.
• EC4 The source is related exclusively to a different typology of conversational inter-

face.

Sources that did not meet the above Inclusion Criteria, or that met any of the Exclusion
Criteria, were excluded from our analysis.

The first round of IC/EC and the theoretical saturation was applied considering
the title and the abstract: 115 papers passed the round. From the grey literature, other
28 documents were added to the pool, 24 from google search engine and 4 from white
literature snowballing that led to artifacts of grey literature.

The order in which the source is considered influences the final pool due to exhaus-
tion criteria.

3.2.5. Quality Assessment of Sources

Each author evaluated the quality of the sources based on some aspects advised by
Garousi’s guidelines to perform MLRs: authority of the source, methodology, objectivity,
position, novelty, impact. Each source was hence voted on by using a Likert scale. We
adopted a threshold of an average score of 2.5 to keep the sources in the final pool.

3.2.6. Data Extraction and Synthesis

Once we gathered our final pool of sources, we executed the step of data extraction
and synthesis on all white and grey literature works. All the studies were inserted into an
online repository that was shared among the authors to facilitate concurrent analysis of
the sources.

The contributions were initially described in the Google Docs spreadsheet by com-
ments, summary texts, and inferences drawn from the documents in a descriptive way.

We did not use pre-determined categories to categorize and map the papers and
extract quality attributes from them (and so, respectively, address RQ1 and RQ2). However,
hence we applied the Grounded Theory approach. We adopted the Straussian definition of
Grounded Theory [37], which allows up-front definition the Research Questions instead of
letting them emerge from the data analysis.
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The categories responding to research questions were generated through Open Cod-
ing [38]. We did not consider the inferred categories as mutually exclusive for the types of
contribution and research for the quality attributes to extract. For quality attributes and con-
tribution types, we also applied the Axial Coding procedure [39], to remove redundancies
from the categories and potentially merge the less populated ones.

The open and coding procedures were performed on each paper by all the authors of
this literature review independently, and divergences were discussed to find a single (set
of) categories for each manuscript and attribute.

3.2.7. Final Pool of Sources

After the application of all the stages described above, as shown in Table 4, our final
pool included 118 sources. The information about all contributions is included in a publicly-
available spreadsheet, hosted on Google Docs (https://docs.google.com/spreadsheets/d/
18hEL36Qx7VGzansemcUIpqgTcLQIhibsx103lmaTTZU/edit?usp=sharing, accessed on 18
October 2021).

Table 4. Number of papers after quality assessment of sources defining the final pool.

Repository Number of Sources

IEEE Xplore 18
Elsevier Science Direct 17
ACM Digital Library 4
Springer Link 14
Google Scholar 12
Google 23
Snowballing WL 18
Snowballing GL 12

Final Pool 118

In Figure 2, we report the distribution of the contributions per year, discriminating
between the sources gathered with direct search and those obtained through snowballing.
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Figure 2. Amount of white and grey literature sources per year.

Since we did not apply the EC regarding the publication year on the sources obtained
through snowballing, we obtained papers published before 2010. We grouped them in the
plot’s first column. On the other hand, we deem it not meaningful to report the publication

https://docs.google.com/spreadsheets/d/18hEL36Qx7VGzansemcUIpqgTcLQIhibsx103lmaTTZU/edit?usp=sharing
https://docs.google.com/spreadsheets/d/18hEL36Qx7VGzansemcUIpqgTcLQIhibsx103lmaTTZU/edit?usp=sharing
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year of grey literature sources. By adopting the Effort bounded strategy (i.e., taking into
account only the first 100 hits on the Google search engine), in fact, the results are naturally
biased towards the most recent sources. Older grey literature (mainly blog posts or similar
sources) may no longer be available due to missing systematic archiving. By analyzing the
publication years of WL sources, we can see that the sources have experienced an increasing
trend in the recent years. At the same time, there was little interest in the decade’s central
portion. This trend can be justified by taking into account the current higher availability of
machine learning algorithms and repositories, which can be used to perform more agile
assessments and evaluations on conversational agents.

Figure 3 reports the distribution of the source type for each of the two categories (i.e.,
white vs. grey literature). Among grey literature sources, we filed as White literature pointers
the sources that could be found through searches on the regular Google search engine and
linked to open-access publications in academic libraries. White literature establishes the
main contributor to the final pool of sources, with 83 contributions out of 118. Despite
this, the number of grey literature sources, and their variety, can be deemed a confirmation
of the necessity of including such typology of literature in a comprehensive literature
review. In the final pool of white literature sources there were 28 journal papers, 51 works
in conference proceedings, and 4 works in companion proceedings of conferences (i.e.,
a workshop paper). In the final pool of grey literature sources, there were 15 blog posts,
7 documentation pages of commercial tools, 4 industry reports, 3 master’s theses, one
webinar source, one white paper, and 4 pointers to works in white literature. Blog posts
represent the primary type of contribution in grey literature. This can be explained by the
nature of blogs that can be considered the quickest means to communicate novel, high-level,
practical, and actionable ideas about the design and evaluation of conversational agents.
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Conference proceedings

Workshop proceedings

 

Blog Posts

Documentation

Industry Reports
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White Papers
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Figure 3. Types of grey and white literature sources.

Figure 4 reports the distribution of the affiliations of the authors of the white literature
sources, including those gathered through Snowballing. The United States is the country
with the highest number of author affiliations (84), followed by China (56) and South
Korea (26).

Figure 5 shows the number of sources by type of contributors. We divided the sources
into three different categories: (i) sources of which all authors were academic; (ii) sources
of which all authors were working in industry; (iii) sources that were the output of a
collaboration between authors from industry and from academia. All-academic sources
outnumbered all-industrial sources (58 vs. 42). Of white literature sources, 52 were the
output of academic studies, 18 were the output of collaborations, and 13 were industrial
studies. On the other hand, most grey literature papers were industrial (29 sources vs.
6 academic studies).
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Figure 4. Affiliations of authors of white literature sources.
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Figure 5. Number of sources by types of contributors.

4. Results

This section presents the results of our analysis of gathered sources, and the answers
to the Research Questions that guided the data extraction from the selected pool of sources.

4.1. RQ1—Mapping
4.1.1. Types of Contributions (RQ1.1)

While thoroughly analyzing all papers in the final pool, we applied the Grounded
Theory approach to categorize the paper’s type of contribution. The categorization was
based only on the main contributions of the papers (i.e., accessory content that is not
deeply discussed or that is not the primary finding of a source is not considered for its
categorization). The categorization was not considered mutually exclusive.

After the examination of all the sources in the final pool, we came up with the following
seven categories of contributions:

• Chatbot description: sources whose primary focus is the description of the implemen-
tation of a novel conversational interface.

• Guidelines: sources (typically more descriptive and high-level) that list sets of best
practices that should be adopted by chatbot developers and/or researchers to enhance
their quality. Sources discussing guidelines do not need to explicitly adopt or measure
quality attributes or metrics for chatbot evaluation.

• Quality attributes: sources that discuss explicitly or implicitly one or more qualitative
attributes for evaluating textual conversational interfaces.
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• Metrics: sources that explicitly describe metrics—with mathematical formulas—for
the quantitative evaluation of the textual conversational interfaces.

• Model: sources whose main contribution is a presentation or discussion of machine
learning modules finalized to enhance one or more quality attributes of textual con-
versational interfaces. Regarding models, many different models were mentioned
in the analyzed studies. Some examples are: Cuayáhuitl et al., who adopt a 2-layer
Gated Recurrent Unit (GRU) neural network in their experiments [40]; Nestorovic also
adopts a two-layered model, with the intentions of separating the two components
contained in each task-oriented dialogue, i.e., intentions of the users and passive data
of the dialogue [41]; Campano et al. use a binary decision tree, which allows for a
representation of a conditional rule-based decision process [42].

• Framework: sources that explicitly describe an evaluation framework for textual
conversational interfaces, or that select a set of parameters to be used for the evaluation
of chatbots. In all cases, this typology of sources clearly defines the selected attributes
deemed essential to evaluate chatbots. The difference between this category and
Quality attributes and Metrics lies in the combination of multiple quality attributes or
metrics into a single comprehensive formula for evaluating chatbots.

• Dataset: sources that describe, make available, or explicitly utilize publicly available
datasets that can be used to evaluate textual conversational interfaces.

4.1.2. Distribution of Sources per Type of Contribution (RQ1.2)

Figure 6 reports the distribution of all the studies of the final pool according to the
type of contribution they provide. In the bar plot, we differentiated the number of white
literature and grey literature sources providing each type of contribution. It is worth
underlining that the total sum of the contributing sources is higher than the number of
papers in the final pool we used for our review, since contribution type category was not
an attribute that classified the sources exclusively.
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Figure 6. Number of sources for type of contribution.

The most present contribution facet was Quality Attributes, with 104 different sources
(around 88% of the total); this result was expected since keywords related to quality
evaluation and assessments were central in the search strings fed to the engines. A total
of 41 sources (35%) presented metrics for the evaluation of conversational agents, and 29
sources (25%) presented guidelines for the evaluation of conversational agents. The least
present category of contribution was a chatbot presentation, with only 12 sources (10%).

Figure 7 shows the total number of white literature studies for each year, grouped
by the type of contribution provided. The graph shows that some contributions (espe-
cially models and published datasets) represented a significantly higher portion of the
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publications in recent years. On the other hand, a high percentage of sources providing
quantitative metrics date back to 2010 or before.
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Figure 7. Number of white literature sources per year by type of contribution.

4.1.3. Mapping of Sources by Research Methodology (RQ1.3)

Several guidelines are available in the Software Engineering literature to map ex-
isting studies according to the type of research they describe. Said guidelines can be
very low-level, e.g., Glass et al. propose 22 different research methods and 13 research
approaches [43]. We mutuated the categorization provided by Petersen et al. [44]: to avoid
having too sparse a distribution of our sources among the categories; we resorted to adopt-
ing four high-level categories to describe the research type of the analyzed manuscripts.

The four research typologies that we considered are the following:

• Descriptive and opinion studies: Studies that discuss issues about conversational
interface validation and measurement and that propose metrics and frameworks for
their evaluation from a theoretical perspective. This category’s studies do not propose
technical solutions to improve conversational interfaces or compute quality attributes
upon them. Neither do they set up and describe experiments to measure and/or
compare them.

• Solution proposals: Studies proposing technical solutions (e.g., new chatbot technolo-
gies, machine learning models, and metric frameworks) to solve issues in the field of
conversational interfaces, and that explicitly mention quality attributes for chatbots.
However, the studies only propose solutions without performing measurements, case
studies, or empirical studies about them.

• Experience reports and case studies: Studies in which quality attributes and metrics
about conversational interfaces are explicitly measured and quantified, in small-scale
experiments that do not involve formal empirical methods (e.g., the definition of
controlled experiments, formulation of research questions, and hypothesis testing).

• Empirical studies: Studies in which quality attributes and metrics about conversa-
tional interfaces are explicitly measured and quantified through the description and
reporting of the results of formal empirical studies.

Figure 8 reports the distribution of sources from the final pool according to the type
of adopted research methodology. The largest subset was that of descriptive and opinion
studies (40 out of 119 sources, 34%). This number is mostly impacted by the inclusion of
grey literature in the review: 27 grey literature sources (out of the total number of 35, 77%)
featured documentation of existing technologies or opinion-based studies without setting
up experiments, case studies, or providing quantitative means of evaluating conversational
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agents. The only sources among grey literature that provided empirical evaluations were
four studies that we categorize as pointers to white literature documents or Master’s
theses. The lowest number of occurrences was for solution proposals (15 sources, 13%). We
interpret this low number to be due to the keywords used in the search strings, which led
us to exclude papers proposing technological advancements, without featuring explicit
evaluations of the technologies in terms of quality attributes and metrics.
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Figure 8. Number of papers by research methodology adopted.

Figure 9 shows the total number of white literature studies for each year, grouped by
the type of research methodology employed. It emerged that solution proposal studies
were absent in the considered pool from 2010 until 2016, and a predominance of experience
reports and empirical studies in newer literature.

0

5

10

15

Before 2010 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021
Year of publication

N
um

be
r 

of
 s

ou
rc

es Research methodology

Descriptive

Empirical studies

Experience reports

Solution proposal

Figure 9. Number of white literature sources per year by research methodology.

4.2. RQ2—Quality Evaluation of Textual Conversational Interfaces
4.2.1. Proposed Quality Metrics (RQ2.1)

We applied the Grounded Theory methodology to define a taxonomy of the quality
attributes used to evaluate textual conversational interfaces. We refer to the guidelines
by P. Ralph for the definition of taxonomies through Grounded Theory in Empirical
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Software Engineering [45]. We applied the Axial Coding technique to derive macro- and
sub-categories in our derived taxonomy of quality attributes.

Our investigation about quality attributes used in evaluating conversational agents
demonstrated that the researchers’ practice had taken quite some distance from the tradi-
tional distinction between functional and non-functional quality evaluation. More recent
work in the field has started considering the tight connection between conversational
agents’ responses and their users’ emotional sphere [46,47]. Thus, the separation between
the concepts of usability and functionality is not so evident for chatbots as it is for traditional
categories of software.

We found four main macro-categories: Relationship, Conversation, Application Usabil-
ity, and Application Metrics. Each category was divided into sub-clusters. We performed
an analysis of the leaves of the taxonomy in each cluster to group together synonyms and
different definitions of equivalent non-functional attributes in different sources.

Figure 10, reports the taxonomy of categories of quality attributes obtained from our
literature review.

Figure 10. Taxonomy of categories of quality attributes inferred from the final pool of sources.

In Table 5, we report the full list of quality attributes found in the considered sources,
along with the list and number of sources mentioning each of them.

Below we describe the taxonomy categories and report some examples of how the
quality attributes are described in the primary sources:

• Relational attributes. Quality attributes that measure the relationship with the user on
human-related aspects or describe the human characteristics of a chatbot. Relational
aspects do not directly affect the communication correctness but rather enrich it by
creating emotional bonds between the user and the chatbot.
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These attributes cannot always be clearly separated from functionality, since in various
applications establishing a human connection with the user is the main functional
goal for which the conversational agent is used (e.g., in the medical field). As an
example, Looije et al. report that “Research on persuasive technology and affective
computing is providing technological (partial) solutions for the development of this
type of assistance, e.g., for the realization of social behavior, such as social talk and
turn-taking, and empathic behavior, such as attentiveness and compliments” [48].
Among Relational Attributes, we identify two sub-categories:

– Personality: Attributes that are related to the perceived humanness of the chatbot,
which are generally reserved to describe essential and distinctive human traits.
In this category, the most prominent attribute considered is the Social Capacity of
the Conversational Agent. Chen et al., for instance, [46] identify several attributes
that can all be considered as expressions of the social capacity of an agent working
in a smart home, and that they translate into several guidelines for the behavior
of a chatbot (e.g., ”Be Friendly”, ”Be Humorous”, ”Have an adorable persona”).
Several manuscripts also refer to the Empathy of chatbots, which implies the
ability of the chatbot to correctly understand the emotional tone of the user and
avoid being perceived as rude.
Another frequently mentioned attribute is the Common Sense of the Conversa-
tional Agent, also defined as the context sensitiveness of the agent [49], or the
match between the system and the real world [50].
Many studies in the pool have also mentioned the ethics of the Conversational
Agents: in a grey literature source about the faults of a commercial chatbot,
the concept is defined as as "the need to teach a system about what is not appro-
priate like we do with children" [51].

– Relationship with the user: quality attributes that directly affect the relationship
between the chatbot and the user. Trust [52] and Self-Disclosure [53], for instance,
are essential to triggering rich conversations. Memory (also defined as User
History) is a basic principle to keep alive the relationship with the user over
time. Customization (also defined as Personalization, User-Tailored content [47],
Personalized experience [54]) is an important parameter to improve the unique-
ness of the conversation for each specific user. Finally, Engagement [46] and
Stimulating Companionship [55] are relevant attributes to measure the positive
impact on the user.

• Conversational attributes. Quality attributes are related to the content of the conversa-
tion happening between the chatbot and the user. We can identify two sub-categories
of Conversational attributes:

– Language Style: attributes related to the linguistic qualities of the Conversational
Agents’ language.
The most mentioned language style attribute is Naturalness, defined by Cuayd-
huitl et al., as the fact that the dialogue is "naturally articulated as written by a
human", [40], also referred to as Human-like Tone and Fluency.
Relevance refers to the capability of the system to convey the information in a
way that is relevant to the specific context of application [56], to keep the answers
simple and strictly close to the subjects [57], and to avoid providing information
overload to the users [58].
Diversity refers to the capability of the chatbot to use a varied lexicon to provide
information to the users and the capability to correctly manage homonymy and
polysemy [59].
Conciseness is a quality attribute that takes into account the elimination of redun-
dancy without removing any important information (a dual metric is Repetitive-
ness).
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– Goal Achievement: attributes related to the way the chatbot provides the right
responses to the users’ goal. They measure the correctness of the output given by
the chatbot in response to specific inputs.
The most cited quality attribute for this category is the Informativeness of the
chatbot, i.e., the chatbot capability to provide the desired information to the
user in a given task. Informativeness is also defined as Usefulness, measured
in terms of the quantity of the content of the answers given to the users [60], or
Helpfulness [61].
Correctness instead evaluates the quality of the output provided by the chatbot
measured in terms of the correct answers provided to the users [62], and the
accuracy of the provided content.
Proactiveness (in some sources referred to as Control of topic transfer [63], Initiate
a new topic appropriately [46], Topic Switching [64] and Intent to Interact [65]),
is the capability of the chatbot to switch or initiate new topics autonomously.
Richness is defined as the capability of the chatbot to convey rich conversations
with a high diversity of topics [66].
Goal achievement attributes include the capability of the chatbot to understand
and tailor the conversation to the Context (i.e., Context Understanding, also
defined as Context-Awareness [57], Context Sensitiveness [49] and Topic Assess-
ment [67,68]) and to the user (i.e., User Understanding).

• User-centered Attributes: attributes related to the user’s perception of a chatbot. These
attributes are mostly compatible with traditional Usability software non-functional
requirements.
The most-frequently cited user-centered attributes are Aesthetic Appearance, User
Intention to Use, and User Satisfaction.
Aesthetic Appearance refers to the interface that is offered to the user for the conversa-
tion. Bosse and Provost mentions the benefits of having photorealistic animations [69];
Pontier et al. performed a study in which the aesthetic perception of the participants
was evaluated in a scale going from attractive to bad-looking [70].
User Satisfaction is defined as the capability of a conversational agent to convey
competent and trustworthy information [71], or the capability of the chatbot to answer
questions and solve customer issues [72].
User Intention to Use is defined as the intention of a user to interact with a specific
conversational agent [65]. Jain et al. measured the user’s intention to use the chatbot
again in the future as an indicator of the quality of the interaction [73].
Ease of Use is defined as the capability of the chatbot to offer easy interaction to the
user [57], i.e., the capability of the chatbot to allow the users to write easy questions
that are correctly understood [58], and to keep the conversation going with low
effort [74]. The ease of use of a chatbot can be enhanced, for instance, by providing
routine suggestions during the conversation [75].
Other important parameters for the usability of a conversational agent are the Mental
Demand and Physical Demand required by an interaction with it [50,56,73].

• Quantitative Metrics. Quantitative metrics can be objectively computed with mathe-
matical formulas. Metrics are generally combined to provide measurements of the
quality attributes described in the other categories.
We can divide this category of quality attributes into the following sub-categories:

– Low-Level Semantic: grey box metrics that evaluate how the conversational
agent’s models correctly interpret and classify the input provided by the user.
Several papers, especially those based on the machine learning approaches, report
metrics related to these fields, e.g., the use of word embeddings metrics [76] or
confusion matrices [77].
The most cited metrics of the category are common word-overlap-based metrics
(i.e., they rely on frequencies and position of words with respect to ground truth,
e.g., a human-annotated dataset), BLEU, ROUGE, METEOR, CIDEr, and word-
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embedding-based metrics like Skip-Thought, Embedding Average, Vector Ex-
trema and Greedy Matching [60].
Low-level Semantic metrics are typically employed to evaluate the learning
models adopted by the chatbots and to avoid common issues like underfitting
(i.e., the inability to model either training data or new data) which translates to
a very low BLEU metric, or overfitting (i.e., poor performance on new data and
hence small generalizability of the algorithm) which translates to a very high
BLEU metric.
In this category of metric we also include traditional metrics used to evaluate the
prediction of Semantic Textual Similarity based on Regression Models. Examples
are the Mean Squared Error (MSE), defined as the average of sum of squared
difference between actual value and the predicted or estimated value; Root Mean
Squared Error (RMSE) that considers whether the values of the response variable
are scaled or not; and R-Squared metric (or R2), defined as the ratio of Sum of
Squares Regression (SSR) and Sum of Squares Total (SST). Values closer to 0 for
(R)MSE, or closer to 100% for R2, indicate optimum correlation.

– Standard Questionnaires: sets of standard questions to be answered using a
Likert scale, and that can be used to quantify abstract quality attributes defined
in the previous categories.
Edwards et al. list three instruments belonging to this category: the Measure of
Source Credibility, an 18-item instrument designed to assess perceptions of an
individual’s credibility across three dimensions of competence, character and car-
ing; the Measure of interpersonal attraction, to assess attraction to another along
two dimensions, task and social; and the Measure of computer-mediated Com-
munication Competence, to examine how competent the target was perceived as
in the communication by the participants [65].
Valtolina et al., in the context of an evaluation of the usability of chatbots for
healthcare and smart home domains, leveraged three standard questionnaires
for general-purpose software: SUS (System Usability Scale), CSUQ (Computer
System Usability Questionnaire), and UEQ (User Experience Questionnaire) [78].

– Time-related metrics: time and frequency of various aspects of the interaction
between the user and the chatbot. The most mentioned metric is the Response
Time, i.e., the time employed by the chatbot to respond to a single request by
the user [79]. Other manuscripts report the time to complete a task (i.e., a full
conversation leading to a result) or the frequency of requests and conversations
initiated by the users.

– Size-related metrics: quantitative details about the length of the conversation
between the human user and the chatbot. The most common is the number of
messages, also referred to as the number of interactions or utterances, with sev-
eral averaged variations (e.g., the number of messages per user [41] or per cus-
tomer [80]).

– Response-related metrics: measures of the number of successful answers pro-
vided by the chatbot to meet the users’ requests. Examples of this category
of metrics are the frequency of responses (among the possible responses given
by the chatbot) [81], the task success rate (i.e., entire conversations leading to
a successful according to the user’s point of view) [82], the number of correct
(individual) responses, the number of successful (or, vice-versa, of incomplete)
sessions [83].

Figure 11 reports the number of quality attributes and metrics for each of the categories
that were inferred through Grounded Theory. The highest number of quality attributes
belongs to the category of Quantitative Metrics. This result can be justified by the higher
specificity of quantitative metrics, instead of higher-level quality attributes that are filed
under the other categories. A total of 123 metrics were found in the selected pool of primary
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sources, divided in these proportions: 30 Relational attributes, 22 Conversational attributes,
20 User-Centered attributes, and 51 Quantitative metrics.
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Figure 11. Number of quality attributes per category.

Figure 12 summarizes the number of different papers mentioning attributes in a given
category, divided by the typology of sources (WL or GL). The most common metrics in
sources from both typologies of literature are those belonging to the categories Relationship
with the User, Goal Achievement, and User-Centred attributes (respective totals of 43,
42 and 41 different papers mentioning them). Few different sources defined or used
Quantitative Metrics, ranging from 2 sources mentioning Standard Questionnaires to
12 sources mentioning Low-level Semantic metrics.
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Figure 12. Number of unique mentions per category of quality attributes.

4.2.2. Proposed Frameworks for the Evaluation of Conversational Agents (RQ2.2)

In this section, we describe a set of explicitly mentioned frameworks, proposed,
and/or implemented in the final pool sources that we examined. A summary of the
frameworks is provided in Table 6.

• ADEM: an automated dialogue evaluation model that learns to predict human-like
scores to responses provided as input, based on a dataset of human responses collected
using the crowdsourcing platform Amazon Mechanical Turk (AMT).
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The ADEM framework computes versions of the Response Satisfaction Score and
Task Satisfaction Score metrics. According to empirical evidence provided by Lowe
et al. [84] the framework outperforms available word-overlap-based metrics like
BLEU.

• Botest: a framework to test the quality of conversational agents using divergent input
examples. These inputs are based on known utterances for which the right outputs are
known. The Botest framework computes as principal metrics the size of the utterances
and the conversations and the quality of the responses.
The quality of responses is evaluated at syntactical level by identifying several possible
errors, e.g., word order errors, incorrect verb tenses, and wrong synonym usage.

• Bottester: a framework to evaluate conversational agents through their GUIs. The tool
computes time and size metrics (mean answer size, answer frequency, word fre-
quency, response time per question, mean response time) and response-based metrics,
i.e., the number and percentage of correct answers given by the conversational inter-
face. The tool receives the files with all questions submitted, the expected answers,
and configuration parameters for the specific agent to test to give an evaluation of the
proportion of correct answers. The evaluation provided by the tool is focused on the
user perspective.

• ParlAI: a unified framework for testing dialog models. It is based on many popu-
lar datasets and allows seamless integration of Amazon Mechanical Turk for data
collection and human evaluation, and is integrated with chat services like Facebook
Messenger. The framework computes accuracy and efficiency metrics for the conver-
sation with the chatbot.

• LEGOEval: an open-source framework to enable researchers to evaluate dialogue
systems by means of the online crowdsourced platform Amazon Mechanical Turk.
The toolkit provides a Python API that allows the personalization of the chatbot
evaluation procedures.

4.2.3. Proposed Datasets for the Evaluation of Conversational Agents (RQ2.3)

Table 7 reports the list of datasets mentioned in the selected pool of sources. In our
analysis of the pool, we do not find any dataset explicitly defined to evaluate chatbots.
Exceptions are made for conversational agents based on machine and deep learning ap-
proaches, where datasets are divided into training, validation, and test sets to validate the
machine learning approaches.

Table 5. Complete list of quality attributes in primary sources.

Macro-Category Sub-Category Attribute WL Refs. GL Refs. Refs.

Relational Personality Social Capacities [46,48,69,85–88] [49,58,59,64,89] 12
Common Sense [90–92] [49,51,56,59] 7
Ethics [70,91,93] [49,51] 5
Empathy [47,48,94] [59,95] 5
Freewill [92,96] - 2
Extraversion [91,97] - 2
Warmth [85] - 1
Judgement - [51] 1
Perceived Intelligence [87] - 1
Neuroticism [91] - 1
Openness [91] - 1

Relationship with user Customization [47,52,71,98] [49,54,72,99–101] 10
Trust [48,52,53,62,87,102,103] [59,104] 9
Believability [42,65,69,71,96,97,105] [59] 8
Engagingness [40,42,70,87,106,107] [57,89] 7
Memory [47,60,108] [54,58,64] 6
Companionship [46,55,105,109] [54,110] 6
Adaptability [47,55,87,111] - 4
Playfulness [62,71,77,87] - 4
Utilitarian Value [62], [72,99,104] 4
Affect Understanding [102,105,112] [57] 4
Reliability [55,92,109] - 3
Intimacy [53,109] - 2
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Table 5. Cont.

Macro-Category Sub-Category Attribute WL Refs. GL Refs. Refs.

Modeling Capability [55] [54] 2
Persuasiveness [48] - 1
Reciprocity [53] - 1
Self-Disclosure [53] - 1
Perceived Sacrifice [103] - 1
Transparency [105] - 1
Clarity [105] - 1

Conversational Language Style Naturalness [40,63,68,87,91,102] [58,59,95,101], 16
[92,94,98,103,107,113]

Diversity [46,114,115] [59] 4
Interaction Style [67,69] [56,59] 4
Language Relevance [73] [56–58] 4
Conciseness [116] [57] 2
Repetitiveness [42,47] - 2
Colloquiality [46] - 1
Initiative to User [41] - 1
Lexical Performance [117] - 1
Politeness - [54] 1
Restatement [118] - 1
Shallowness [47] - 1

Goal Achievement Informativeness [46,60,63,108,116], [54,56,57,64,110]
[62,73,87,109,111] 16

Correctness [46,62,65,69,71,85,103] [100,119] 12
Context Understanding [46,60,67,68,98] [49,57] 7
Proactiveness [47,63,65,93] [58,64] 6
Richness [46,60,108,114] [49,120] 6
Consistency [40,46,111] [56,57] 5
Clarity [47,55,98] [59,110] 5
Relevance [46,60,70] [59] 4
Robustness [117] [51] 2
User Understanding [117,121] - 2

User-Centered Attributes Aesthetic Appearance [47,69,70,86,87,92,98] [49,50,56–58,89] 13
User Satisfaction [53,62,71,103,106,122] [54,57,59,82,95,99,104] 13
Ease of Use [62,74,87,116,123] [57,58,99,104,124] 10
User Intention to Use [53,62,65,70,73] [57,82,124] 8
Mental Demand [62,73,87] [50,54,56,58,99] 8
Availability [47] [54,64,72,95,99] 6
Acceptability [48,93] [59,124] 4
Presence of Notifications [47,74] [75,100] 4
Protection of Sensitive Data [116] [59,101] 3
Number of Channels - [100,101] 2
Physical Demand [73] [99] 2
Presence of Documentation - [56,78] 2
Hedonic Value [62,103] - 2
Information Presentation - [49] 1
Integration in External
Channels - [99] 1

Presence of Ratings - [49] 1
Responsiveness (Graphical) - [80] 1
Integration with multiple
systems - [119] 1

Human Escalation - [100] 1
Number of Languages - [100] 1

Quantitative Low-level semantic ML Accuracy [63,90,125–129] [82] 8
BLEU [60,63,76,81,108,130,131] - 7
ML Precision [63,90,125,126,128] [82] 6
ML Recall [63,90,125,126] [82] 5
Distinct-1 [63,81,130,131] - 4
METEOR [60,76,108,132] - 4
ROUGE [60,76,108,131] - 4
CIDEr [60,108] - 2
Skip-Thought [76,108] - 2
Embedding Average [76,108] - 2
Vector Extrema [76,81] - 2
Perplexity (PPL) [130,131] - 2
Greedy Matching [76,108] - 1
Distinct-2 [81] - 1
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Table 5. Cont.

Macro-Category Sub-Category Attribute WL Refs. GL Refs. Refs.

ASR Confidence Score - [120] 1
NLU Confidence Score - [120] 1
Semantic Similarity Metrics [108] - 1
MRR [67] - 1
P1 [67] - 1

Standard Questionnaires Measure of Source Credibility [65] - 1
Measure of interpersonal
attraction [65] - 1

Measure of computer-mediated
Communication Competence [65] - 1

Communicability Evaluation
Method (CEM) - [78] 1

System Usability Scale (SUS) - [78] 1
Computer System Usability
Questionnaire (CSUQ) - [78] 1

User Experience Questionnaire
(UEQ) - [78] 1

Time-Related Metrics Response Time [79,116,133] [57] 4
Task Completion Time [73,97,116,133] - 4
Peak Usage Time - [80] 1
Frequency of Requests - [120] 1
Frequency of Conversations [116] - 1

Size-Related Metrics Number of
messages/utterances [73,97,115,127,134–136] [54,64] 9

Number of conversations [133–135] [54,64] 5
Number of Keywords [68,77,135] - 3
Number of users [134] [54,57,119] 4
Mean Answer Size [79,97,135] - 3
Number of user ended sessions - [54] 1
Number of system ended
sessions - [54] 1

Number of emotions per
dialogue [135] - 1

Response-Related Metrics Response Frequency [79,81] - 2
Number of successful sessions - [83,137] 2
Number of correct responses - [64,83] 2
Topic Diversity [138] [120] 2
Word Frequency [81] - 1
Number of queries related to
the topic [116] - 1

Number of utterances with
poor understanding - [82] 1

Response Satisfaction Score [139] - 1
Task Success Rate [79] - 1
Reliability Coefficient [65] - 1
User Satisfaction Estimate
(USE) - [120] 1

Response Specificity [81] - 1

Table 6. Frameworks for evaluating conversational interfaces in the selected pool of primary sources.

Framework References Language License

ADEM [12,84] Python -
BoTest [140] Python Open Source
Bottester [79] Mocha/chai MIT License
ParlAI [141] Python MIT License
LEGOEval [107] Python Open Source
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Table 7. Categories and examples of datasets mentioned in the selected pool of sources.

Type of Source Source Examples WL References GL References

Forums IMDB Movie Review Data [90] -
Ubuntu Dialog corpora [108,142] -
Yahoo! Answer [67,114] -
2channel Internet bulletin board [68] -
Slashdot [68]

Social Media Twitter [46,47,60,68,71,76,90,96,108,114,117,121,130,142,143] [64,144]

Customer Service Twitter Customer Service Corpus [60]
Didi Customer Service Corpus [63] -

Movies and Subtitles OpenSubtitles [60] -
Cornell Movie Dialog Corpus 3 [63,67] -
Movie-DiC [67,145] -
Hello-E [131] -
CMU_DoG [131] -
DuConv [131] -

Challenges Persona-Chat dataset [40] -
Dialog State Tracking Challenge datasets [81,130,143] -
Dialog System Technology Challenges
(DSTC6) Track 2 [60,108,143] -

NTCIR-13 Short Text Conversation [81]

External Knowledge WordNet, WordNet Affect [76,112,114,115,117,118,139,146,147] -
Wikipedia [68,90,114,141] -
Wizard of Wikipedia [131] -
OpenDialKG [131] -
Unified Medical Language System (UMLS) - [59]
SNOMED CT® (Clinical Terms) - [59]
Bioportal - [59]
CISMEF - [59]
Schema.org - [50]

Others Debate Chat Contexts [67] -

In this section, we list all the specific data sources used to evaluate chatbots or men-
tioned in the papers that we evaluated, with a categorization based on the type of data
they contain.

• Forums and FAQs. Since forums and FAQ pages are based on a question and answer,
conversational nature, they can be leveraged as sources of dialogue to train and
test chatbots.
The datasets of this category used in the examined sources are the following:

– IMDB Movie Review Data: a dataset of 50K movie reviews, containing 25,000
reviews for training and 25,000 for testing, with a label (polarity) for sentiment
classification. The dataset is used, for instance, by Kim et al. to address common
sense end ethics through a neural network for text generation [90].

– Ubuntu Dialog Corpora: a dataset of 1 million non-labeled multi-turn dialogues
(more than 7 million utterances and 100 million words). The dataset is oriented
to machine learning and deep learning algorithms and models.

– Yahoo! Answers: datasets hosted on GitHub repositories, containing scrapings of
the questions and answers on the popular community-driven website.

– 2channel: a popular Japanese bulletin board that can be used as a source for
natural, colloquial utterances, containing many boards related to diverse topics.

– Slashdot: a social news website featuring news stories on science, technology,
and politics, that are submitted and evaluated by site users and editors.

• Social Media. Social media are sources of continuous, updated information and
dialogue. It is often possible to model the users and access their history and metadata
(e.g., preferences, habits, geographical position, personality, and language style). It is
also possible to reconstruct the social graphs, i.e., the social relations between users
and how they are connected. Several social media, to maximize the exploitation of
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data and render a higher amount of analyses possible, make their data available
through APIs, allowing developers to extract datasets.

– Twitter: it provides simple and accessible tools and API to download tweets and
related metadata. Moreover, it allows performance of data scraping.

• Customer Service: collections of technical dialogues for customer service coming
from multiple sources, such as private and company channels, social platforms, or e-
commerce platforms. Some examples are the following:

– Twitter Customer Service Corpus: a large corpus of tweets and replies to and
from customer service accounts on Twitter.

– Didi Customer Service Corpus: a dataset of 11,102 Facebook wall posts, 6507 wall
comments, and 22,218 private messages from 136 South Tyrolean users who
participated in the “DiDi” project in the year 2013.

• Movies and Subtitles. Subtitles can be used to collect dialogues by modeling the
characters and, virtually, the users, if metadata are present.

– Open Subtitles Corpus: A dataset composed of movie and television subtitle data
from OpenSubtitles, in 62 languages [148]. Consecutive lines in the subtitle data
could be used as conversational dialogues.

– Cornell Movie Dialog Corpus 3: an extensive collection of fictional conversations
extracted from raw movie scripts. There are 220,579 conversations between
10,292 pairs of movie characters, 9035 characters from 617 movies.

– Movie-DiC: a dataset comprising 132,229 dialogues containing a total of
764,146 turns that have been extracted from 753 movies.

– HelloE: a dialogue dataset containing around 9K conversations from about
921 movies.

– CMU_DoG: a conversation dataset where each conversation is followed by doc-
uments about popular movies from Wikipedia articles. The dataset contains
around 4K conversations.

– DuConv: a conversation dataset where each conversation is grounded with a
factoid knowledge graph, containing 270K sentences within 30K conversations.

• Challenges. Chatbot competitions are regularly held by both research and industry.
Generally, datasets are given and left available for these competitions even after their
conclusion; these datasets are often annotated by humans. The transcripts of the
competitions are usually made available by the authors or organizers and can be
utilized for further comparisons.

– Persona-Chat dataset: a dataset consisting of conversations between crowd-
workers who were paired and asked to act as a given provided persona. The dataset
is oriented to machine learning and deep learning algorithms and models.

– Dialog State Tracking Challenge datasets: a corpus collecting multi-turn dialogues
from Amazon Mechanical Turk.

– Dialog System Technology Challenges (DSTC6) Track 2: a dataset composed of
customer service conversations scraped from Twitter.

– NTCIR-13 Short Text Conversation: a dataset used in the NTCIR conference con-
text to clarify the effectiveness and limitations of retrieval-based and generation-
based methods and to advance the research on automatic evaluation of natural
language conversation.

• External Knowledge. Sources of high interest for those chatbots that require specific
knowledge in a specialized domain. They are also often represented as knowledge
graphs and are useful for semantic and conceptual abstraction. Prominent examples
of this category are medical knowledge bases. In our pool of sources, the following
examples are used:

– WordNet: a lexical database of English, where nouns, verbs, adjectives, and ad-
verbs are grouped into sets of cognitive synonyms, each expressing a distinct
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concept interlinked in a network utilizing conceptual–semantic and lexical rela-
tions.

– Wikipedia and related projects: the content of the free crowd-based online ency-
clopedia and its related projects, as Wikidata, the open knowledge base that acts
as central storage for the structured data of other Wikimedia projects.

– Wizard of Wikipedia: an open-domain dialogue benchmark containing 22K
conversations linked to knowledge retrieved from Wikipedia.

– OpenDialKG: a human-to-human dialogue dataset containing 91K utterances
across 15K dialog sessions about varied topics.

– Unified Medical Language System (UMLS): created by MedLine (the U.S. Na-
tional Library of Medicine bibliographic database), the UMLS, or Unified Medical
Language System, it brings together many health and biomedical vocabularies
and standards.

– SNOMED CT: a dataset of clinical terminology for Electronic Health records to
be used in electronic clinical decision support, disease screening and enhanced
patient safety.

– Bioportal: a dataset released by NCBO (National Center for Biomedical Ontology)
and accessible through a web portal that provides access to a library of biomedical
ontologies and terminologies.

– CISMEF: Catalogue et Index des Sites Médicaux de langue Française, a French
database dedicated to teaching and research.

– Schema.org: founded by Google, Microsoft, Yahoo, and Yandex, and maintained
by an open community process, Schema.org has the purpose of creating, main-
taining, and promoting schemas for structured data on the Internet, on web pages,
and other applications.

• Others:. Some heterogeneous datasets cannot be filed under the previous categories.
We report the following example mentioned in one source of our set:

– Debate Chat Contexts Wang et al. reported the creation of chat contexts span-
ning a range of topics in politics, science, and technology [67]. These chats can
be considered examples of typical conversations between humans and can be
used to train the chatbots to improve their evaluation regarding Conversational
Quality Attributes.

4.3. RQ3—Comparison between Formal and Grey Literature
4.3.1. Industrial Contributions Leveraged by White Literature (RQ3.1)

To answer RQ3.1, we analyzed white literature to find mentions of industrial products,
to conduct experiments or to compute quality attributes. Figure 13 reports the number of
mentions in white literature for these technologies. The highest number of mentions (14)
for a product from the industry was obtained by Alexa, the platform from Amazon that
provides developer sets for the creation of skills, i.e., sets of voice-driven capabilities [80].
Amazon has defined several metrics to evaluate the performance of Alexa skills (e.g.,
in terms of time and size of the conversations) [83]. Alexa is closely followed in mentions
by the Facebook platform (13), which offers developer tools allowing the creation of bots
on the Messenger messaging platform. Other frequently mentioned products are Siri,
the conversational agent developed by Apple, Cortana by Microsoft (that comes with the
definition of many measurable quality attributes [120,149]) and Watson by IBM (for which
a series of best practices have been defined [82]).
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Figure 13. Number of mentions for industrial products in selected white literature sources.

4.3.2. Attention from Formal and Grey Literature (RQ3.2)

To answer RQ3.2, we analyze how much the selected white literature and grey litera-
ture sources contributed to the answers to the previous research questions of the paper.

In Figure 14, we report how many metrics for each category were exclusively present
in white literature and grey literature and how many are common to both types of sources.
A total of 27 quality attributes (23% of the total) were only presented or discussed in
grey literature sources. The categories where the contribution of grey literature was more
significant were those closest to the user point of view, i.e., the User-Centred, Standard
Questionnaires and Response-related quality attributes. This result can be justified by
the fact that the grey literature on the field of conversational agents is typically more
related to real-world measurements on commercial chatbots. Hence, it is based on the
measurements of responses provided to real users of such systems. Conversely, white
literature on the topic is more related to the definition of models to drive the conversation
between the human and the conversational agent. Hence, it favours the discussion of
Low-level semantic metrics. We also observe a predominancy of white literature in the
exploration of relational attributes of the conversational agents, which involve human
science-related analyses.
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Figure 14. Exclusive and common quality attributes for typology of source, grouped by attribute cat-
egory.
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In Figure 15, we report the number of datasets exclusively mentioned, used, or pre-
sented in white literature and grey literature, and the number of ones common to both types
of sources. The contribution from grey literature to the knowledge gathered to answer
RQ2.3 is not negligible, since 5 of the 28 datasets are mentioned only in grey literature
sources (while 22 are mentioned only in white literature, and one, Twitter, is mentioned in
both the types of literature). More specifically, the medical databases and Schema.org (see
Section 4.2.3) are only retrievable in grey literature sources.
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M
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Figure 15. Exclusive and common datasets for typology of source.

5. Discussion
5.1. Summary of Findings

The main objective of our work was to classify quality attributes for conversational
agents and describe the different categories under which they can be filed. To that extent,
we considered both white and grey literature to analyze quality attributes mentioned and
utilized in peer-reviewed manuscripts, procedures, and evaluations used by practitioner
and industrial literature.

The first goal was to produce a mapping of all the studies, subdividing them accord-
ing to the type of contribution provided and the research methodology employed. We
found that the white literature sources discussing conversational interface evaluation and
assessment were homogeneously distributed between the different categories. In contrast,
grey literature leaned towards presenting quality attributes, guidelines, and frameworks,
with less formalized models, metrics, and presentation of chatbots and datasets. This
result can be justified by the nature of most of the grey literature sources considered,
e.g., blog posts that are less likely to feature quantitative studies than formally published
academic works.

By analyzing the distribution per year of the typologies of contributions in white
literature from 2010 to 2021, we could deduce two principal trends: in general, more
peer-reviewed papers about conversational interface evaluations have been published in
recent years than at the beginning of the decade; furthermore, we can observe an increasing
trend in the number of papers defining and/or using systematically quality attributes and
metrics for the evaluation of conversational agents. Identifying these trends can encourage
researchers in the field of software metrics to adopt established frameworks and software
metrics instead of defining new ones, given that a relevant corpus of quality attributes has
been defined in the latest years.

To answer RQ2.1, we built a taxonomy of quality attributes for conversational agents,
obtaining ten different typologies of attributes grouped in four macro-categories. From a
strictly numerical perspective, the most populated macro-category was the one including
quantitative metrics (51 out of a total of 123 different metrics). We found that the most
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commonly adopted and mentioned quality attributes belonged to the qualitative cate-
gories related to the relationship with the user, the conversation with the relational agent,
and the user’s perception of this conversation. This result suggests that the research in
conversational agent evaluation currently lacks a wide adoption of quantitative methods.

Our findings answering RQ2.2 suggest a lack of structured, comparable, and stan-
dardized evaluation procedures since we could find only four different frameworks in the
selected pool of sources. It is worth underlining that—in the studies that we analyzed—we
did not find mentions of fully structured approaches to aid decision-making approaches in
the design of conversational interfaces, based on either qualitative or quantitative attributes
that have been measured. A recent and promising example in the literature is presented
in a work by Radziwill et al., where the computation of quality attributes for chatbots is
integrated into an Analytic Hierarchy Process (AHP). This process can be used to compare
two or more versions of the same conversational system. These versions can either be a
current available one (as-is) and one or more future ones in development (to-be) [1].

Finally, to answer RQ3, we compared the contribution of white and grey literature to
the facets analyzed in the previous research questions. By considering the contribution to
RQ2.1 and RQ2.3, we found that 27 out of 123 metrics (the 23%) and 5 out of 28 datasets
(the 18%) for the evaluation of conversational agents are only mentioned in grey literature
sources from our pool. These results underline how taking into account manuscripts
that are not peer-reviewed provides an important added value for researchers when the
research objective is to assess and evaluate conversational agents.

5.2. Threats to Validity

Threats to Construct validity for a Literature Review concern possible failures in the
coverage of all the studies related to the review topic. In this study, we mitigated the
threat by selecting five essential sources of white literature studies and including grey
literature to consider chatbots, datasets, and evaluation metrics that are not presented in
peer-reviewed papers.

For both typologies of literature, we applied a reproducible methodology based on
established guidelines. To broaden the research as much as possible, we included the most
commonly used terms in the search strings, as well as various synonyms. However, it is
still possible that some terms describing other relevant works in the literature may have
been overlooked. The definition and identification of the right keywords for the search
string could be influenced. For this particular study, the missing unanimity about some
concepts is defined (e.g., the same concepts are defined as quality attributes or metrics in
different studies).

Regarding grey literature, there is a possibility that some relevant chatbots, frame-
works, and evaluation procedures were not included in the analysis due to the inability to
access the documents where they are presented.

Threats to Internal validity are related to the data extraction and synthesis phases of the
Literature Review. All the primary sources resulting from the search strings application
were read and evaluated by all authors and collaborators of this study to assess their quality,
apply inclusion and exclusion criteria, and extract the information to answer the Research
Questions of the study. Hence, the validity of the study is threatened by possible errors in
the author’s judgment when examining the sources. It may suffer from misinterpretations
of the original content of the papers. This threat was mitigated by multiple readings of the
same sources by the different researchers and discussions among the same people about
the disagreements during the review phase.

Threats to External validity concern the generalizability of the findings of the Literature
Review. We limited our investigation to textual chatbots or voice chatbots whose inputs
can be reconducted to text for this study. It is not ensured that the found quality attributes
can be generalized to any category of chatbots available in the literature.

Due to the differing accessibility of grey literature sources, it is also possible that this
review provides only partial geographical coverage of commercial chatbots.
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6. Conclusions and Future Work

In this study, we defined, conducted, and documented the results of a Multivocal
Literature Review, i.e., an SLR conducted by taking into account different typologies of
sources—not only peer-reviewed white literature. We applied this research methodology
to the field of assessment and evaluation of conversational interfaces.

The principal goal of our review was to identify quality attributes that are used by
either researchers or practitioners to evaluate and test conversational interfaces. We came
up with 123 different quality attributes, four metric tools and frameworks for systematic
and automated evaluations of conversational interfaces, and 28 datasets commonly using
for performing evaluations. The quantity of information coming from grey literature only
can be deemed a confirmation of the necessity of including grey literature in this very
specific topic, since evaluation methods can be useful to researchers are often disseminated
in non peer-reviewed sources.

The primary objective of this manuscript is to serve as a comprehensive reference for
researchers and practitioners in the field of conversational agents development and testing,
providing a categorization and a set of references to available quality attributes already
defined in the literature. As future extensions of the present study, we plan to explore the
possibility of developing automated or semi-automated tools to collect the measurable
quality attributes for existing chatbots. We also plan to find strategies to prioritize the
different quality attributes and implement a subset of them into a framework that can
serve as a global means of evaluating any chatbot type. Finally, we aim to analyze multiple
empirical measurements on a diverse set of chatbots, both commercial and academic,
to seek correlations and dependencies between different metrics.
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