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Abstract—The core and backbone optical network market
segment is largely dominated by coherent transmission deliv-
ering 100Gbps and beyond thanks to the DSP-based coherent
transceivers technology optical line systems without chromatic
dispersion compensation. The metro and access segment instead
is still often made of dispersion-compensated optical line sys-
tems operated with cheap 10G transceivers because of the still
excessive CAPEX required to upgrade this segment to coherent
technology. In the context of the gradual rise of SDN technology,
aimed at dynamically, transparently and automatically managing
and orchestrating optical networks, the ability to route 100G
coherent channels through a section of dispersion managed
network populated with legacy 10G channels enables more
flexibility and CAPEX savings. In this work we propose a simple,
fast and conservative quality-of-transmission estimator, tailored
to the needs of a software module for optical path computation,
able to estimate of the 10G-to-100G non-linear effects.

Index Terms—optical networking, networks, quality-of-
transmission, dispersion-managed, IMDD, coherent

I. INTRODUCTION

A. The context for mixed 10G-100G transmission

Keeping up with the increasing IP traffic demand and the
highly dynamic network services pushed by the imminent
5G network deployment and COVID-19 pandemic effects,
requires a substantial shift with respect to the way optical
networks are traditionally operated. From a more general point
of view, Software-Defined-Networking (SDN) and Network
Function Virtualization (NFV) technologies are driving this
change by automating the orchestration and management of
network and removing the bottleneck of manual processes to
deliver efficient and dynamic abstraction of network functions
at higher levels. This requires the development of software
modules serving to several aspects of the network down
to the physical layer management. In particular, from the
optical layer perspective, operators and vendors are pushing
towards the network softwarization by enhancing its flexibility
in terms of management, reconfigurability and possibility to
interoperate different segments of the optical networks to a

wider breathe. To this aim, a lot of effort has been spent
in the implementation of open data structures and software
modules allowing to abstract the physical layer and enable
the possibility to route lightpaths across different network
segments in a vendor-agnostic fashion [1]–[3]. Among these,
the availability of fast and reliable software and mathematical
models for the estimation of lightpaths quality of transmission
(QoT) is crucial for path computation and network orchestra-
tion. However, such softwarization and interoperability intent
should be implemented not only on newly deployed systems
but should include updates on the brown field encompassing
different optical transmission techniques.

Polarization-multiplexed (PM) coherent transmission de-
livering 100 Gbps and more dominates the backbone and
core network. The digital signal processing (DSP) based
transceivers enable larger rates and flexibility, together with
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ent networks with 10G-loaded DM metro segments and the
network control plan structure.
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the possibility to operate over optical line systems (OLS)
without dispersion compensating units (DCU), since chromatic
dispersion compensation is performed at the receiver side in
the digital domain. Here, optical transmission is optimized by
setting the so-called dispersion map, that is, by setting the
amount of residual inline chromatic dispersion DRES,IL at the
end of each fiber span. In the meantime, the metro and access
network segment is still largely operated with cheaper legacy
intensity modulated, direct detected (IMDD) transceivers de-
livering 10 Gbps on dispersion managed (DM) OLS with
DCU. Here, the upgrade to coherent technology is still not
convenient due to large CAPEX required. In this context,
being able to route 100G optical channels through a section
of 10G-loaded metro network made up of DM OLS becomes
a convenient opportunity to save on CAPEX and improve
network flexibility and the utilization of the optical spectrum,
of which just a relatively small portion is usually occupied in
the 10G systems. A typical use-case is depicted if Fig.1. In
this case, some 100G coherent channels coming from a section
of dispersion uncompensated core network are routed through
a section of a DM metro network already populated with
10G IMDD channels. In order to perform path computation
is necessary to elaborate an abstraction of the physical layer
and get an estimation of the QoT degradation experienced
by the coherent channels while travelling through the core
segment and the metro segment. Fig.1(a) outlines our proof-
of-concept of the 100G (orange) and 10G-DM (blue) network
segments interaction. The represented nodes are reconfigurable
optical add-drop multiplexer (ROADMs), i.e. bridges from/to
the optical infrastructure to/from the Ethernet/IP layers, linked
by OLSs (black lines) composed of fiber spans and optical
amplifiers. A 100G lightpath allocation request is handled on
the SDN controller by performing path discovery according
to a QoT metric and/or a maximum acceptable QoT penalty
of 100G channels. Path feasibility is assessed thanks to the
QoT-Estimator (QoT-E) module, used together with network
abstraction and real-time status as input.

The OLS controllers sets the working point of each am-
plifier and, consequently, the input power of each fiber span,
possibly to the optimal working point maximizing the QoT
metric, determined sinergetically with the QoT-E. In particular,
path feasibility and optimization through 10G metro section
could be then assessed through power or guard-band control
strategies. While software tools aimed at this goal already exist
for the core dispersion-uncompensated network part loaded
with coherent channels only [1], they lack of QoT estimators
for mixed 10G/100G transmission on DM OLS, which is the
object of the study proposed in this paper. Here, we assume
that the optical transmission channel can be modelled as an
Additive White Gaussian Noise (AWGN) channel and we use
as unique figure of merit for QoT the generalized signal to
noise ratio (GSNR), including all the significant sources of
noise [4].

B. Overview of the physical layer impairments

In optical transmission the major causes of QoT degradation
are the amplified spontaneous emission (ASE) noise arising
from optical amplifiers and the non-linear effects, deriving
from Kerr effect, whose intensity depends on the optical power
traveling into the optical fiber. Other impairments exist, such
as filtering penalties, but they are outside the scope of this
paper and they do not modify the general picture. Coherent
channels have been demonstrated to suffer strong non-linear
interference (NLI) from the mixed propagation with 10G
IMDD channels on DM OLS [5]–[7]. These are traditionally
mitigated by setting a guard-band between 100G and 10G
channels dense wavelength division multiplexing (DWDM)
combs and/or with appropriate power setting strategies. While
the NLI arising on full coherent transmission is well-known
[8]–[13], the non-linear penalty due to the mixed IMDD-
coherent transmission on DM OLS requires further inves-
tigations. Here, we will focus on the inter-channel GSNR
penalty originated by the 10G channels on the 100G. As
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the four-wave-mixing part is considered negligible [14], it is
solely due to the cross phase modulation (XPM) of a 10G
channel on a 100G channel. As for the self channel penalty,
i.e. the self-phase modulation (SPM) of the coherent channel
on a DM OLS, it is out of the scope of this study, since it
does not depend on the IMDD channels and could also be
compensated for with appropriate equalization techniques ad
the DSP receiver.

The 10G-to-100G XPM interaction in DM-OLS manifests
as a multiplicative non-linear phase noise (NLPN) and as an
additive noise-like contribution. The NLPN component derives
from the pure phase modulation of the 100G channel by
the 10G probe. However, it can be completely recovered by
carrier phase estimation (CPE) algorithms [14]. The additive
noise-like contribution instead originates mainly by the inter-
play between the XPM effect and the polarization effects as
birefringence and polarization mode dispersion (PMD) [15],
[16]. This contribution is peculiar of the interaction between
100G and 10G channels, since the latter are polarized signals,
opposite to the depolarized 100G channels. Following our
previous investigations in [14], [16], in the following sections
we refine our semi-analytical method for the estimation of the
joint XPM-Polarization noise contribution.

While in this first section we have framed the context and
described briefly the major issues, in section II we will first in-
troduce the concepts behind the network and OLS abstraction
as weighted graph. This abstraction is then employed by the
SDN and OLS controllers blocks to perform path computation
and distinguish between the single, independent noise sources
setting the GSNR. We then proceed by presenting the semi-
analytical model developed for the estimation of the joint
XPM-polarization noise, which is both spectrally and spatially
disaggregated. This simple-yet-effective model, serving as a
QoT-E software module, is then validated by comparing its re-
sult with Split-Step Fourier method (SSFM) based simulations
in section III, showing that it provides QoT predictions which
are always conservative. Finally, in section IV, conclusions are
drawn and future improvements are proposed.

II. MODELING THE PHYSICAL LAYER

A. The network abstraction

In order to perform optical path discovery and feasibility
the SDN controller must elaborate an abstraction of the optical
network with respect to the chosen QoT metric. This is done
by representing the optical network as a weighted graph, as
depicted in Fig.2. The nodes of the graph coincide with the
add-drop sites, allowing to route transparently single lightpath
through the network, while the edges are the OLSs. Edges are
weighted by the QoT merit figure. As previously mentioned,
the GSNR can be taken as the unique merit for QoT [4].
Hence, each edge between two nodes is labelled with the
GSNR degradation experienced by the considered channel
throughout the OLS, given by:

GSNR =
Pch

PN,TOT
(1)

where Pch is the 100G channel launched optical power and
PN,TOT is the sum of all the noise sources. The validity of
GSNR as general QoT metric holds as long as the lightpath
can be modeled as an AWGN channel, that is, if all the
impairments in PN,TOT can be modelled as gaussian dis-
tributed noise sources summing up independently. This OLS
abstraction is used to calculate the path QoT, as represented in
Fig.2, where fiber introduces only a loss and the noise sources
are lumped and added after an ideal gain. By considering the
inverse of the GSNR, is possible to write additively the single
noise contributions as in Eq.2:

1

GSNR
=

1

OSNR
+

1

SNRNLI
+

1

SNRSPM
+

1

SNRNL-10G
(2)

The GSNR takes into account all the significant impairments.
However, in Eq.2 and throughout the paper we can assume that
these are only the ASE noise coming from optical amplifiers
and the non-linear noise sources without any loss of generality.

In Eq.2, OSNR is determined by the amplified spontaneous
emission (ASE) noise of the optical amplifiers. SNRNLI in-
cludes the non-linear noise generated by the propagation of
the 100G channels on the uncompensated network, which is
known to be modelled as additive and gaussian. [5], [9].

SNRSPM instead is the noise contribution due to the single
channel propagation over the DM system and can be regarded
as an NLI-like noise provided that the DM link has not full
dispersion compensation (DRES,IL = 0 ps/nm). However, this
configuration is absolutely detrimental for both coherent and
IMDD signals and avoided in practical system configurations.
In any case, the study of this term is out of the scope of the
paper.

Finally, the SNRNL-10G term encompasses the non-linear
noise due to the XPM of 10G channels populating the DM
OLS on the 100G channels and its estimation is the goal of the
tool presented in this work. As already mentioned, the XPM
manifests as a multiplicative NLPN component and an additive
noise component due to the polarization coupling effects [16].
However, practical DSP-based receivers are able to completely
compensate the XPM phase noise [14] thanks to the Carrier
Phase Estimator (CPE) stage, so that the whole XPM effect is
included in the SNRNL-10G within the GSNR.

B. Modeling the mixed 10G-100G XPM

The SNRNL-10G is due to the additive noise contribution
arising from the XPM and birefringence interaction. Its entity
thus depends on the relative polarization angle Ω between the
polarized 10G channels and the 100G channel independently-
modulated polarization components (namely, the X and Y
components). Also, it depends on the evolution of the po-
larization rotations induced by the birefringence due to its
stochastic nature, which randomly couple the two 100G po-
larization states. A rigorous mathematical modelling would
require a complex stochastic solution of the Coupled Non-
Linear Schrodinger equation (CNLSE), which is out of the
scope of this study. Here instead the goal is to provide a
simple QoT-E tool suitable to plan and provision lightpaths



(a)

(b)

Fig. 3: NLPN gradient (a) and accumulation (b) for pump and
probe spaced 150 GHz at DRES,IL = 50 ps/nm

Fig. 4: Pump and probe asymptotic NLPN per span vs guard-
band, dispersion coefficient and inline residual dispersion

along both the 10G and 100G network. For this purpose, we
add two requirements on the model:

• Spectral Disaggregation: the SNRNL-10G degradation on
a 100G channel (the probe) caused by the effect of Np

10G channels (the pumps) is given by the inverse sum of
the SNRNL-10G contribution of each pump, as in Eq.3

1

SNRNL-10G
=

Np∑
k=1

1

SNRNL-10G,k
(3)

where SNRNL-10G,k is the SNR degradation determined
by the noise of the k-th 10G pump.

(a)

(b)

Fig. 5: NLPN gradient (a) and accumulation (b) for pump and
probe spaced 450 GHz at DRES,IL = 50 ps/nm

• Spatial Disaggregation: the SNRNL-10G,k,n of the k-th
10G pump introduced by the n-th fiber span does not
depend on the previous spans traveled but only on the
span itself, so that, after Ns fiber spans Eq.4 holds:

1

SNRNL-10G,k
=

Ns∑
n=1

1

SNRNL-10G,k,n
(4)

To fulfill these requirements, we propose a simpler approach
assuming that the stochastic birefringence-induced polariza-
tion rotations transform the NLPN written by the 10G on the
100G X and Y components in an additive noise crosstalk
due to the polarization coupling. In order to develop this
abstraction we started to observe the XPM phenomenon by
propagting a single polarization mode per 100G/10G channel
in Split-Step Fourier (SSFM) simulations in the worst-case
of polarization alignment. In [14] we have shown that, in
this case, thus without any polarization rotations, the 10G-
to-100G XPM is essentially an NLPN writing. We have also
proved that the NLPN can be spectrally disaggregated as it
sums up in variance for each 10G pump turned on [14]. The
amount of worst-case, polarization-aligned NLPN is obtained
by single polarization SSFM simulations on the 20x fiber span
setup of Fig.2(b) by turning off the CPE stage. The NLPN is
computed as the variance of the optical phase extracted as the
ratio between the received and the transmitted 100G signals,
under the XPM generated by a single 10G pump placed at
increasing frequency spacing in the 50 GHz grid. We have



also studied the spatial accumulation of the NLPN. Fig.3-
5(a) plots a sample amount of NLPN introduced by each
fiber span. They shows that, after a transient depending on
the fiber chromatic dispersion coefficient, the NLPN gradient
converges to the same asymptotic value. Fig.3-5(b) also report
the accumulated NLPN, also the linear fit obtained using
the asymptotic amount of NLPN per span, showing that,
in any case, after a transient, the growing is substantially
linear. This enables spatial disaggregation: the amount of
accumulated NLPN can be conservatively approximated span
by span, without apriori knowledge of the whole OLS. These
peculiarities can be also seen by plotting the asymptotic NLPN
behavior vs the frequency distance between the 100G probe
and a 10G pump, as in Fig.4. The NLPN intensity does not
depend on the absolute value of the fiber span chromatic
dispersion but only on the amount of residual inline dispersion
DRES,IL.

Following the derivation in [16], we then use the
polarization-aligned asymptotic NLPN variance to calculate
the crosstalk noise due to the insertion of the polarization
rotations, so that, the SNRNL-10G degradation introduced by
the k-th 10G pump by the n-th fiber span of the OLS is given
by:

SNRNL,10G,k,n =
1

sin 22θnE[| sin ∆φe,k(t)|2]
(5)

As in [14], [16], ∆φe,k(t) is a differential NLPN term de-
pending on the initial relative polarization angle Ω between
the k-th 10G pump and 100G channel.
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Fig. 6: Model vs SSFM 5 pumps Monte-Carlo simulations at
DRES,IL = 50 ps/nm: D = 4 (upper row), 16.7 ps/(nm ·km)
(lower row). Frequency spacing: 150 GHz (left), 450 GHz
(right)

When the 10G pump is aligned with the X or Y polar-
izations of the 100G probe, the NLPN differential term is
maximum, otherwise, the initial polarization-aligned NLPN is
split between the two X and Y 100G polarization components
accordingly to simple sine/cosine relationships. The angle θn
is an equivalent polarization rotation due to birefringence
relative to the n-th span which is set to the worst case value
of 45◦ to stay conservative. Using Eq.5 together with Eq.3,4
delivers a very simple and fast estimation of the SNRNL-10G
degradation of a single fiber span, which sums up with the
inverse SNR relationship over a complete multispan OLS and
Np 10G channels.

III. QOT-ESTIMATOR TOOL VALIDATION

In this section we compare the SNRNL-10G estimation of
Eq.3-5 with the results obtained by SSFM Monte-Carlo sim-
ulation campaign on the setup of Fig.2. We have considered
a 20x 50 km long fiber spans with loss α = 0.18 dB/km,
non-linear coefficient γ = 1.27 (W · km)−1 and chromatic
dispersion D = 4.0 ps/(nm · km), and 16.7 ps/(nm · km).
100G probe channel is PM-QPSK modulated with Rs = 32
GBaud and its power is always kept sufficiently low to avoid
SPM. Optical amplifiers are also noiseless, so that the GSNR
estimated by our DSP implementation corresponds to the
SNRNL-10G alone in Eq.2. DSP implements an LMS equalizer
with 42 taps followed by a Viterbi-Viterbi [17] CPE stage
recovering any residual NLPN.

Although other maps have been tested, here we focused on
two dispersion map, one leaves nearly DRES,IL = 50 ps/nm
of inline residual dispersion as this is the most common value
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Fig. 7: Model vs SSFM 5 pumps Monte-Carlo simulations at
DRES,IL = 90 ps/nm: D = 4 (upper row), 16.7 ps/(nm ·km)
(lower row). Frequency spacing: 150 GHz (left), 450 GHz
(right)



in deployed systems, the other has DRES,IL = 90 ps/nm to
take into account realistic deviation from the nominal residual
because of DCU granularity or further dispersive elements
such as filters.

The model has been tested in a multi-pump and single probe
configuration with 5 x 10G pumps. The SNRNL-10G estimation
has been obtained for each pump using Eq.5 and added up
with Eq.3,4. This has been done for the two dispersion values
considered and pump-probe frequency spacing of 150 and 450
GHz. Here, we have set Ω = 22.5◦ as the 10G/100G polar-
ization angle delivering the more accurate estimations with
respect to Monte-Carlo simulations. The results are reported
in Fig.6 and Fig.7 for DRES,IL = 50, 90 ps/nm, respectively,
together with the gap between the modeling tool result and the
simulated PDF worst-case SNRNL-10G. The estimation scales
correctly with the guard-band between the 100G probe and
the 10G comb and the inline residual dispersion, although the
gap increases at larger guard-bands and dispersion coefficients.
However, the model is always conservative, thus letting oper-
ation of the light path always in the safe side and avoiding
out of service. Note that the independence of the results on
dispersion coefficient is a direct consequence of the same
independence of asymptotic NLPN per span of Fig.4. In fact,
using the asymptotic value, on one side ignores the different
transient dispersion coefficient dependent of Fig.3,5(a), on the
other side, however, enables spatial disaggregation and thus
an fast and simple QoT estimation and path computation. As
for the estimation accuracy with respect to SSFM simulations
worst case, we get a maximum gap of 4.34 dB and 3.53 dB
for DRES,IL = 50, 90 ps/nm, respectively. It should be noted
that, although the accuracy could be improved in these cases,
this margin is not the overall GSNR margin but only with
respect to the inter-channel part of the non-linear inteferences
on the 10G-DM OLS, thus having a less important weight
when considering all the noise contributions in the GSNR as
in Eq.2.

IV. CONCLUSIONS

In this work we have discussed and proposed solution to
the problem of the mixed proipagation of coherent and IMDD
channels on dispersion-compensated optical networks. This
is a useful opportunity in the market to save on CAPEX
for the upgrade on 10G networks to coherent transmission
technology. Also being able to do this will enable further
network routing flexibility, enabling routing of 100G channels
through sections of metro DM networks already loaded with
10G channels. In this work we have proposed a QoT-E tailored
to be implemented in the network control plane which is able
to quickly (seconds timescale) and efficiently estimate the
GSNR penalty due to the inter-channel non-linear interaction
between the 100G channels and 10G channels. The tool has
shown to provide always conservative QoT estimation, with
respect to the worst-case GSNR obtained by accurate SSFM
Monte-Carlo simulation campaigns. In addition, the model is
spectrally and spatially disaggregated: this allows the network
control plan to perform lightpath provisioning in a traffic-

agnostic fashion, i.e. without knowing the propagation history
of the coherent channels. Although the Further investigation
will be focused on improving accuracy and assessing their
impact on the network performance metrics.
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