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Summary

Current and next generation power distribution networks (PDNs) are complex systems
characterized by a large size, the interconnection of heterogeneous objects (e.g., dis-
tributed renewable sources or storages such as electric vehicles charging hubs, etc), and
a stochastic behavior due to both unknown customer demand and other external condi-
tions affecting power generation. All the above system features require the availability
of innovative and general modeling solutions for the accurate prediction of the network
state. This research focuses on theoretical investigation of model generation algorithms
for complex systems and networks and their application to the problem at hand.

First in this dissertation, an alternate modeling technique for the power-flow analysis
of PDNs is presented. The PDN is suitably interpreted as a decoupled circuit in the phasor
domain, which is split into a linear and a non-linear sub-circuits, of which the large
linear part represents the source and the interconnecting blocks including transmission
lines, while the small non-linear part accounts for load characteristics and distributed
generators (DGs). The circuital interpretation is directly solved in the frequency domain
via a standard tool for circuit analysis in combination with a simple iterative scheme. At
each iteration, the large linear part can be solved via either the modified nodal analysis
(MNA) or any simulation program with integrated circuit emphasis (SPICE). The link of
the proposed numerical scheme with the so-called waveform relaxation technique is
also thoroughly discussed. The proposed approach has been proven to offer a general
solution allowing to handle multiple DGs and other heterogeneous sources without
requiring custom modifications for any arbitrary network. Additionally, it features fast
convergence and very good accuracy.

While the first part deals with steady-state analysis of PDNs, the effect of stochas-
tic behavior of distributed renewables and the changes in the physical medium (e.g.,
equivalent resistance, reactance, capacitance, etc.), due to external factors, on the net-
work voltage profile is analyzed, in the second part of the Thesis, by performing the
uncertainty quantification (UQ) of power networks. Several techniques are presented
ranging from standard Monte Carlo (MC) simulation to the regression based accurate
and fast-to-evaluate surrogate models such as the polynomial chaos expansion (PCE)
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and machine learning (ML) based least square support vector machines (LS-SVM). A
two-step scheme is proposed, that involves the compression of the training response set
with principal component analysis (PCA) and the generation of surrogate models from
a limited number of samples.

The above proposed techniques are assessed for their accuracy and effectiveness
by considering multiple test networks in chapters 2 and 3. These are further analyzed
to handle larger realistic networks by considering a three-phase benchmark network,
the IEEE 8500-node test feeder, used by Institute of Electrical and Electronics Engineers
(IEEE) power research community. Specifically, a power-flow solution is performed
for the mentioned test network using the proposed circuital interpretation with the
fixed-point iteration and two state-of-the-art methods, the Z-bus method and the bench-
mark open source distribution system simulator (openDSS) software. After that, the
proposed compressed surrogate model of network nodal voltages is built with LS-SVM
in conjuction with PCA, whose predictions are compared in terms of accuracy and
simulation time with those of the sparse PCE and MC simulation, where the former is a
polynomial regression technique while the latter is a simple traditional scheme.

The results collected in this research work demonstrate the benefits and strengths
of the proposed modeling and simulation solutions for PDNs compared to currently
available state-of-the-art techniques [1, 2, 3].
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摘  要 

当前和下一代配电网是大规模复杂系统，其中不同对象（例如分布式可再生能源、

电动汽车充电中心等储能）之间互联，另外未知的用电需求和影响发电的外部条件等

行为具有随机性。针对上述系统特征，为准确预测网络状态，需要提供创新的通用建

模方案。本文主要研究复杂系统和网络的模型生成算法及其在实际问题中的应用。本

文首先提出了一种用于配电网潮流分析的新型建模方法。配电网被建模为相量域中的

解耦电路，分为线性子电路和非线性子电路，其中大型线性部分表征电源和含传输线

的互连模块，而小型非线性部分表征负荷特性和分布式发电机。通过标准电路分析工

具，并结合一个简单的迭代格式，在频域中对电路直接求解。在每次迭代中，大型线

性部分可以通过修改节点分析 (MNA) 或任何具有集成电路重点的仿真程序 (SPICE) 
来求解。还彻底讨论了所提出的数值方案与所谓的波形松弛技术之间的联系。。本文

提出的方法为处理多个分布式发电机和其他电源提供了一种通用方案，而无需对任何

网络进行特定修改。此外，该算法收敛速度快，精度高。在第一部分配电网稳态分析

的基础上，本文第二部分通过开展电网的不确定度量化，分析了由外部因素引起的分

布式可再生能源的随机行为以及物理介质（等值电阻、电感和电容等）的变化对网络

电压分布的影响。对比分析了多种不确定度量化方法，从标准的蒙特卡洛模拟到基于

回归的精确快速评估的代理模型，后者包括多项式混沌展开模型和基于机器学习的 小
二乘支持向量机模型。提出了一种两步算法，先使用主成分分析压缩训练响应集，再

从有限数量的样本生成代理模型。在第 2 章和第 3 章中，利用多个电网测试算例评
估了上述方法的准确性和有效性。利用电气与电子工程师学会电力研究团体的 IEEE 
8500 节点测试馈线，进一步分析了三相基准网络，以处理规模更大的实际电网。利用
所提出的定点迭代电路算法对上述测试网络进行了潮流求解，并与其他两种 先进的 
Z-bus 方法和开源配电系统模拟器（openDSS）软件进行了对比。然后，采用 小二乘
支持向量机和主成分分析相结合的方法，建立了网络节点电压的压缩代理模型，并将

其预测精度和仿真时间与稀疏多项式混沌展开和蒙特卡洛模拟方法相比较，前者是多

项式回归方法，后者是简单的传统方法。本文研究结果表明了所提出的配电网建模和

仿真方案相比现有方法的优点。 
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Chapter 1

Introduction

1.1 Research Background
Right from the begining, electrical power industry has faced many issues including
generation demand gap, reliability, planning and operational back-offs and weather
vulnerabilities. These factors affect the smooth operation of generation, transmission
and distribution networks and might result in a total blackout. PDNs in particular, which
are responsible for supplying power to the end nodes (consumers), are in a shift towards
a smarter grid structure for more reliable and optimal performance. These advancements,
with the involvement of multiple heterogeneous sources (renewables, electric vehicles,
etc.) require the capability of handling power-flow in both ways (supply and consume)
along with the synchronized information transfer among various equipment. In this
framework, specific attention is given to the availability of modeling and simulation
methods for both transient and steady-state assessment of the power networks. For
the latter, several analyses have been proposed in the literature including, power-flow,
three-phase power-flow, and harmonic analyses which have been proven to be mature
tools successfully adopted in recent application problems [4, 5, 6, 7].

Without loss of generality, efficient and reliable power-flow solution techniques
have been developed and widely used [8, 9, 10, 11, 12, 13, 14, 15]. Recently, different
class of approaches have been proposed which offer a general solution with improved
convergence for very large structures including weakly and heavily meshed PDNs. The
first part of this work focuses class of approaches which propose a different interpretation
of the PDNs in terms of a non-linear circuit in the frequency-domain. It allows decoupling
the solution of the inherent non-linear problem in the harmonic domain into the solution
of a large linear network followed by a subsequent non-linear computation related to
some of the network components only (e.g., renewable sources). The resulting circuit is
then solved by combining the MNA [16] with an iterative scheme based on the waveform
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relaxation technique [17]. The approach is simple, general, and applies to any kind
of network, including meshed structures [1]. The proposed contribution shares the
idea of using a circuit-based approach, which has already been proven to be general
and robust in terms of convergence [18], but it offers a more intuitive and graphical
procedure, also highlighting the link between the waveform relaxation technique and
the fixed point iteration. It is an alternative that can be readily applied to the number of
applications, including the co-simulation of multi-energy networks, possibly including
gas distribution systems [19]. An additional important feature of this relies on its
flexibility allowing the application of alternative numerical schemes (such as Newton
Raphson or fixed-point iteration, being latter considered in this work only). It is also
verified that at each iteration of the method, the resulting circuit can be alternatively
solved by any SPICE-based solver at a single frequency analysis.

The second part of this work focuses on the surrogate modeling of power networks
for performing UQ. The modeling techniques for the analysis of power networks should
account for the variations in some parameters that have inherent stochastic nature.
Typical examples are represented by the pervasive spread of DGs for which the injected
power depends on weather conditions; the impact of hubs of charging electrical vehicles,
located in different points of the network; and the unpredictable user behavior, a scenario
in which both users and buildings play an active role in the continuous monitoring of
the fluid electricity fees, and modify their power consumption accordingly [20, 21, 22,
23]. Therefore, the inherent statistical nature of the problem makes the deterministic
interpretation unsuitable, and demands for stochastic methodologies for the UQ [24, 25,
26].

MC simulation represents the most straightforward way of performing a statistical
load-flow analysis of a power grid with uncertain loads [27, 28, 29, 30, 31, 32, 33, 34, 35,
36, 37, 38]. The underlying idea is to run a large set of deterministic simulations in which
the power level of each uncertain node is drawn according to its probability density
function (PDF). Despite its simplicity and accuracy, a naive MC simulation turns out
to be extremely expensive in terms of simulation time because of its slow convergence
rate. Indeed, it requires a huge number (typically, on the order of thousands) of samples,
which makes its direct application to a full-computational model unfeasible for realistic
scenarios.

This reason motivated the growing interest, expressed by the electrical and electronic
engineering community during the last fifteen years, in the development of enhanced
and efficient alternatives to MC simulation for both the worst-case and the statistical
assessment of the stochastic responses of complex systems [39, 40, 41]. PCE can be
considered for the UQ [42, 43], whose underlying idea is to represent the relationship
between uncertain variables and outputs of interest in terms of an expansion of suitable
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orthogonal polynomial basis functions [44]. While this method is proved well to work
for many uncertain parameters, but similar to most parametric regression methods, the
number of unknowns depends on the number of input parameters, as the number of
basis functions, and thus of regression coefficients, grows exponentially, for example, a
second-order PCE for 500 uncertain variables requires the estimation of 250k coefficients:
this is the so called “curse of dimensionality”, which thus led ML methods [45, 46],
which have been effectively applied to build accurate surrogate models starting from
a limited number of training samples. The resulting surrogate model is capable of
predicting both the deterministic and stochastic behavior of the system output for any
configuration of the uncertain parameters. As opposed to PCE-based methods, the above
ML techniques allow constructing non-parametric surrogates in which the number of
regression unknowns is independent from the dimensionality of the input space (i.e.,
the number of uncertain parameters) [47, 48]. Therefore, ML methods appear to be
an attractive solution to mitigate the curse of dimensionality and provide a powerful
alternative for tackling UQ problems with a huge number (e.g., thousands) of variables.
In this work, sparse PCE and LS-SVM regression are employed in conjuction with PCA
compression to build a compressed surrogatemodel of the nodal voltages of typical power
transmission and distribution networks with a large number of uncertain parameters
consisting of physical medium, power loads and renewable sources. The performance
of the proposed modeling scheme, in terms of efficiency, accuracy and convergence, is
thoroughly investigated by means of multiple test networks ranging from low number
of nodes (118) to a comparatively very large node-network (8500).

1.2 Literature Review

1.2.1 State of the Art load-flow techniques

Since few decades, efficient and fast power-flow solution techniques have been developed
and widely used for the assessment of power system operation [8, 9, 10, 11]. Low
resistive/reactive ratio for transmission lines (i.e., the so-called R/X factor) results in the
decoupled real and reactive powers and thus few assumptions can be made to linearize
the power-flow solution in terms of simple DC power-flow as opposed to AC power-flow
[12, 13, 14, 15]. This DC power-flow was improved in [49], which approximates complex
parameters rather than only real parameters, applied to three-phase node feeder. Most
of the methods available in the literature largely focus on Newton Raphson, Gauss Seidel
or backward/forward sweep algorithms for radial distribution networks [50, 51, 52, 53,
54, 55, 56, 57, 58, 59, 60, 61, 62]. Zhang in [50] modified Newton Raphson in which
the Jacobian matrix is formed by backward/forward sweep, however the solution of
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Jacobian matrix might include negative reactances whose effects are studied by [51] and
reveals that the negative reactances in the solution models have significant effect on the
eigen values of the Jacobian matrix and affects the convergence rate. Furthermore, the
limitation of Jacobian matrix in terms of singularities is eliminated in [52] for achieving
maximum loading point operation. Teng [53] proposed a method based on mixing
the so-called Z-bus & traditional Guass Siedal method to solve three-phase equations
separately and obtains a closed-form solution, [54] implements backward/forward
sweep for three-phase power-flow and extends the method to find optimal feeding
points for the reactive power compensation. For radial feeders only, Teng in [55]
proposed a solution by forming a relation between bus injections and bus voltages
directly through matrices based on backward/forward sweep algorithm. Eminoglu and
Hocaoglu in [56] used polynomial equations to solve for nodal voltages and backward
propagation for branch currents. The above method however turns out to be slower
compared to other sweep algorithms. A hybrid power system model is proposed in [57]
to model both transmission and distribution single- and three-phase networks, which
are connected by a virtual connector acting as a coupler between single- and three-
phase models without altering the power levels. This power flow model comprises of
constant and periodic functions for single- and three-phase connections respectively,
and mainly highlights the coupling connections between different models present in
a hybrid power system. In [58], algebraic recursive equations are used for power-flow
solution, and Garces in [59] proposed linear approximation on the complex plane to
solve unbalanced power-flow equations without taking into acount the power-voltage
(PV) nodes for loads/DGs. A similar linear approximation is proposed by Wang in [61]
based on backward/forward sweep propagation. Differential transformation, which is
mostly used for transient analysis, is implemented in [62] to convert the non-linear
power-flow problem into a linear set of equations in the time domain solved by a non-
iterative algorithm. For DGs specific, a grid-connected photovoltaic array model is
proposed in [63] for power-flow solution, which includes state variables of photovoltaic
plant alongwith the nodal voltages of the network in the Jacobian matrix, while the
reduction in the network nodal voltages caused by photovoltaic systems is analyzed
in [64] with a proposed two-node distribution model, whose results are verified with
power-voltage curves of a real network, however, the proposed model needs to be further
verified for its effectiveness on comparatively large networks. Moreover, microgrids
connected with the network are considered as a separate node by Gibran in [65] and
solved by a two-step heriarchical control to stabilize the frequency and voltage levels
of the microgrid units. Nikkhajoei [66] also proposed a two-step approach with a
closed-form model, but this two-step control can be costly with comparatively large
three-phase power networks. The droop controlled islanded microgrids, which differ
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from the grid-connected microgrids in terms of frequency and reactive power, are solved
for the power flow by Morad [67], in which the author analyzes the effect of reactive
power limits of distributed generators.

Recently, Bazrafshan et al. [68] proposed a new approach for modeling three-phase
distribution systems based on the Z-bus method, which however does not explicitly
exploit the radial and weakly meshed network structure of distribution systems and
it requires the solution of a set of equations whose size is proportional to the number
of buses (and/or looping branches). As a result, it converges for weakly meshed con-
figuration only under some specific assumptions, as pointed out in [69]. It important
to point out that the solution of weakly meshed networks requires, in general, custom
adjustments in which the network is first converted into an equivalent radial network
by breaking the looping branches, with detrimental impacts on accuracy, efficiency and
simplicity of the solution. Line-wise power flow is also used, as oppose to the bus-wise
power flow, to identify the voltage sensitive nodes that could lead to a network voltage
collapse [70].

A different formulation of the power-flow analysis for both power transmission
and distribution networks by means of a circuital interpretation of the network and
the application of classical tools for circuit analysis are instead presented in [18, 71,
72], offering a general solution with improved convergence for very large structures
including weakly and heavily meshed structures. In particular, [18] proposes the three-
phase solution of PDNs with modified augmented nodal analyses (MANA), [71] models
the PDNs with equivalent circuit and uses circuit simulation techniques for steady-state
analyses, and [72] discusses the implementation of step voltage regulators (SVRs) in
solving power-flow with MANA and Newton’s methods. Various Newton Raphson-
based power-flow solvers are analyzed for their accuracy and effectiveness in [73].
Additionally, the existence of power-flow solution and boundary conditions critera are
presented in [74, 75].

The strength and efficiency of the above methods are analyzed by solving various test
networks, generally ranging from 4 to 8500 node points, provided by Institute of IEEE
Power and Energy Society (PES) [76], where the large test network IEEE 8500-node [77]
is considered as the benchmark.

1.2.2 State of the Art techniques for variability analysis of Power
Networks

The classical approach for performing variability analyses of power systems is MC,
which has been implemented by many authors [27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37,
38]. Specifically, [27, 28, 29] estimated probablistic power-flow (PPF) with DGs, through
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MC simulation, [30] performs PPF based on frequency variation as a result of large
distrubances, [31, 32] performed optimal power-flow and [33] proposed latin supercube
sampling for efficiently sampling random variables for PPF. While, [34] assessed the
reliability of PDNs with DGs operating in parallel to the distribution network with MC
simulation on high core computing and concluded that solution of large networks is
only possible when higher computing cores are available, [35] uses GPU-based open
computing language to accelerate the execution of MC simulation for power-flow, and
[36] uses method of moments, where probability of occurence is calculated with Taylor
series, to analyze the uncertainty in the power networks, but it fails to fully characterize
the exact distribution window for non-linear systems. Additionally, Interval Power Flow
methods including Rectangular and Polar Interval are improved to propose Mix Interval
Power flow in [37], for performing probabilistic power flow using affine arithmatics,
whose results are again compared with the MC simulation. A reachable power-flow
method is proposed in [38] in which the ordinary differential equations are used to solve
PPF with uncertain microgrid parameters.

On the other hand, surrogate modeling for power systems is the most reliable
approach for performing UQ fast and effective. In particular, PCE can be considered
as the reference technique for UQ [42, 43, 78, 79]. The basic idea is to map inputs and
outputs in terms of an expansion of orthogonal polynomial basis functions [44]. The
expansion coefficients can be computed bymeans of least square regression, starting from
a limited set of random “training samples” obtained from the full-computational model.
The resulting surrogate model allows an expedite statistical assessment of the original
system. However, similar to most parametric regression methods, in which the number
of unknowns depends on the number of input parameters, the application of classical
PCE becomes impractical for systems with a large number of uncertain parameters.
Fortunately, owing to the sparsity-of-effects principle, most of the model coefficients
are in practice negligible. This led to the development of sparse algorithms [80, 81, 82],
which reduce the number of unknowns and allow dealing with hundreds of uncertain
variables (e.g., see [83]).

Recently, advanced ML methods [45, 46] have also been employed for the UQ of
several realistic problems in electrical engineering [84, 85]. Specifically, flexible and
powerful ML regressions such as support vector machine (SVM) [86, 87], LS-SVM [47],
and Gaussian processes [48], were effectively applied to build accurate surrogate models
starting from a limited set of training samples [88, 89, 90, 91]. The resulting surrogate
model is capable to predict both the deterministic and stochastic behavior of the system
output for any configuration of the uncertain input parameters. As opposed to PCE-
based methods, the above ML techniques allow constructing non-parametric surrogates
in which the number of regression unknowns is independent from the dimensionality
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of the input space (i.e., the number of uncertain parameters) [47, 48].

1.3 Organization of the thesis
As mentioned above, the main research object of this dissertation is to model PDNs .
Specifically, a novel modeling of PDNs is performed by interpreting the network as a
decoupled circuit in the phasor domain and solving it with simple iterative process. In
addition, equivalent surrogate models are built by using ML techniques to accurately
predict the network voltage profile.

The structure of this dissertation is arranged as follows:
Chapter 2 presents an alternate solution of the power-flow analysis of power distribu-

tion systems with distributed generators. The appraoch relies on a suitable interpretation
of power networks by equivalent circuit in the phasor domain. The circuit is then split
into a linear and a non-linear sub-circuits. The interpreted circuit is then solved by
using MNA and a simple iterative solution. The results of the proposed technique are
validated with state-of-the-art software OpenDSS, the Z-bus method and an industrial
software used by China Electric Power Research Institute (CEPRI).

In Chapter 3, UQ of power networks is performed based on MC simulation and on
surrogate models built via ML techniques. LS-SVM regression is combined with the
PCA to build a compressed surrogate model capable of predicting all the nodal voltages
of the network as a function of the uncertain electrical parameters of the transmission
lines. The power-flow analysis of the IEEE118-bus system with 250 uncertain parameters
is considered as a test case. The performance of the proposed modeling strategy in
terms of accuracy, efficiency and convergence, are assessed and compared with those of
alternative surrogate model based on sparse PCE.

In Chapter 4, the techniques proposed in previous chapters are further verified in
terms of feasibility, strength and effectiveness on comparatively very large three-phase
benchmark network, the IEEE 8500-node test feeder. The network contains both medium
voltage (MV) and low voltage (LV) levels and most of the components available in a
typical North American MV feeder. The results prove that the proposed techniques can
handle large realistic networks very well.

Finally, Chapter 5 summarizes the work performed and achieved results and high-
lights the future work.
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Chapter 2

Modeling of Power Distribution
Networks based on Decoupled
Circuit Equivalents

The existing methodologies for performing power-flow analyses for power transmission
& distribution networks, stated in previous chapter, are very efficient and have been
widely used. PDNs in particular, are modeled as radial or weaklymeshed networks, but as
systems move towards a more advanced smart grid, the networks may become heavily
meshed along with the increasing day-by-day integration of distributed generators
(e.g., renewable energy sources (RES)). This shift in network topology requires some
modifications in these methods, which turn out to become inefficient. The above aspect
is even more evident for the case of power-flow analysis of large distribution networks
for which conventional modeling and simulation solutions are often based on the basic
tools developed for radial network topologies, with custom adjustments accounting for
the loops [50, 53, 54, 55, 56, 58, 59]. As a result, cumbersome mathematical formulations,
slow convergence and possible limits to the applicability to weakly meshed structures are
typical problems [68, 69]. As an alternative, solutions based on a more classical circuital
interpretation of the network have been presented and proven to be effective [71, 18, 72,
1].

In this chapter, the latter approach is used to propose an alternative, simple and
viable technique for the power-flow analysis of PDNs. The proposed contribution shares
the idea of using a circuit-based approach, which has already been proven to be general
and robust in terms of convergence [18], but it offers a more intuitive and graphical
procedure. In particular, the proposed work has an inherent emphasis on circuital
approach rather than the numerical scheme applied to the MNA in matrix form. This
is specifically provided by the proven robust link (in terms of equivalence) between
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the waveform relaxation technique (which has an inherent circuital interpretation)
and the fixed point numerical scheme, which in the case of [18] is applied to matrices
only. The idea lies in a suitable interpretation of the power network in terms of a
non-linear circuit in the phasor domain. The above circuital interpretation can be solved
directly in frequency-domain via the combination of standard tools for circuit analysis
with an iterative numerical scheme, providing directly the steady-state solution of the
network variables. At each iteration, the resulting circuit turns out to be composed
of two decoupled networks, a large linear part and a set of smaller non-linear pieces
accounting for load characteristics, with evident benefits in terms of computational
time. Here, a custom Matlab implementation of the algorithm is presented, in which
the solution of the large linear part is carried out by means of either the classical MNA
tool or via any SPICE-based commercial software. The proposed approach has been
proven to offer a general solution allowing to handle multiple distributed generators and
other heterogeneous sources without requiring custom modifications for any arbitrary
network. It is important to highlight that the proposed technique put emphasis on a
circuital representation rather than only a matrix approach. Moreover, a strong link
between waveform relaxation and fixed-point iteration, which is carried out in [18] is
provided and proves that both are equivalent.

The chapter is organized as follows. Section 2.1 illustrates the circuital interpretation
of a PDN in the phasor domain and its MNA description. Section 2.2 focuses on the
proposed numerical scheme based on the fixed-point iteration. Section 2.3 introduces
SPICE in the loop for the frequency-domain solution of the large linear network. Valida-
tion results based on multiple IEEE benchmark test cases are collected in Section 2.4.
Conclusions and remarks are eventually drawn in Section 2.5.

2.1 Circuital Interpretation
This section presents the circuital interpretation of a generic PDN in the phasor domain
with emphasis on the main constitutive blocks, including transmission lines, loads and
renewable generators, which are usually described in terms of compact black boxes
with target information about the complex power absorbed or supplied. In addition,
the description of the network via the classical MNA formulation and its extension to
handle three-phase networks are included as well.

2.1.1 Illustrative Example

The discussion starts by taking the simple 4-node radial PDN shown in Figure 2.1. For
the sake of illustration, it represents the symbolic circuit in the phasor domain of a
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single phase network where an ideal sinusoidal voltage source, that corresponds to
the substation, is feeding the network with voltage ̂𝐸(𝜔). The absorbing loads or the
distributed renewables injecting complex power 𝑆3 = 𝑃3 + 𝑗𝑄3 and 𝑆4 = 𝑃4 + 𝑗𝑄4
are represented by the circuital elements connected to the nodes 3 and 4 respectively,
whereas the two-terminal elements (𝑌1,𝑌2, & 𝑌3) correspond to the transmission lines
described by lumped RL equivalents.

Figure 2.1: Interpretation of a generic radial PDN in the phasor domain. The loads/DGs
connected at nodes 3 and 4 are here represented by black-boxes with information on
the absorbed/injected complex power.

Figure 2.2: Alternate interpretation of the scheme of Figure 2.1 where the loads/DGs are
described as non-linear voltage controlled elements.

The above PDN can be represented by the equivalent circuit in phasor domain shown
in Figure 2.2. The connected load/DGs at the nodes 3 and 4, which can absorb/supply
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complex power, can be interpreted by non-linear voltage controlled current sources
𝑓( ̂𝑉𝑘), as a function of complex power defined by:

𝑆𝑘 = 𝑃𝑘 + 𝑗𝑄𝑘 = ̂𝑉𝑘 ̂𝐼∗
𝑘 , (2.1)

where, 𝑃𝑘 and 𝑄𝑘 are the real and reactive powers for the load/DG at node k (e.g., k
= 3 and 4), this yields 𝑓( ̂𝑉𝑘) as,

̂𝐼𝑘 = 𝑓( ̂𝑉𝑘; 𝑃𝑘,𝑄𝑘,𝜔) =
(

𝑃𝑘 + 𝑗𝑄𝑘
̂𝑉𝑘 )

∗

, (2.2)

In this framework, it is important to point out that the DGs are small generators
(usually at most few MW) connected at different nodes for various reasons, such as,
reducing generation demand gap, or improving voltage profile, for increased reliability
and operation [92]. DGs can be connected in different configurations like power-factor
controlled, voltage controlled, or current controlled modes depending on the need of
operation. DGs can be traditional generators or RES, such as photovoltaic, wind, fuel
cells, etc. For performing power-flow analysis, there are four parameters at each node,
real power (P), reactive power (Q), voltage magnitude (V) and voltage phase angle (𝜃),
out of which any two are known and two unknowns, and thus DGs are classified into
the type of known variables as PQ, PQ(V), PV(or PI). In this work, our focus is to take
into account the network behavior according to RES, thus DGs hereafter refer to RES
only.

Any type of DG, can be readily converted to equivalent source (injection or con-
sumption) as briefly done for the simple PQ case above via (2.2). For PQ(V) DG case, the
current injection can be done via the same equation, with the only exception that the
reactive power turns out to be the function of voltage magnitude. However for PV type,
with rated real power and voltage magnitude given, the optimal reactive power needs
to be calculated via an iterative process called reactive power compensation [93, 94].
After the required power values are obtained, for particular DG, the equivalent current
injection is computed via (2.2) to obtain power-flow results.

Loads, on the other hand, are the power consumption units connected at each node.
The type of loads can be characterized according to the static (constant) parameter,
such as constant power (PQ type) or power as a function of voltage (constant current
or constant impedance) [95]. For initial understanding and for simplicity, we use only
constant PQ type of load, which is converted to equivalent current consumption unit
via (2.2) to be used for the power-flow solution.
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2.1.2 Modified Nodal Analysis

The MNA is one of the most established formulation for solving linear and non-linear
circuits and is being used in many commercial circuit analysis softwares [18, 16]. It is a
simple and effective method to describe the governing equations of a circuit in terms of
the following compact matrix equation,

MW = A (2.3)

where W = [V𝑇, I𝑇]𝑇 collects the problem unknowns consisting of all the nodal
voltages (V) and currents (I) flowing through current controlled elements such as the
ideal voltage source in the scheme of Figure 2.2.

The above equation can be further expanded as follows,

[
𝑌𝑅 𝐵
𝐶 𝐷 ] [

𝑉
𝐼 ]

=
[

𝐽
𝐹 ]

(2.4)

Where 𝑌𝑅 is the so-called reduced admittance matrix built from circuit topology
and from the information about the characteristics of all the circuit elements but ideal
voltage sources and other elements such as current controlled sources. Matrices C andD
contain branch constitutive relations for current controlled elements. MatrixB takes into
account the contribution of the currents flowing through current controlled elements.
In most of the applications such as PDNs, B = C𝑇 and both B and C consist of entries
which are {0,±1}. J and F, which define vector A = [J𝑇, F𝑇]𝑇, collect the excitations of
ideal current and voltage sources. Additional details can be found in [16].

For the case of PDNs, such as the illustrative example of Figure 2.1, the non-linear
elements corresponding to the black-box loads/DGs connected at nodes 3 and 4 are
represented as voltage controlled elements, e.g., see Figure 2.2, plugged into the J vector
in the previous matrix form, allowing to recast the MNA equation as

MW = A0 + A1(W), (2.5)

W ∈ ℂ5,W = [ ̂𝑉1, ̂𝑉2, ̂𝑉3, ̂𝑉4, ̂𝐼𝑒]𝑇 andA0 ∈ ℂ5,A0 = [0,0,0,0, ̂𝐸]𝑇 collects the exci-
tation voltage (i.e., elements of sub-matrix F), which is only one in the case of above PDN.
A1(W) ∈ ℂ5 takes into account the non-linear I-V characteristics of loads/renewables
(i.e., the current injections in (2.2)).
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A1(W) = [0, 0, −𝑓( ̂𝑉3; 𝑃3,𝑄3,𝜔), −𝑓( ̂𝑉4; 𝑃4,𝑄4,𝜔), 0]
𝑇 . (2.6)

The expanded matrix form of (2.5) for the considered PDN network is written as

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑌1 −𝑌1 0 0 1
−𝑌1 𝑌1 + 𝑌2 + 𝑌3 −𝑌2 −𝑌3 0

0 −𝑌2 𝑌2 0 0
0 −𝑌3 0 𝑌3 0
1 0 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

̂𝑉1
̂𝑉2
̂𝑉3
̂𝑉4
̂𝐼𝑒

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
0
0
0

̂𝐸

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
0

−𝑓( ̂𝑉3; 𝑃3,𝑄3,𝜔)
−𝑓( ̂𝑉4; 𝑃4,𝑄4,𝜔)

0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(2.7)

where the admittance elements are defined as 𝑌𝑖 = 1/(𝑅𝑖 + 𝑗𝜔𝐿𝑖) for 𝑖 = 1,2 and 3,
while the angular frequency dependency is omitted for compactness.

At this stage, we have formulated the problem for the given equivalent PDN. However,
the solution to the transcendental equation (2.5) is rather complex, and it can be solved
by either the traditional Newton Raphson or alternative simple and effective numerical
scheme, which has been proven to work well for weakly non-linear large realistic
networks [1].

It is important to point out that the proposed approach for modeling a generic
PDN is done for single phase equivalent circuit only, by approximating the balanced
power among the phase lines. However, realistic PDNs are mostly unbalanced, due to
various components (e.g., induction motors, synchronous motors, etc.) operating in
either leading or lagging power factor. Thus, a three-phase modeling has to be carried
out to account for all the phase unbalances.

This three-phase modeling yields an unavoidable increase in the size of the involved
matrices with a factor of three. Both the magnitude and angle of the nodal voltages
associated with the three phases, hereafter referred to as phases a, b, and c, are thus
considered. The three-phase operation also includes three phases of transformers, volt-
age regulators, loads and current injections at all the node points. Hence, for particular
network shown in Figure 2.2, the parameters in (2.5) would include three phases and mu-
tual admittances, and thus the order of new matrix for the above mentioned three-phase
network would be M̂ ∈ ℂ15𝑥15 and consequently the matrices ̂W ∈ ℂ15 , ̂A0 ∈ ℂ15 and
̂A( ̂W) ∈ ℂ15. Thus, the method does not change ([68, 71] presented detailed three-phase

power-flow solution).
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2.2 Fixed-Point Iteration
In the proposed numerical scheme, the first step towards the solution of (2.5) requires
the interpretation of the circuit in Figure 2.2 in terms of the circuit shown in Figure 2.3,
in which, without loss of generality, the circuit is split in two sub-circuits, i.e., a usually
large linear (the left part) and small non-linear (the right part) portions of the network,
coupled through current and voltage controlled sources.

The next step in solving the non-linear circuit in the phasor domain involves replacing
the voltage controlled current sources with independent current sources of values ̂𝐼3
and ̂𝐼4, as shown in Figure 2.4, which means the linear circuit is decoupled from the
non-linear circuit.

Figure 2.3: Arbitrary PDN with two renewables connected at nodes 3 and 4 - circuit
equivalent with controlled circuits, splitting the original network into two parts, a large
linear portion and a non-linear portion defined by the non-linear elements only.

Figure 2.4: Arbitrary PDN with two renewables connected at nodes 3 and 4 - circuital
interpretation of the proposed iterative solution scheme.

Now, according to the so-called waveform relaxation idea [17], the non-linear MNA
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equation (2.5), for the above network, can be approximated by the following iteration
scheme:

{
MW(𝑖) = A0 + A1

(𝑖)

A1
(𝑖+1) = A1(W(𝑖)),

(2.8)

where, complex vector A1
(𝑖) = [0,0,− ̂𝐼 (𝑖)

3 ,− ̂𝐼 (𝑖)
4 ,0]𝑇 collects the amplitude at 𝑖-th

iteration of the independent current sources connected to the linear portion of the
network (left part of the circuit in Figure 2.4) andA1

(𝑖+1) is a complex vector that collects
the currents flowing though the voltage controlled sources in the non-linear portion
(right part of the circuit in Figure 2.4), as function of voltagesW, defined by (2.6), as:

A1
(𝑖+1) = [0 ,0 , 𝑓( ̂𝑉 (𝑖)

3 ; 𝑃3,𝑄3,𝜔), 𝑓( ̂𝑉 (𝑖)
4 ; 𝑃4,𝑄4,𝜔), 0] (2.9)

The above equation can be solved iteratively via the update rule:

W(𝑖+1) = M−1(A0 + A1(W(𝑖))). (2.10)

An error convergence criterion can be used for the above iteration technique. L-2
norm is commonly used to converge the error between values of unknown vectorW,
subsequent with a given threshold (𝜀) as:

‖W(𝑖+1) − W(𝑖)‖𝐿∞
≤ 𝜀. (2.11)

Conveniently, the above scheme can be derived via an alternate and thorough
mathematical formulation in terms of a fixed-point equation by recasting the MNA
equation (2.5) in terms of the following non-linear,

F(W) = 0 (2.12)

where, F is a continuous vector-valued map,

F(W) = W − M−1(A0 + A1(W)) (2.13)
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Solving the above equation is equivalent to solving the fixed-point equation as:

W = Φ(W), (2.14)

where:

Φ(W) = W − F(W) (2.15)

Here, the vector W is the fixed-point which solves the equation. This means the
equation is solved iteratively by starting from the initial guess value W(0), with the
following scheme,

W(𝑖+1) = Φ(W(𝑖)). (2.16)

If we assume the starting value is sufficiently close to the actual fixed-point, the
above iteration scheme converges after few iterations. Substituting the equations (2.13)
and (2.15) in (2.16), the above equation is equivalent to the one derived by the circuital
approach in (2.10).

It is important to highlight that the main advantage of the above proposed formu-
lation is that the linear portion, which is generally large for a typical PDN, is solved
only once during the iterative process, (i.e., the inverse Matrix 𝑀−1 must be calculated
once since all the entries are known according to the topology and do not vary). Also,
the MNA equation does not contain any differential operator, which means it is static
non-linear, as we are working in the complex domain, and unlike Newton Raphson,
it does not require to compute jacobian matrix of the network. Thus it leads to much
simpler and fast solution.

The above scheme works well for weakly non-linear problems, and it has been
verified to be effective for the class of problem at hand. However, it is important to
remark that this fixed-point iteration can be rearranged, if needed, to cope up with
Newton Raphson based procedure, again with a similar interpretation of the circuit
arising from the splitting between a linear and a non-linear part. Moreover, the above
circuital interpretation of PDNs enables the implementation in any SPICE-based circuit
solver (e.g., HSPICE, PSPICE, LTSpice, etc) in the solution, explained in the next section.
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2.3 SPICE in the loop
Considering the PDN equivalent circuit in Figure 2.4, the decoupled linear and non-linear
portion of the circuits are solved separately as discussed above, where the linear part is
usually very large which involves the inversion of topology matrix M. Alternatively,
this linear portion can be solved by using SPICE-based solver for computing the network
unknowns (W). It can be done by drawing the circuit in LTSpice integrated developement
environment (IDE) or equivalently a netlist text file written through MATLAB and then
solved by performing AC analysis at a single frequency.

This means that a generic PDN circuit is solved by first decoupling the linear and non-
linear portions, and then fixed-point iteration is used to solve the circuit, which involves
SPICE for solving the linear portion (instead of MNA (2.10)), while the non-linear portion
is still solved by the same iterative scheme (see Figure 2.5).

For the SPICE solution, the netlist of linear portion of the network is automatically
generated by MATLAB based on the topology. The equivalent current injections for the
loads/renewables calculated by (2.2) are fed to LTSpice, which then produces the phasor
responses of the nodal voltages. These phasor responses are used for the fixed-point
iteration to update the netlist at each iteration until a given threshold is achieved for the
load-flow solution.

Please note that the LTSpice netlist is run through MATLAB using the matlab
function LTspice2matlab.m which is available online [96].

The LTSpice netlist for the above discussed circuit is available in Appendix A, while
the detailed netlist syntax and SPICE tutorial can be found in [97]. Section 2.4 further
validates the above approach for solving test distribution networks.

It is pertinent to point out that the non-linear portion of the equivalent PDN can
also be solved with SPICE, but for that a particular iterative scheme (e.g., fixed-point
iteration) is still required.

2.4 Validation of the Circuital Approach - Numerical
Results

The feasibility and effectiveness of the proposed circuital approach for power-flow solu-
tion is investigated by considering multipe single phase and three-phase test networks.
The first two single phase networks include 33-node and 90-node radial networks, where
the latter network is then modified as a weakly-meshed to further analyze the con-
vergence of the proposed approach. Three-phase test networks involve 37-, 123-, and
906-bus feeders provided by IEEE PES. The above mentioned test networks are solved
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Figure 2.5: Solution scheme of a generic PDN

via the proposed iterative scheme via MATLAB and via the SPICE integration and the
obtained power-flow results for both cases are validated via OpenDSS [98], a reference
tool released by the Electric Power Research Institute (EPRI) and the Z-bus method [68].
Additionally, the solutions are validated with the industrial tool Power System Analysis
Software Package (PSASP) [99], which was carried out during research fellowship at the
State Grid Simulation Center of CEPRI. For all the validation tests, the tolerance 𝜀 in
(2.11) is set to 10−4. The simulation and plots are generated running the scripts on a PC
equipped with a CPU Intel Core i7 (seventh generation) with 3.6 GHz and 32 GB ram.
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2.4.1 33-Node Single Phase Network

This is a single phase radial network with 33 nodes and 32 branch connections, hereafter
referred to as Test33, with no transformer or regulators, and has a total load of 3.7 MW
operating at voltage 12.66 kV [100]. The topological configuration of this network is
shown in the Figure 2.6. The network branch connections with equivalent resistance
and reactance are given in Table 2.1 while the load power ratings are listed in Table 2.2.

Figure 2.6: Topological structure considered for the Test33 network.

Table 2.1: Branch Parameters for the Test33 PDN

Node i Node j Branch r (ohms) branch x (ohms)

1 2 0.0922 0.047

2 3 0.4930 0.2511

3 4 0.3660 0.1864

4 5 0.3811 0.1941

5 6 0.819 0.707

6 7 0.1872 0.6188

7 8 1.7114 1.2351

8 9 1.03 0.74

9 10 1.04 0.74
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10 11 0.1966 0.065

11 12 0.3744 0.1238

12 13 1.468 1.155

13 14 0.5416 0.7129

14 15 0.591 0.526

15 16 0.7463 0.545

16 17 1.289 1.721

17 18 0.732 0.574

2 19 0.164 0.1565

19 20 1.5042 1.3554

20 21 0.4095 0.4784

21 22 0.7089 0.9373

3 23 0.4512 0.3083

23 24 0.898 0.7091

24 25 0.896 0.7011

6 26 0.203 0.1034

26 27 0.2842 0.1447

27 28 1.059 0.9337

28 29 0.8042 0.7006

29 30 0.5075 0.2585

30 31 0.9744 0.963

31 32 0.3105 0.3619

32 33 0.341 0.5302

Table 2.2: Load data for the Test33 PDN

Node i Load P (kW) Load Q (kVAr)

1 0 0

2 100 60

3 90 40

4 120 80
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5 60 30

6 60 20

7 200 100

8 200 100

9 60 20

10 60 20

11 45 30

12 60 35

13 60 35

14 120 80

15 60 10

16 60 20

17 60 20

18 90 40

19 90 40

20 90 40

21 90 40

22 90 40

23 90 50

24 420 200

25 420 200

26 60 25

27 60 25

28 60 20

29 120 70

30 200 600

31 150 70

32 200 100

33 60 40

The network power-flow solution is performed with the above proposed circuital

22



2.4 – Validation of the Circuital Approach - Numerical Results

approach, both with MNA (2.10) and LTSpice implementation (section 2.3). All loads are
PQ type and their corresponding current injections are calculated using (2.2), with no
DGs connected. Figure 2.7 collects the voltage profile, in per unit (p.u.), of the network
calculated with, proposed circuital approach, the OpenDSS, PSASP and Direct Approach
load flow solution [55]. It is important to point out that for very small networks there
are some minor differences between OpenDSS and the curves obtained using all the
other approaches, which provide overlapped curves. Also, both OpenDSS and PSASP are
blind tools whose some parameters are hidden or automatically set and for which it is
difficult to set up a completely coherent and consistent comparison. On the other hand,
the proposed approach generates responses fully matching with the ones of PSASP,
thus validating the method. What is more important, these differences disappeared for
the larger networks considered in the next sections, highlighting that possible minor
differences in the settings will produce negligible effects in real applications.

This is a small test network for analyzing the initial simulation of the proposed
approach with MNA and LTspice solution. In the next section, a larger network is solved
via the proposed circuital approach to further validate the effectiveness of the technique.
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Figure 2.7: Validation of the Test33 network carried out with proposed method, OpenDSS,
PSASP and Direct Approach.

2.4.2 90-Node Single Phase Network

This is a 10 kV single phase radial distribution network. It has 90 nodes and 89 branches
with no transformer and regulators, hereafter referred as Test90 [101]. The topological
configuration of this network is shown in Figure 2.8. The network branch connections
with equivalent resistance and reactance for this 90-node network are given in Table 2.3
while the load power ratings are listed in Table 2.4.
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Figure 2.8: Topological structure considered for the Test90 network.

Table 2.3: Branch Parameters for the Test90 PDN

Node i Node j Branch r (ohms) branch x (ohms)

89 46 0.002 0.015

47 46 0.004 0.019

48 47 0.003 0.02

48 45 0.001 0.012

49 46 0.005 0.021

49 50 0.01 0.05

50 1 0.001 0.07

50 51 0.015 0.075

51 2 0.016 0.08

51 3 0.017 0.082

49 52 0.003 0.01

53 52 0.0015 0.021

53 4 0.0012 0.003
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53 54 0.012 0.076

54 5 0.02 0.09

54 55 0.012 0.095

55 6 0.025 0.087

55 7 0.128 0.425

52 56 0.09 0.31

56 61 0.085 0.125

66 67 0.0015 0.045

67 19 0.002 0.009

67 20 0.003 0.016

62 68 0.0001 0.0005

68 70 0.0004 0.0009

69 70 0.001 0.006

69 21 0.001 0.005

69 22 0.002 0.008

70 71 0.002 0.007

71 23 0.001 0.009

71 71 0.012 0.075

72 24 0.025 0.085

72 25 0.015 0.079

68 73 0.001 0.012

73 74 0.002 0.007

74 26 0.003 0.008

74 27 0.005 0.012

73 75 0.004 0.007

75 76 0.002 0.006

76 28 0.001 0.007

76 29 0.002 0.005

75 77 0.002 0.008

77 30 0.001 0.009
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77 78 0.004 0.0071

78 31 0.005 0.009

61 8 0.012 0.075

61 9 0.015 0.161

56 57 0.002 0.015

57 10 0.003 0.025

58 57 0.001 0.005

58 11 0.002 0.006

58 59 0.015 0.025

59 12 0.003 0.015

59 60 0.009 0.021

60 13 0.001 0.004

60 14 0.006 0.01

47 62 0.001 0.009

62 63 0.0015 0.008

63 15 0.01 0.04

63 64 0.004 0.009

64 65 0.002 0.008

65 16 0.015 0.017

65 17 0.01 0.025

64 66 0.001 0.003

66 18 0.001 0.004

78 32 0.003 0.01

79 48 0.0002 0.0005

79 33 0.002 0.001

79 80 0.004 0.008

80 34 0.002 0.008

80 81 0.001 0.007

81 82 0.005 0.01

82 35 0.004 0.008
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82 36 0.002 0.01

81 83 0.007 0.012

83 37 0.01 0.072

83 90 0.012 0.021

90 84 0.015 0.0025

84 38 0.001 0.07

84 85 0.0002 0.009

85 39 0.012 0.072

85 40 0.015 0.092

90 86 0.02 0.08

86 41 0.007 0.014

86 87 0.009 0.021

87 42 0.015 0.028

87 88 0.017 0.027

88 43 0.0013 0.023

88 44 0.017 0.025

6 22 0.005 0.01

7 44 0.018 0.022

46 38 0.02 0.07

Table 2.4: Load data for the Test90 PDN

Node Load P (kW) Load Q (kVAr)

1 120 60

2 670 230

3 870 450

4 1230 710

5 820 320

6 620 340

7 3400 1200

8 230 170
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9 240 180

10 250 190

11 340 140

12 290 190

13 160 120

14 170 110

15 1810 670

16 2450 1230

17 140 110

18 130 110

19 280 170

20 1230 510

21 910 450

22 1230 670

23 890 340

24 450 190

25 130 90

26 350 120

27 320 140

28 240 j30

29 1240 570

30 980 670

31 880 540

32 770 520

33 660 230

34 760 340

35 2310 1230

36 780 350

37 2340 1150

38 2430 1240
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39 670 240

40 880 330

41 1320 760

42 450 210

43 120 90

44 1230 540

45 1650 910

Voltage magnitude values calculated through the proposed MNA and LTspice, and
OpenDSS, are shown in Figure 2.9. These overlapped curves for the above mentioned
methods highlight the feasibility of the proposed approach and also proves the flexibility
of the technique which allows a custom MATLAB implementation.

For further analyzing the proposed approach, the Test90 network is suitably modified
as a weakly meshed network by closing the connections of three tie branches shown by
dashed lines in Figure 2.8. The voltage profile of this modified network as compared to
the original radial network is shown in Figure 2.10.

It is pertinent to highlight that the convergence for radial and weakly meshed
networks are of the same order, with only few dozens of milliseconds of CPU execution
time, which is 16.9 ms for radial versus 18.2 ms for weakly meshed. Most importantly,
the branches with a loop (in weakly meshed) are treated in the same way, without any
custom modification in the iterative technique, which stresses the generality of the
proposed approach.

It is important to remark that for this example network, both the accuracy and
efficiency are merely the same as those obtained via the alternate approaches. An
additional validation is instead provided in chapter 4, where the proposed tool is applied
to the large benchmark IEEE 8500-node test feeder.

2.4.3 IEEE 37-bus Feeder

This is a radial three-phase distribution network based on an actual feeder in California,
USA. It has mix type of loads, all with delta configuration operating at 4.8 kV [76]. The
topological connection is shown in Figure 2.11. The network is heavily unbalanced with
the details given below,

1. 37 three-phase buses yielding to 111 node points operating at 4.8 kV
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Figure 2.9: Validation of the Test90 network carried out with proposed method, OpenDSS
and PSASP

2. a substation transformer connected in delta-delta, rated at 2500 kVA, 230kV/4.8
kV line-to-line, with transformer impedance of (2 + 𝑗8)%

3. 1 transformer to serve LV node, connected in delta-delta, rated at 500 kVA,
4.8kV/0.48 kV line-to-line, with transformer impedance of (0.09 + 𝑗1.81)%

4. 1 open-delta connected step SVRs whose tap positions are given in Table 2.5

5. 25 delta connected constant-power, constant-current and constant-impedance
single-phase loads

6. 36 three-phase branch connections with three-,two-, and single-phase laterals

The network is solved with proposed MNA-based, Z-bus and the OpenDSS in which
the transformers and voltage regulators aremodeled as in [95, 68]. The voltagemagnitude
and phase angles for phases a, b, & c are shown in Figure 2.12, which show overlapped
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Figure 2.10: Voltage profile of the Test90 network; differences between radial and weakly
meshed configuration.

Table 2.5: Voltage regulator tap positions- IEEE 37-bus Feeder

Regulator Bus Tap Positions
Reg.1-AB 799 7

Reg.1-BC 799 4

curves for proposesd-MNA and Z-bus while OpenDSS has very minimal offset due to
the method of solving with Newton-Raphson. This is further validated in the next larger
test networks.

2.4.4 IEEE 123-bus Feeder

This distribution test feeder operates at 4.16 kV with mix type of loads (i.e., constant
current, impedance and power) [76]. This network is heavily unbalanced which features,

1. 123 three-phase buses and 6 three-phase switches, yielding to total of 378 node
points

2. 1 transformer to serve LV node, connected in delta-delta, rated at 150 kVA,
4.16kV/0.48 kV line-to-line, with transformer impedance of (1.27 + 𝑗2.72)%

3. 4 wye-connected SVRs, whose tap positions are given in Table 2.6
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Figure 2.11: Topological structure for IEEE37-bus feeder.

4. 85 delta and star connected three-phase loads

5. 118 three-phase branch connections with three-,two-, and single-phase laterals.

6. 3 single-phase and 1 three-phase capacitor banks

The topological single-line diagram is shown in Figure 2.13. The transformers and
voltage regulators are modeled as in [95, 68]. Figure 2.14 shows the network voltage
magnitude and phase angles for all the three phases, solved with the proposed MNA-
based solution, Z-bus and OpenDSS, showing overlapped curves.
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Figure 2.12: Three-phase voltage profile of the IEEE37-bus test network computed by
means of the proposed MNA-based method, the Z-bus approach and via the OpenDSS
tool. (top) Phase magnitudes (p.u.), (bottom) phase angles (degrees).
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Table 2.6: Voltage regulator tap positions- IEEE 123-bus Feeder

Regulator Bus Tap Positions
Reg.1-A 150 7

Reg.1-B 150 7

Reg.1-C 150 7

Reg.2-A 9 -1

Reg.3-A 25 0

Reg.3-C 25 -1

Reg.4-A 160 8

Reg.4-B 160 1

Reg.4-C 160 5

Figure 2.13: Topological structure for IEEE123-bus feeder.

2.4.5 European Low Voltage 906-Node Feeder

This three-phase test network is a typical LV feeder operating at 416 V and has a
transformer at the substation point to connect it with the MV grid system. It is a radial
network with 50 Hertz operating frequency and has only WYE connected loads without
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Figure 2.14: Three-phase voltage profile of the IEEE123-bus test network computed by
means of the proposed MNA-based method, the Z-bus approach and via the OpenDSS
tool. (top) Phase magnitudes (p.u.), (bottom) phase angles (degrees).
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capacitors and voltage regulators [76]. Figure 2.15 shows single-line diagram of the
network topology with the details listed below,

1. 906 LV three-phase buses, yielding to 2718 node-points; Bus coordinates can be
found here [76]

2. operating at 416 V, which is typical in the European low voltage distribution
systems

3. a substation transformer connected in delta-wye, rated at 800 kVA, 11kV/426 V
line-to-line, with transformer impedance of (0.4 + 𝑗4)%

4. 55 star and delta connected constant-power, constant-current and constant-impedance
single-phase loads

5. 905 three-phase branch connections all with three-phase laterals

The network power-flow is solved with the proposed MNA, the Z-bus and OpenDSS.
Figure 2.16 shows the voltage profile of the network, with magnitude and phase angles
for the three phases accordingly, solved with proposed MNA and validated with both Z-
bus and OpenDSS. This shows the feasibility of the proposed approach for comparatively
larger unbalanced PDNs.

2.5 Concluding Remarks
The compact modeling of PDNs and their interpretation in terms of a non-linear circuit
in the phasor domain provides an alternate and general approach. It is flexible and
does not require any custom modification for a specific network being radial, weakly
meshed or even heavily meshed. The interpreted circuit is described via a standard
MNA formulation, where the resulting matrices are solved using fixed-point iteration.
Also, the idea of splitting the network into a large linear and a non-linear portion
helps solving the larger part once during the iterative process, thus speeding up the
solution. The validations of the proposed approach performed with both single and
three phase networks, ranging from 33-nodes to low voltage 906-node feeder, proved
that the approach offers good performance in terms of both accuracy and convergence.
The use of fixed-point iteration scheme also proves that it is a feasible and effective
solution without use of any auxiliary matrix (for example, jacobian matrix) at each
iteration of the solution. It is pertinent to highlight that similar to [18], the proposed
method does not guarantee convergence, but since most of the PDNs are weakly non-
linear, it is proven to work well in large application problems. The proposed approach
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Figure 2.15: Single-line diagram of network topology for European LV 906-node feeder.

can also be used, for problematic cases, with other iterative schemes, such as Newton-
Raphson. Moreover, the above interpretation of the original network allows replacing
the MATLAB MNA formulation with an IDE-based circuit simulation (SPICE-based) to
solve the equivalent circuit, which is explained in 2.3 and also cross validated with the
state-of-the-art methods in successive section.

The effectiveness of the proposed approach for handling very large three-phase
PDNs is further verified in the chapter 4. It is important to state that part of the work
presented in this chapter is published in a journal paper [1].

38



2.5 – Concluding Remarks

100 200 300 400 500 600 700 800 900
node #

0.8

1

Proposed (MNA-based) Z Bus OpenDSS

100 200 300 400 500 600 700 800 900
node #

0.8

1
Proposed (MNA-based) Z Bus OpenDSS

100 200 300 400 500 600 700 800 900
node #

0.8

1

Proposed (MNA-based) Z Bus OpenDSS

100 200 300 400 500 600 700 800 900
node #

-30

-20

-10

0
Proposed (MNA-based) Z Bus OpenDSS

100 200 300 400 500 600 700 800 900
node #

-150

-140

-130

-120
Proposed (MNA-based) Z Bus OpenDSS

100 200 300 400 500 600 700 800 900
node #

90
100
110
120

Proposed (MNA-based) Z Bus OpenDSS

Figure 2.16: Three-phase voltage profile of the European LV 906-node feeder computed
by means of the proposed MNA-based method, the Z-bus approach and via the OpenDSS
tool. (top) Phase magnitudes (p.u.), (bottom) phase angles (degrees).
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Chapter 3

Uncertainty Quantification of Power
Networks

The reliability assessment of current and next generation grids must incorporate the
unavoidable fluctuations of uncertain parameters in the generation, transmission and
distribution networks. For the latter two, typical examples include, the number, lo-
cation and strength of renewables or loads, the physical parameters of transmission
lines and other equipment that might change due to aging effects or extreme weather
conditions [20, 21, 22, 23]. These changes affect the functioning state of a power network
and require sophisticated models for monitoring the load-flow, regulating the electricity
market and assessing the network reliability. To this end, the availability of tools for
UQ [24, 25, 26] is helpful to address the inherent uncertain nature of the problem at
hand.

This chapter presents the UQ of power networks, with the aim of analyzing the effect
of the uncertain behavior of distributed renewables and the changes in the physical
medium on the network node voltages. Several techniques for the UQ are presented
along the chapter, ranging from the standard MC method to the more recent approaches
and techniques for the constrution of accurate and fast-to-evaluate surrogate models
such as PCE and ML regressions. [2, 102].

The chapter content is organized as followed. Section 3.1 discusses the UQ performed
for power networks with an MC simulation for 90-node distribution network. Section 3.2
presents the background of surrogate models used in this study. The proposed ML
approach for UQ is given in Section 3.3 . Section 3.4 investigates the performance of the
proposed methodology by considering the IEEE118-bus system. Summary and highlights
are instead collected in Section 3.5.
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3.1 UQ of Power Networks
The techniques presented in this chapter aim to quantify the impact of the uncertain
parameters on magnitude of the network nodal voltages, hereafter referred to as the
output vector y = [𝑦1,… , 𝑦𝑀]T ∈ ℝ𝑀. The output vector is an implicit function of x,
which we denote as,

y = ℳ(x), (3.1)

where ℳ ∶ ℝ𝑑 → ℝ𝑀 generically indicates the full-computational model that is
used to calculate y for a given configuration of x.

The traditional method for quantifying the stochastic behavior of a system response
based on uncertain parameters is MC. It is a simple technique that can be easily applied
to any system without altering the system equations [103]. A large set of input con-
figurations is used to perform a repetitive simulation. The underlying idea is to draw
random samples based on PDF, which might be based on historical data, and generate
the system response to each input configuration. This yields a probabilistic set that
defines the system’s behavior based on stochastic inputs.

Surrogate modeling can be seen as a promising alternative to the plainMC simulation.
A surrogate model can be interpreted as a model of a model. The underlying idea is to
use a set of training samples generated via the expensive computational model along
with a regression.

This section focuses on a practical application of MC performed on Test90 single
phase network with DGs spread along the network. Specifically 12 DGs are connected at
randomly chosen nodes, for the statistical assessment of the effects of two types of DGs,
the PQ and PV type (see 2.1 for DG types), in terms of location and power generation.

The uncertain parameters are the values of equivalent resistance 𝑁𝑟 and inductance
𝑁𝑥 of the physical medium (branch connection between two nodes) denoted by 𝑁𝑏𝑟𝑎𝑛𝑐ℎ
set of branches. Thus the total number of parameters would be

𝑑 = 2 ∗ 𝑁𝑏𝑟𝑎𝑛𝑐ℎ𝑒𝑠 (3.2)

The set of uncertain parameters is denoted by the input vector x = [𝑥1,… , 𝑥𝑑]T ∈
ℝ𝑑. The output vector consists of magnitude of nodal voltages, represented y =
[𝑦1,… , 𝑦𝑀]T ∈ ℝ𝑀, where the output is a function of x (3.1).

The application is performed by first considering the network without DGs (case
1), and then with the DGs connected at different locations (case II and III), additional
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details are given in Table 3.1. For the specific case III, both PQ and PV type of DGs are
considered, for which the reactive power is corrected (compensated) at each iteration
according to [94, 93] as stated in section 2.1.1.

Table 3.1: Description for different cases of Test90.

Case DG Node(s) Type P (p.u.) Q (p.u.) V (p.u.)
Case I No DGs - - - -

Case II

7 PQ 0.3 0.3 -
20 PQ 0.1 0.1 -
37 PQ 0.234 0.234 -
43 PQ 0.1 0.1 -
44 PQ 0.05 0.05 -
58 PQ 0.19 0.19 -
61 PQ 0.03 0.03 -
63 PQ 0.18 0.18 -
68 PQ 0.12 0.12 -
81 PQ 0.05 0.05 -
84 PQ 0.08 0.08 -
88 PQ 0.3 0.3 -

Case III

7 PV 0.3 - 1.00
20 PQ 0.1 0.1 -
37 PQ 0.234 0.234 -
43 PV 0.1 - 1.00
44 PQ 0.05 0.05 -
58 PQ 0.19 0.19 -
61 PQ 0.03 0.03 -
63 PQ 0.18 0.18 -
68 PQ 0.12 0.12 -
81 PQ 0.05 0.05 -
84 PQ 0.08 0.08 -
88 PV 0.3 - 1.00

The voltage profile of the network for the above mentioned configurations is shown
in the Figure 3.1, which highlights the deterministic impact of the DGs, with their
rated power and placement. The power of DGs connected to the network is assumed
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to be varying, with some degree, throughout the day due to weather conditions, and
this stochastic behavior of DGs is observed with a second test performed on the same
network. Specifically, the variability analysis of DGs power rating is done with two
tests, based on MC simulation. The DGs power is varied in the range [−20,20]% around
the nominal rated capacity (the values given in Table 3.1), and in the range [0,100]%,
for which the simulation results are shown in Figures 3.2 and 3.3 respectively, where
the vertical line represents the node with highest load connected. The later case depicts
the extreme effect on the network that may arise due to unpredictable behavior of the
DGs. In addition, the PDF of voltage of the node with highest load (i.e, node 7) is shown
in Figure 3.4. This variability test helps to understand the network state when some
DGs may fail due to weather or other factors. For example, in Figure 3.3, the band in
the voltage profile is observed which shows the behavior of the distribution network
lies largely on the DGs, however if all the DGs fail, the minimum range in the band
can be seen and the network state is predicted. Thus the utility (service) provider can
understand the effect of renewables’ variability on a particular network and deduce
unhealthiness behavior of the network.

10 20 30 40 50 60 70 80 90
node #

0.98

0.99

1

1.01

Case I (No DGs)
Case II
Case III

Figure 3.1: Voltage profile of the Test90 radial network; impact of generator sources
(DGs) types and placement.

3.2 Surrogate Modeling
In the previous section, we observed the application of MC simulation scheme for
performing UQ of power networks. Despite being simple and accurate, a naive MC
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Figure 3.2: Voltage profile of the Test90 radial network. Solid line: solution without DGs,
gray curves: 1000 Monte Carlo simulations where the DGs are varied in a 20% range
around their nominal supply rating.

simulation turns out to be extremely expensive in terms of simulation time and it requires
a huge number of samples which makes its direct application to a full-computational
model unfeasible for realistic scenarios. Due to this reason, the surrogate models serve
as the viable alternative which approximate the behavior of a full computational model
such that:

y = ℳ(x) ≈ ̃ℳ(x) (3.3)

In this section, surrogate models are introduced which will be used in combination
with the power-flow analysis method, explained in Section 2.1, for the UQ of power
networks mentioned in Section 3.1. To avoid complexity, the discussion is based on the
given system (3.1) with scalar output (i.e., 𝑀 = 1), and it is assumed that a set of training
pairs is available for reference, where 𝑦𝑖 = ℳ(x𝑖) ∈ ℝ, ∀𝑖 = 1,… ,𝐿. For now, it is
assumed that for a multi-output system (i.e., 𝑀 > 1), the given procedure is repeated
for each output variable, while a compression strategy is proposed later in Section 3.3,
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Figure 3.3: Voltage profile of the Test90 radial network. Solid line: solution without
DGs, gray curves: 1000 Monte Carlo simulations where the DGs are varied in the range
between disconnection and maximum supply rating.

to handle such systems more efficiently.
It is pertinent to highlight that the above analysis is used for targeting applications

ranging to thousands of uncertain parameters (i.e., 𝑑 ∼ 102,103) with a similar range
for output variables (i.e., 𝑀 ∼ 103,104), for which standard and advanced surrogate
modeling approaches usually fail to quantify the effects.

3.2.1 Sparse PCE

This section presents the basic idea of sparse PCE approximation. As evident from its
name, this formulation is based on polynomial mapping of input and output. The code
for building the PCE surrogate model is available in the MATLAB toolbox UQLab [104].

A generic PCE model is given by:

𝑦 ≈ ℳ𝑃 𝐶𝐸(x) =
𝐾

∑
𝑘=1

𝑐𝑘𝜑𝑘(x), (3.4)
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Figure 3.4: PDF of the magnitude of voltage at node #7 for the validation of Figure 3.2
(see the vertical line).

where, 𝑘 is a scalar index pointing to the 𝑑-variate polynomials given by:

𝜑𝑘(x) =
𝑑

∏
𝑗=1

𝜙𝑘𝑗
(𝑥𝑗). (3.5)

where the functions 𝜙𝑘𝑗
(𝑥𝑗) are the univariate polynomials, which satisfy the or-

thogonality condition as:

⟨𝜙𝑘𝑗
,𝜙𝑚𝑗

⟩ = ∫ℝ
𝜙𝑘𝑗

(𝑥𝑗)𝜙𝑚𝑗
(𝑥𝑗)𝜌(𝑥𝑗)𝑑𝑥𝑗 =

{
1 𝑘𝑗 = 𝑚𝑗

0 otherwise,
(3.6)

where, 𝜌(𝑥𝑗) represents the PDF of the uncertain parameter 𝑥𝑗.
For the quantities which show a finite second-order variance (moment), the model

given in (3.4), with 𝐾 → ∞, fits perfectly well. However, for obvious practical reasons,
the model is truncated by bounding a given u-norm of the multi-indices and order p.
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Some common truncation schemes are given below by the order of popularity

• Total-degree truncation (𝑢 = 1), leading to 𝐾 = (𝑝 + 𝑑)!/𝑝!𝑑! terms;

• Hyperbolic truncation (0 < 𝑢 < 1), which leads to an increasingly sparser expan-
sion as 𝑢 is decreased;

• Tensor-product truncation (𝑢 = ∞), which is usually avoided because of the
exorbitant number of 𝐾 = (𝑝 + 1)𝑑 terms.

Using one of the above predefined truncation scheme, the sparse PCE model is
build (3.4), in which some coefficients 𝑐𝑘 (typically many) turn out to be negligible, with
a pattern which is not known prior to the solution.

For the given UQ, the PCE model (3.4) is suitable as its accuracy is defined by
statistical terms, with the quadratic error given by [44],

lim
𝑝→∞ ∫ℝ𝑑

(ℳ𝑃 𝐶𝐸(x) − ℳ(x))
2 𝜌(x)𝑑x = 0, (3.7)

where, 𝜌(x) = ∏𝑑
𝑗=1 𝜌(𝑥𝑗) represents the joint PDF of the uncertain input parameters x.

As the local error is defined by the distribution of uncertain parameters, a larger error is
allowed for some parameter values that are not likely to occur, without deteriorating
the overall accuracy. Furthermore, the average and variance of the output 𝑦 can be
calculated straight from the PCE coefficients 𝑐𝜅 as:

E{𝑦} ≈ E{ℳ𝑃 𝐶𝐸} = 𝑐0 (3.8)

Var{𝑦} ≈ Var{ℳ𝑃 𝐶𝐸} = ∑
𝜅∈𝒦\0

𝑐2
𝜅, (3.9)

where, 0 = (0,… ,0) is the null element of ℕ𝑑 corresponding to the zero degree
polynomial (constant).

For estimating the PCE coefficients, various approaches are available. In particular,
for full blown PCEs, one of the simple and common technique is the use of least-square
regression [43], whose underlying idea is to minimize the norm of residuals on the
training samples,

minimize
𝐿

∑
𝑖=1

(ℳ𝑃 𝐶𝐸(x𝑖) − ℳ(x𝑖))
2 =

𝐿

∑
𝑖=1 (

𝐾

∑
𝑘=1

𝑐𝑘𝜑𝑘(x𝑖) − 𝑦𝑖)

2

(3.10)
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This above optimization problem can be solved by the well-known traditional least-
square solution, which is given by

c∗ = argmin
c

‖Ψc − y‖ = Ψ+c (3.11)

where the vector c = (𝑐1,… , 𝑐𝐾)T, Ψ ∈ ℝ𝐿×𝐾 is a matrix collecting the elements
Ψ𝑖𝑘 = 𝜑𝑘(x𝑖) while Ψ+ is its Moore-Penrose pseudo-inverse and is defined as

Ψ+ = (ΨTΨ)−1ΨT

For regression problem, the solution is generally needed to be overdetermined, i.e.,
𝐿 > 𝐾 (𝐿 = 2𝐾 [43]), which means the number of training samples grows dramatically
for high-dimensional problems.

On the other hand, for sparse PCEs, the non-zero coefficients, or the reduced set ̆𝐾
of the significant basis function set, are estimated during the optimization process (as
explained above) using, e.g., least-square regression. This greatly reduces the number of
unknowns to be calculated, hence a much smaller training set can be used for regression
model.

3.2.2 LS-SVM

In this section, the fundamentals and related mathematical background of LS-SVM
regression in both primal and dual space formulations for the construction of a ML
surrogate model for the UQ are introduced. It is important to mention that the code
for the LSSVM surrogate model construction can be found in the MATLAB toolbox
LS-SVMLab, version 1.8 [105].

Primal Space Formulation

In the primal space formulation of LSSVM, the actual responses of (3.1) are approximated
by the surrogate model as:

𝑦 ≈ ℳ𝐿𝑆-𝑆𝑉 𝑀(x) =
𝑁

∑
𝑛=1

𝑤𝑛𝜙𝑛(x) = ⟨w,𝜙(x)⟩ + 𝑏, (3.12)

where 𝜙(x) = [𝜙1(𝑥),… ,𝜙1(𝑥)]𝑇 is vectorial function, i.e., 𝜙(x) ∶ ℝ𝑑 → ℝ𝑁,
which maps parameters space into the feature space, 𝜙(x) = [𝜙1(x),… ,𝜙𝑁(x)]T, w =
[𝑤1,… ,𝑤𝑁]T is the vector collecting corresponding coefficients, and ⟨⋅, ⋅⟩ represents
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the inner product in the ℝ𝑁 domain. The regression coefficients and the scalar parameter,
in the above problem, are computed by the following optimization problem:

minimize 1
2

‖w‖2 + 𝛾1
2

𝐿

∑
𝑖=1

𝑒2
𝑖

subject to 𝑦𝑖 = ⟨w,Φ(x𝑖)⟩ + 𝑏 + 𝑒𝑖, ∀𝑖 = 1,… ,𝐿
(3.13)

where, 𝑒𝑖 = ℳ𝐿𝑆-𝑆𝑉 𝑀(x𝑖) − ℳ(x𝑖) represents the model error on the training
samples and 𝛾 parameter is used for reducing overfitting [86, 47] by providing the trade
off between accuracy and the flatness of the model.

It can be observed from (3.13), that this primal space formulation is equivalent to
Ridge regression [45]. Also, similar to the classical least-square regressionn [43], the
number of coefficients (vector w) in the above formulation (3.12) equals to the number
of basis functions, thus it scales according to the number of parameters. This means
that the above implementation suffers from the curse of dimensionality, and requires an
alternate solution, which is explained in the next section.

Dual Space Formulation

The dual space formulation of LSSVM is a non-parametric regression [47]. The curse
of dimensionality problem is solved by the introduction of Kernel function 𝐾(⋅, ⋅) ∶
ℝ𝑑 × ℝ𝑑 → ℝ, defined as

𝐾(x𝑖,x𝑗) = ⟨Φ(x𝑖),Φ(x𝑗)⟩, (3.14)

This allows rewriting equation (3.12) as

𝑦 ≈ ℳ𝐿𝑆-𝑆𝑉 𝑀(x) =
𝐿

∑
𝑖=1

𝛼𝑖𝐾(x𝑖,x) + 𝑏, (3.15)

where, the coefficients 𝛼𝑖 and the bias term 𝑏, are the new unknowns to be solved,
which can be calculated by simply inverting the following matrix equation:

[
0 1T

1 Ω + I/𝛾] [
𝑏
𝛼]

=
[

0
y]

, (3.16)
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where, y = [𝑦1,… , 𝑦𝐿]T, 𝛼 = [𝛼1,… , 𝛼𝐿]T, 1 = [1,… ,1]T ∈ ℝ𝐿, 𝐼 ∈ ℝ𝐿×𝐿 is
the identity matrix, ∈ ℝ𝐿×𝐿 is the kernel matrix with elements Ω𝑖𝑗 = 𝐾(x𝑖,x𝑗) for
𝑖, 𝑗 = 1,… ,𝐿, and finally 𝛾 is the same parameter as in (3.13). For (3.14), different
kernels can be used, some of which mostly used are given below as:

• linear kernel: 𝐾(x𝑖,x) = x𝑇
𝑖 x;

• polynomial kernel of order 𝑞: 𝐾(x𝑖,x) = (1 + x𝑇
𝑖 x)𝑞;

• Gaussian radial basis function (RBF) kernel: 𝐾(x𝑖,x) = exp (−‖x𝑖 − x‖2/2𝜎2),
where, 𝜎 is the kernel hyperparameter, which is estimated during the model
training.

It is important to highlight that the use of kernel function, the so called ”kernel trick”,
in this non-parametric dual space formulation, the number of unknowns 𝛼𝑖 in (3.15) are
completely independent of the number of uncertain paramters or the basis functions
used in the LS-SVM regression, instead it is equal to the number of training samples L
used. Therefore, this dual space formulation of LS-SVM is an efficient and appealing
technique for the UQ of high-dimensional problems [91].

3.3 Surrogate Modeling with multi-Output System
Until now, the surrogate modeling techniques introduced in sections 3.2.2 and 3.2.1
were focused for a single output system (i.e., 𝑀 = 1). Where for multi-output systems
(𝑀 > 1), the same procedure is repeated for each output component to generate the
surrogate model accordingly. This seems to be a naive approach, as the computational
cost and time scale almost linearly with the number of output variables which becomes
impractical for systems with thousands of outputs. Although full-blown PCEs can be
used for multi-output systems, in the case if same set of basis function is used for all
the output components, and the optimization technique in (3.11) can be easily solved
by vectorizing and stacking the training data column-wise. However, as already stated
above, the full blown PCEs become impractical for high-dimensional problems.

To deal with this limitation, a comression strategy is introduced below based on
PCA [106, 107]. The PCA compresses the training response set by performing singular
value decomposition to find principal components of the data set. This property is
employed by our proposed technique to find the principal components of the network
nodal voltages to compress the large training samples, in order to build a compressed
surrogate model capable of predicting the network node voltage profile, in a fast and
efficient way. It is pertinent to highlight that the emphasis of this compression of
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training samples is on the application of basic building blocks to increase the number of
parameters up to several dozens and to speed up the generation of surrogate models, to
save both execution time and computational memory.

Let us suppose again, 𝐿 training pairs {(x𝑖,y𝑖)}𝐿
𝑖=1, where now y𝑖 = ℳ(x𝑖) ∈ ℝ𝑀.

The training responses y𝑖 are drawn column-wise into a matrix Y ∈ ℝ𝑀×𝐿, which
contains 𝑌𝑚𝑖 = [ℳ(x𝑖)]𝑚 elements. Moreover, the zero-mean data set Ỹ is defined,
whose elements are ̃𝑌𝑚𝑖 = 𝑌𝑚𝑖 − 𝜇𝑚, where 𝜇𝑚 is the column-wise mean

𝜇𝑚 = 1
𝐿

𝐿

∑
𝑖=1

𝑌𝑚𝑖 (3.17)

next, its ”economy-size” singular value decomposition (SVD) is calculated as

Ỹ = UΣVT, (3.18)

where U ∈ ℝ𝑀×𝐿 and Σ,V ∈ ℝ𝐿×𝐿. Specifically, the matrix Σ is a diagonal, which
collects the singular values {𝜎𝑖}𝐿

𝑖=1, in descending order, of the data set Ỹ. The above
SVD (3.18) can be approximated by a smaller set with only ̄𝑛 most significant singular
values (i.e.,the “principal components”), by setting a threshold 𝜖, such that,

𝜎𝑖
𝜎1

< 𝜖 ∀𝑖 > ̄𝑛, (3.19)

The matrixU is therefore reduced to a compressed set, Û ∈ ℝ𝑀× ̄𝑛, retaining only the
principal components (first ̄𝑛 columns of U), which is then used to build a compressed
version of the model ℳ in (3.1) as followed,

z = ℳ𝑃 𝐶𝐴(x) = ÛT (y − 𝜇) = ̂UT (ℳ(x) − 𝜇) , (3.20)

where, ℳ𝑃 𝐶𝐴 ∶ ℝ𝑑 → ℝ ̄𝑛 and 𝜇 = (𝜇1,… ,𝜇𝑀)T.
Please note that the output z of the compressed model (3.20) contains only the ̄𝑛

components as compared to the M output components of model (3.1). By virtue of the
fact that singular values decay rather fast, it is analyzed that ̄𝑛 ≪ 𝑀, normally by twice
or fourth of magnitude.

It is important to point out that, any surrogate modeling approach suitable for high-
dimensional problems, such as the LS-SVM or sparse PCE, can be used for building
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the regression model on output components of z, with less computational effort. Once
the compressed surrogate model ( ̃ℳ) of ℳ𝑃 𝐶𝐴 is build, the original output set can be
recovered from (3.20) as

y ≈ 𝜇 + ̂Uz ≈ 𝜇 + Û ̃ℳ(x). (3.21)

As explained above, ML surrogate modeling is applied to the power networks to
perform the UQ. The regressionmodel for predicting the nodal voltages is generated from
the limited number of training responses which are obtained from the full computational
model. Figure 3.5 shows the flowchart which summarizes the main steps for building and
evaluating the proposed model. For model generation (left panel), the training responses
are generated using some random configuration of input uncertain parameters (3.2).
The next sept involves compression of the training response set, which is achieved
by truncating the SVD of the data set matrix (3.20) based on the magnitude of its
singular values. The surrogate model is then trained for this reduced data. The model
evaluation (right panel) involves testing the surrogate model on the new uncertain inputs
(usually large number of samples). These new inputs are fed to the surrogate model
to inexpensively compute the corresponding compressed output response set. Finally,
the inverse transformation (3.21) is applied on this compressed data set to recover the
original data.

The proposed methodology is performed on 118 nodes power network with 250
uncertain parameters, and increasing number of training samples. Two more test cases
are considered in chapter 4 on the larger power network with increasing number of
uncertain parameters for the accurate systemic assessment.
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Figure 3.5: Flowchart of the proposed surrogate modeling approach.

3.4 Application Example
This section analyses the feasibility and strength of the proposed methodology in terms
of accuracy and efficiency. Specifically, the sparse PCE and the LS-SVM regression
are applied in conjunction with PCA to the models for the IEEE118-bus single phase
power network which has 𝑀 = 118 network nodes with 250 uncertain parameters
considered. It is a single phase transmission network which includes 19 generators, 35
synchronous condensors, 9 transformers, 91 loads and 177 transmission lines [108]. The
samples used to train surrogate model are generated with Latin Hypercube Sampling
(LHS) scheme [109]. All the simulations have been performed with MATLAB on a PC
equipped with Intel Core i7 CPU running at 3.6 GHz, and 32 GB of RAM. The uncertain
parameters are the equivalent resistance and inductance of the branch transmission
line. A total of 125 random branches are selected, while the network has no renewable
connected, and the loads are kept constant. It means the total uncertain parameters (3.2)
become 𝑑 = 2 × 125 = 250. These parameters are sampled with uniform distribution
with a variability of 50% around the nominal values given in [108]. Since it has a total
number of 118 nodes (𝑀 = 118), our goal is to build a compact surrogate model to
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accurately predict the voltage magnitude of 118 nodes, which is computed via a power-
flow analysis, as a function of 250 input uncertain parameters. In other words, we have
to build a surrogate model with 𝑀 = 118 output variables and 𝑑 = 250 input uncertain
parameters. It is important to point out that the considered test case IEEE118-bus is a
transmission network, for which Matpower [110] is used as full-computational model
for solving the load-flow.

Figure 3.6: Scatter plots showing the actual training samples versus their reconstruction
from PCA truncations with increasing number of components as shown in the plot
headers.

For generation of the surrogate models, an increasing number of training samples is
considered (i.e., 𝐿 = 50, 275 & 500). Initially the training response set is compressed
via PCA, which yields only 16 out of 118 output components (i.e., ̄𝑛 = 16), with a
tolerance 𝜖 = 10−1, resulting the compression rate of 7×. For the sake of illustration,
Figure 3.6 provides the performance of PCA compression of output response set with
increasing number of coefficients. Specifically, the scattered plots in the mentioned figure
highlight the actual training responses (horizontal axis) and the responses reconstruncted
from the PCA truncation (vertical axis) with an increasing number of components, with
diagonal line depicting perfectly reconstruction of responses. It can be observed that
using coefficients 16 and above, the PCA is relatively accurate in reproducing the training
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samples, hence 16 coefficients are used for building the surrogate models. The accuracy
of PCA technique is further investigated in the next chapter using comparatively larger
test network.

The compressed response set is then used to train the 16 coefficient surrogate
model with both LSSVM, with Radial Basis Function (RBF) kernel, and sparse PCE
with a maximum polynomial order 2. The compressed surrogate models built with
LSSVM and sparse PCE are then validated with 10000 MC samples estimated using full-
computational model. The scatter plots in Figure 3.7, show the correlation between the
nodal voltages with MC and the corresponding predictions generated by the proposed
compressed models with an increasing number of training samples, where the dashed
lines along diagonal indicate the perfect correlation between the pairs representing
an ideal model. This shows a good comparable accuracy of both LS-SVM and sparse
PCE models, however the order of PCE can hardly be increased when used for high
dimensional problems, due to the computational memory constraints for estimating
higher-order coefficients. This means that for high-dimensional problems, the sparse
PCE would require comparatively very large memory and execution time to provide
the same accuracy as of the ML surrogates. This is further investigated in the case
studies carried out in the next chapter. Additionally, Figure 3.8 shows the PDF of the
network nodal voltages (complete output vector) generated by MC simulation (red bars),
compared with the predictions provided by the proposed LSSVM surrogate model (blue
bars) and the sparse PCE surrogate model (green bars), with 500 training samples. This
comparison proves that both surrogate models are capable of providing a good statistical
behavior of the network voltage profile.

Lastly, Table 3.2 highlights the performance accuracy of both the models in terms
of root mean-squared error (RMSE), the time required by the CPU in (i) the generation
of training samples (indicated by cost right to the training samples), (ii) the model
generation 𝑡𝑚𝑜𝑑𝑒𝑙 and (iii) the model evaluation (𝑡𝑐𝑜𝑠𝑡) for computing the predictions for
the plots in figures 3.7 and 3.8.

The above plots and statistical information summarize that the accuracy of both the
models LSSVM and sparse PCE is very good in terms of RMSE and provide a dramatical
improvement of execution time as compared to MC. However LS-SVM provides much
greater performance in the model generation and evaluation time as compared to PCE.
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Figure 3.7: Scatter plots of the network node voltages for Case with (𝑑 = 250 uncertain
parameters) predicted by LS-SVM regression (top three panels) and sparse PCE (bottom
three panels) surrogate models trained with an increasing number of samples, versus
the results of MC simulation.

Figure 3.8: PDF of the p.u. magnitude of the nodal voltages calculated, for 250 uncertain
parameters, from the MC samples and with the compressed LS-SVM and sparse PCE
surrogate models. 57
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Table 3.2: Model performance in terms of both accuracy and efficiency for an increasing
number of training samples 𝐿.

d = 250 𝐿 = 50 (cost = 4.45 s) 𝐿 = 275 (cost = 12.38 s) 𝐿 = 500 (cost = 31.17 s)
Method RMS Error 𝑡model 𝑡cost RMS Error 𝑡model 𝑡cost RMS Error 𝑡model 𝑡cost
MC − − 490.7 s − − 490.7 s − − 490.7 s

LS-SVM (RBF) 1.78 ⋅ 10−3 7.48 s 0.49 s 1.24 ⋅ 10−3 14.4 s 1.6 s 1.09 ⋅ 10−4 29.1 s 2.24 s

Sparse PCE 1.90 ⋅ 10−3 21.1 s 5.88 s 1.29 ⋅ 10−3 41.4 s 7.3 s 1.09 ⋅ 10−4 76.6 s 7.9 s

3.5 Concluding remarks
This chapter proposed a solution for the UQ of power network by building a compact,
accurate and fast surrogate model for predicting the effect of large uncertain parameters
on the network voltage profile (of all the nodes). The uncertain parameters considered in
this study involve the variation in the physical medium (transmission line). In particular,
the IEEE118-bus transmission network with upto 250 uncertain parameters are consid-
ered for assessing the accuracy, feasibility and efficiency of the proposed compressed
surrogate model. The uncertain parameters consist of the equivalent resistance and
inductance of the physical medium (transmission line).

A two-step scheme is proposed, that involves compression of the training response
set with PCA and building the surrogate models from a limited number of training
samples. The PCA technique helps remove the redundant information in the output
response set by truncating the singular values. The compression rate achieved through
PCA is upto 7× using a threshold of 𝜀 = 10−4.

The compressed surrogate models for LS-SVM and sparse PCE, trained with in-
creasing number of training samples, are then evaluated with large number of samples
generated by MC simulation. The case studies presented above, investigated the accu-
racy, efficiency, convergence and feasibility of both the surrogate models. In terms of
accuracy, the LS-SVM takes the lead in almost all the case studies and training set sizes,
however the convergence rate of both the surrogate models are equivalent for large
training sets (e.g., 𝐿 = 500 for 250 Uncertain Parameters). The LS-SVM is also more
efficient in the model generation.

Further, Table 3.2 highlighted that the proposed compressed surrogate modeling
appoach provides effective solution as compared to MC simulation method. This is
due to the fact that the surrogate models provide a closed form parametric modeling
rather than the blind MC approach. This study also proves that the direct application of
surrogate models, without PCA compression, with 118 nodal voltage outputs would be
definitely unfeasible. Please note that a similar analysis can be performed using other
sensitive uncertain paramaters in a typical power network, such as a particular phase
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voltage or branch power, using the same appraoch.
It is important to mention that part of the work presented in this chapter has been

published in the papers [2, 102, 3].
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Chapter 4

Application of the Proposed
Modeling and Machine Learning
Approches for Benchmark Networks

In previous chapters, power system was interpreted in terms of a circuital interpretation
and the surrogate models of power networks were build for performing UQ. Particularly,
chapter 2 presented the circuital interpretation of a generic PDN in which the network
was suitably represented by an equivalent circuit in the phasor domain and the linear
and non-linear portions of the circuit were decoupled for a simple iterative solution,
and then the UQ of power system was performed in chapter 3, by building a compact
surrogate model capable of accurately predicting the network nodal voltages as function
of multiple number of input uncertain parameters. While multiple test networks were
considered to analyse the feasibility and effectiveness of both the approaches and were
proved to provide comparable efficiency and accuracy, there is still room for further
validation on a large benchmark network, i.e., the three-phase IEEE 8500-node test
feeder, which is used by the power research community to verify the feasibility of the
techniques to handle such large realistic networks.

This chapter considers IEEE 8500-node test feeder for validating the circuital ap-
proach for power-flow analysis with the fixed-point iteration proposed in chapter 2.
Validations are provided with the two state of the art methods, the Z-bus method and the
openDSS. After that, ML algorithm LS-SVM is applied in combination with PCA to build
a compact surrogate model, where large number of input uncertain parameters (i.e., the
uncertain loads and photovoltaic distributed generators (PVDGs)) are considered for
two case studies. The results of proposed surrogate model are validated with those of
sparse PCE and MC, where the former is a polynomial regression technique while the
latter is a simple traditional scheme used for variability analysis.
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The chapter is organized as follows. Section 4.1 provides details of the IEEE 8500-node
test feeder. Section 4.2 evaluates the proposed circuital interpretation for power-flow
analyses of IEEE 8500-node network. Section 4.3 presents the ML based surrogate
models for the UQ with large number of input uncertain parameters. Finally, section 4.4
summarizes the work.

4.1 IEEE 8500-Node Test Feeder
This network is considered as benchmark test network for assessing the accuracy and
convergence of the proposed approach. It is a three-phase radial distribution network
with both MV and LV levels, with unbalanced loads. It is a realistic network which
includes most of the components in a typical North AmericanMVDistribution Feeder [77,
76]. Figure 4.1 shows its single-line diagram with the placement of regulators and
capacitors marked. The details of the components with ratings and voltage regulator
tap positions are given in below.

1. 2500 MV buses, 4800 total buses including LV and loads, yielding over 8500 node-
points; Bus coordinates can be found here [76]

2. a substation transformer connected in delta-wye, rated at 27.5MVA, 115kV/12.47kV
line-to-line, with transformer impedance of (1.344 + 𝑗15.51)%

3. 4 Three-phase individually operated SVRs. Regulator tap positions used in this
work are given in Table 4.1

4. 2354 star connected constant-power single-phase loads

5. 3703 three-phase branch connections with three-,two-, and single-phase laterals

6. 9 single-phase and 1 three-phase capacitor banks

7. 1177 load service transformers

8. Balanced and unbalanced load configurations available being latter used in this
work
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Table 4.1: Voltage regulator tap positions - IEEE 8500-node test Feeder

Regulator Bus Tap Positions
Reg.1-A HVMV_Sub 2

Reg.1-B HVMV_Sub 2

Reg.1-C HVMV_Sub 1

Reg.2-A 190-8593 11

Reg.2-B 190-8593 7

Reg.2-C 190-8593 1

Reg.3-A 190-8581 16

Reg.3-B 190-8581 10

Reg.3-C 190-8581 1

Reg.4-A 190-7361 12

Reg.4-B 190-7361 12

Reg.4-C 190-7361 5

Figure 4.1: Single-line diagram of network topology for the IEEE 8500-node test
feeder [77].
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4.2 Power-Flow Analysis
In this section, the IEEE 8500-node PDN is solved by the scheme proposed in chapter 2
for the power-flow analysis by interpreting the given network in terms of circuital
equivalents in order to verify the feasibility of the approach to handle large realistic
networks. Since the network is an unbalanced three-phase, it requires the matrices,
involved in the proposed solution, to be increased according the three phase lines, as
explained in section 2.1. The voltage magnitude and phase angles of respective phases
are calculated with the proposed MNA scheme. It is important to mention that the
regulators and transformers in the network are modeled as in [95, 68], while the fixed
regulator taps are considered as published in [72] (see Appendix ??). For a fair validation,
the results obtained are compared with those of Z-busmethod [68] and the OpenDSS [98].
The simulation and plots are generated running the scripts on a PC equipped with a
CPU Intel Core i7 (seventh generation) with 3.6 GHz and 32 GB ram.

Figure 4.2 shows the voltage magnitudes and angles computed by the three methods,
the proposed MNA-based approach, the Z-bus and the OpenDSS highlighting identical
results for all the three phases. Additionally, Table 4.2 provides a compact summary of
performance in terms of simulation time and number of iterations. Moreover, Figure 4.3
shows, for the proposed approach, the maximum voltage difference (error) at each
iteration, which highlights the typical decreasing staircase behavior of convergence for
the fixed-point scheme, where the horizontal line points out the tolerance set to 10−4.

From the above figures and performance table, it can be summarized that the proposed
approach provides accurate results, even with a comparatively very large network,
without any simulation overhead in terms of execution time. The circuital interpetation
of the PDN formulated with MNA and solved with simple iterative scheme proves
to handle even large networks effectively and provides a similar accuracy with the
state-of-the-art approaches, without requiring custom modification for any arbitrary
network.

Table 4.2: Performance of the different methods in terms of convergence for the IEEE 8500-
node test feeder benchmark.

Method Iterations CPU Time (ms)
Proposed (MNA-based) 11 96.6

Z-bus 12 101.1

OpenDSS 10 53.4
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Figure 4.2: Three-phase voltage profile of the IEEE 8500-node test feeder computed by
means of the proposed MNA-based method, the Z-bus approach and via the OpenDSS
tool. (top) Phase magnitudes (p.u.), (bottom) phase angles (degrees).
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Figure 4.3: Maximum voltage difference (in magnitude) at each iteration of the pro-
posed method.

4.3 UncertaintyQuantification of IEEE 8500-nodePDN
with Machine Learning

In this section, UQ of the above given IEEE 8500-node PDN is performed by building
the compact surrogate model using the approach proposed in chapter 3 to further verify
its feasibility and strength with a large number of uncertain parameters. The network is
modified by adding 400 PVDGs at random load nodes. The surrogate model is built with
both LS-SVM and sparse PCE along with the compression technique PCA to predict
the nodal voltage of 𝑀 = 3798 network nodes which are a function of input uncertain
power of loads/PVDGs. The statistical properties of the network voltage profile are
investigated by considering the following two cases,

1. Case 1: d = 450 parameters, i.e., 𝑁𝑙𝑜𝑎𝑑 = 250 loads and 𝑁𝑃 𝑉 = 200 PVDGs

2. Case 2: d = 900 parameters, i.e., 𝑁𝑙𝑜𝑎𝑑 = 500 loads and 𝑁𝑃 𝑉 = 400 PVDGs

4.3.1 Case 1: 450 Uncertain Parameters

In this case, the statistical properties of the voltage profile of three-phase IEEE 8500-node
test feeder PDN [77] are studied by building the surrogate model considering 𝑑 = 450
uncertain parameter including 250 loads (𝑁𝑙𝑜𝑎𝑑), and 200 PVDG generators (𝑁𝑝𝑣) while

66



4.3 – Uncertainty Quantification of IEEE 8500-node PDN with Machine Learning

the branch connection parameters are fixed, (i.e., 𝑑 = 250 + 200 = 450). For loads, the
real power is varied with a relative standard deviation of 80% from its nominal value. The
random samples are drawn following a Guassian distribution and negative samples are
discarded. The reactive power is calculated according to constant power factor, which
means the variability of real and reactive power is correlated. The generalization of
independent real and reactive power components is straightforward and can be modified
accordingly. For PVDGs, the rated power of each PVDG is 100kVA, with a penetration
level of 17.5%. The real power of a PVDG generator is estimated as a function of solar
radiation [111] and, according to [112], it can be described with a beta distribution. In
particular, a beta distribution with parameters 𝛼 = 0.90 and 𝛽 = 0.85 is considered here.

A large variability can be observed on all the phases, with the maximum variability of
20% on phase a, while some nodes have very small variability (see figure 4.4). Particularly,
283 out of 3798 nodes, of phases a,b or c, have relative variation of less than 1%. It is
important to point out that the training responses are generated using the power-flow
analysis explained in chapter 2 as a full-computational model, however any load-flow
analysis technique could be alternatively adopted.

A reduced set of 𝐿 = 450 responses is considered as “training samples”. The
normalized singular values for the corresponding zero-mean data set matrix Ỹ is shown
in Figure 4.5. The dashed horizontal lines correspond to the thresholds 𝜀 = 10−𝑖,
for 𝑖 = 1,2,3,4,5 and the graph shows that the singular values cross the lowest threshold
at index ̄𝑛 = 38. This means that the compressed training response set retain only 38 out
of the 3798 original components. Therefore with PCA, the compression rate achieved is
100×. The PCA compression on the training data set can be observed by the scatter plots
shown in Figure 4.6. The plots show pairs corresponding to the actual training responses
(horizontal axis) and the responses reconstructed from the PCA truncation (vertical axis)
with an increasing number of components. Ideally, the pairs should form a diagonal
line (perfectly matched points). The mentioned figure highlights very high accuracy in
reproducing the training samples from the threshold (𝜀) of 10−4 and onwards. Hence,
this threshold is used in the following analysis.

The training data sets compressed with PCA, are then used with increasing sample
size 𝐿 to train both sparse PCE (2nd order) and LS-SVM surrogate models. The per-
formance of surrogate models build with the proposed methodology is evaluated by
comparing the predicted responses with those of MC simulation with 10,000 samples.
Figure 4.7 shows the scatter plots with the reference outputs from the MC simulation
paired with the corresponding outputs predicted by the LS-SVM and sparse PCE sur-
rogate models with increasing number of training samples. Where the best model is
one with the pairs lying along the diagonal (back dashed line). From the above figure,
it can be observed that for training samples 𝐿 = 900, both the models are comparable
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Figure 4.4: Overall voltage profile of IEEE 8500-node test feeder generated by considering
a subset of MC simulations (gray curves). The solid black curves correspond to the
nominal network response

and provide good efficiency. However, when using smaller training samples, larger
error is observed for PCE as oppose to the LS-SVM. This can be justified by the fact
that, PCE allows a large error for unlikely samples, as discussed in section 3.2.1 and
therefore the application of PCE is generally not intended for parametric modeling.
While here it is used only as a tool for comparison with ML-based LS-SVM surrogate
modeling. Undoubtedly, scatter plots provide a deterministic assessment of the accuracy
of models in reproducing the system behavior for a wide range of uncertain parameter
configurations, regardless of their actual probability of occurrence.

The probabilistic analysis is shown in Figure 4.8, which highlights the PDFs of the all
nodal voltages (i.e., all the entries of the output vector y), which are obtained from 10,000
MC samples (grey bars), compared to the predictions obtained by the PCA compressed
sparse PCE (dashed black curve) and LS-SVM (solid red-curve) surrogate models, and
an excellent accuracy can be seen for both the models. The statistical information is
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Figure 4.5: Normalized singular values of a training dataset for Case 1 with 𝐿 = 450
(solid blue curve). The horizontal dashed lines indicate different thresholds for the
PCA truncation.

helpful in observing the global picture of the possible behavior of the network, in terms
of the minimum and maximum voltage profile.

4.3.2 Case 2: 900 Uncertain Parameters

In this case study, the uncertain parameters (loads and PVDGs) are twice the previous
case (i.e., 𝑑 = 900). Specifically, 𝑁𝑙𝑜𝑎𝑑 = 500 random loads, and 𝑁𝑝𝑣 = 400 PVDGs
randomly connected at load nodes of the same three-phase IEEE 8500-node test feeder.
The real power of loads and PVDGs, variability and the samples’ distribution are similar
to the one used for previous with same relative standard deviation of 80%. Each PVDG
is rated at 100 kVA with a penetration level of 17.5%. In this case also, an increasing
training samples are considered, (i.e., 𝐿 = 450, 900 and 1800). While, the surrogate
model with 3798 outputs and 900 input uncertain parameters is required for this case.
The application of PCA on the original output response vector yields ̄𝑛 = 39 principal
components using a tolerance (𝜀) of 10−4. After that, the surrogate models with sparse
PCE (order 2) and LS-SVM are trained with increasing number of training samples.
These compressed models are evaluated with the results of MC simulation with 10,000
samples. The scatter plots and the PDFs for the MC samples and model predictions
(both sparse PCE and LS-SVM) are shown in Figures 4.9 and 4.10 respectively. Similar to
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Figure 4.6: Scatter plots showing the actual training samples versus their reconstruction
from PCA truncations with increasing number of components as shown in the plot
headers.

the previous case study, the sparse PCE shows larger error, specially for low number
of training samples, and it confirms again that the PCE is not intended for parametric
modeling. However for higher training samples (i.e., L=1800), the accuracy of both
sparse PCE and LS-SVM is comparable. The statistical information provided by the PDF
plots, shown in Figure 4.10, highlight the capability of both the models in providing
accurate information of the expected distribution of network voltage profile for such
large variability introduced by loads and uncertain renewables generators (PVDGs).
This increased uncertainty introduced by 900 parameters as compared to the previous
case study (450 uncertain variables) is evident from the notable distribution shape.

A more detailed validation is given in Table 4.3, which collects and compares the

70



4.3 – Uncertainty Quantification of IEEE 8500-node PDN with Machine Learning

Figure 4.7: Scatter plots of the network node voltages for Case 1 (𝑑 = 450 uncertain
parameters) predicted by LS-SVM regression (top three panels) and sparse PCE (bottom
three panels) surrogate models trained with an increasing number of samples, versus
the results of MC simulation.

quantitative information on the performance of the two models with both case studies
(i.e., 450 and 900 uncertain parameters). Precisely, the table reports, RMSE between
the MC outputs and the surrogate model predictions, the CPU time required in (i) the
generation of training samples specified next to the number of training samples (𝐿), (ii)
the model generation (𝑡model) and (iii) the model evaluation (𝑡cost) for 10,000 validation
samples (i.e., the time taken by surrogate models in generating the predictions). This
table highlights the feasibility and efficiency of LS-SVM in terms of model generation for
𝐿 = 1800 training samples, which is 23.8 mins as compared to 5.9 hours for sparse PCE,
the difference is over one order of magnitude. Although, the overall training cost in
this case is largely dominated by the generation of training samples which is 3.4 hours,
while the evaluation time (𝑡𝑐𝑜𝑠𝑡) for both the models is almost negligible.
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Figure 4.8: PDF of the p.u. magnitude of the nodal voltages calculated for Case 1 from
the MC samples and with the compressed LS-SVM and sparse PCE surrogate models.

Table 4.3: Modeling performance in terms of accuracy and efficiency for different training
set sizes.

d = 450 𝐿 = 250 (cost = 28.7 min) 𝐿 = 450 (cost = 51.6 min) 𝐿 = 900 (cost = 1.7 h)

Method RMSE 𝑡model 𝑡cost RMSE 𝑡model 𝑡cost RMSE 𝑡model 𝑡cost
MC − − 19.1 h − − 19.1 h − − 19.1 h

LS-SVM (RBF) 0.0127 18.8 s 3.3 s 0.0054 48.1 s 5.1 s 0.0028 3.6min 8.9 s

Sparse PCE 0.0265 5.6min 1.6min 0.0124 8.9min 1.6min 0.0031 23.8min 1.7min

d = 900 𝐿 = 450 (cost = 51.6 min) 𝐿 = 900 (cost = 1.7 h) 𝐿 = 1800 (cost = 3.4 h)

Method RMSE 𝑡model 𝑡cost RMSE 𝑡model 𝑡cost RMSE 𝑡model 𝑡cost
MC − − 19.1 h − − 19.1 h − − 19.1 h

LS-SVM (RBF) 0.0166 55 s 7.8 s 0.0077 4min 12.8 s 0.00401 22.7min 22.7 s

Sparse PCE 0.0313 44.1min 3.4min 0.0294 1.7 h 3.5min 0.00445 5.9 h 3.8min

4.4 Concluding Remarks
In this chapter, the benchmark network IEEE 8500-node test feeder, which is a large
realistic three-phase network, is used as a test network to analyse both the feasibility
and strength of the two techniques proposed in chapters 2 and 3, for handling very large
power networks.

Specifically, the circuital approach is used to interpret the mentioned test case as a
circuital equivalent. The network is solved via fixed-point scheme and validated with
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Figure 4.9: Scatter plots of the network node voltages for Case 2 (𝑑 = 900 uncertain
parameters) predicted by LS-SVM regression (top three panels) and sparse PCE (bottom
three panels) surrogate models trained with an increasing number of samples, versus
the results of MC simulation.

the results performed with Z-bus and OpenDSS, which proves that the proposed aproach
offers good performance in terms of both simulation time and accuracy and turns out to
be an excellent alternative candidate to be effectively used for large networks. The results
of proposed approach verify that without working on fine optimization of routines, the
implementation of MNA-based formulae in MATLAB still produces the same accuracy
and computational efficiency of reference commerical tools (e.g., OpenDSS) and other
custom implementations of the state-of-the-art load-flow analyses (e.g., [68]).

The same network is then used to build a compact surrogate model of network
nodal voltages, as function of large number of input uncertain parameters consisting of
complex power of loads and renewables with the aim of highlighting the strength and
feasibility of the ML class of surrogate modeling for the UQ. These surrogate models are
built from a limited number of training samples via a well established two-step scheme
involving the data set compression with PCA, and then training the model with LS-SVM.
For the application test case, a PCA with relative truncation threshold of 10−4 on the
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Figure 4.10: PDF of the p.u. magnitude of the nodal voltages calculated for Case 2 from
the MC samples and with the compressed LS-SVM and sparse PCE surrogate models.

singular values allowed reducing the number of output variables (i.e., the nodal voltages)
from 3798 to 23 and 39 for case 1 and case 2, respectively, thus achieving a compression
rate of ~100x. The results provided in the above section, demonstrate that the proposed
modeling methodology provides an effective alternate to MC simulations, with an overall
speed-up between 2× and 4.9× (including the cost required for the generation of training
samples). It is also important to highlight that the surrogate models inherently provide a
closed-form parametric model, as opposed to the blind MC method. Thus, the proposed
modeling strategy can be considered as a viable and robust solution for the generation
of an accurate surrogate model for both the UQ and the parameteric analysis of a typical
PDN with large number of node points and uncertain parameters.

In summary, the above approaches are tested on a large IEEE 8500-node test feeder
and their feasibility and strengths proved well for handling large realistic networks. It is
to mention that part of the work presented in this chapter has been published in the
journal papers [1, 2].
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Chapter 5

Conclusion

The modeling of modern PDNs requires take into account the behavior of loads, renew-
ables and other such elements which can cause the network to fail. In this dissertation,
the PDNs are modeled as circuital equivalent where the network is interpreted as a
decoupled linear and non-linear sub-circuits in order to perform load-flow analysis
simple and effective. The load-flow solution is performed by solving this decoupled
circuit in the phasor domain using a simple iterative scheme. In the second part, the
stochastic nature of above elements is taken into account by performing UQ of the power
systems by building compressed surrogate model of network node voltages.

The main research work is summarized as follows:

1. LOAD FLOW ANALYSIS. A innovative simulation scheme for the power flow
analysis of complex power distribution systems based on a circuital interpretation
of the network has been presented. The proposed methodology has been proven
to offer a comparable accuracy and efficiency with respect to other state-of-the-art
techniques. Moreover, in this Thesis, emphasis has been given on the flexibility
of the proposed tool, which turns out to be fully compatible and implementable
in SPICE-like circuital solvers. The link between the proposed iterative solution
and the so-called waveform relaxation technique, well known in the microwave
and electromagnetic communities, is also provided. The solution of this circuital
interpretation of PDN with MNA and fixed-point iteration does not contain any
differential operator (or any auxilary matrix) which converges fast with a similar
accuracy and efficiency as oppose to state-of-the-art. The linear and non-linear
portions help solving linear part, which is usually very large, only once during
iterative scheme, while the non-linear part is solved at each iteration. This speeds
up the process. The validation of the proposed circuital approach is done us-
ing multiple single- and three-phase test networks, ranging from 33-node to a
very large benchmark network, the IEEE 8500-node test feeder. The results are
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compared with those of Z-bus, OpenDSS and PSASP and proved that it provides
comparable efficiency in terms of convergence and simulation time. The MNA-
based simulation can also be replaced with a SPICE-based solution, as explained
in 2.3 and validated in 2.4.

2. RELIABILITY ASSESSMENT VIA MACHINE LEARNING. The effects of external
parameters such as distributed renewable generators or loads on the network
behavior has been modeled and analyzed by means of advanced Machine Learning
techniques, combining robust nonparametric regression approaches and data com-
pression. The proposed solution allows handling the complexity of realistic power
networks with a large number of parameters (on the order of several hundreds)
and nodes (thousands), generating a single compact multivariate parametric model.
The UQ of power networks is performed by building a compressed surrogate model
of network nodal voltages as function of input parameters consisting of uncertain
power of loads/DGs and the physical parameters. The surrogate model is built
with LS-SVM and PCA with a limited number of samples capable of accurately
predicting the network voltage profile. The PCA yeilds ~100× compression rate.
This greatly saves computational memory and execution time.

5.1 Future Work
Although the modeling of PDNs proposed in this dissertation yielded good results
and proved to be effective. Following things can be considered as future work in this
framework.

1. The circuital interpretation of PDNs works very well for very large network
structures, and can handle all the equipment in a realistic network as proved from
the results obtained in this dissertation. The technique can still improved to take
into account islanded grid structures and such equipment.

2. The proposed circuital approach can be used with the co-simulation of multi-
energy networks, such as gas distribution networks [19], since the same approach
of steady-state operation with a compact graph description of the network can be
employed.

3. The developed technique can also be aimed at modeling power transmission net-
works, where all sort of weather disturbances (geomegnetically induced currents)
be explored for a time domain analyses.
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5.1 – Future Work

4. The surrogate model proposed in this dissertation, for predicting network nodal
voltages have been proved very effective in terms of simulation time. Further ML
algorithms can also be explored in combination with PCA to predict the power
generation capacity of renewables and electric vehicles’ load profiles. For example,
the surrogate modeling of power systems can take into account the physical
parameters of PVDGs to acccurately predict the complex power to be injected
into the grid for the next 24 hours. This can also help analyzing the reliability of
the power networks.

5. The solution performed with SPICE-based can be extended to three-phase net-
works to model three-phase mutual inductances and transformers for performing
three-phase power flow with SPICE in the loop.
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Appendix A

LTSpice Netlist for a typical PDN

A.1 Creating Netlist for a PDN Test Case
This section briefly explains how to write a LTSpice netlist for a particular single-phase
PDN test case. The technique is straightforward and can be easily extended for three-
phase networks. Please note that the netlist is written and compiled through MATLAB,
and all the sample variables are given for the MATLAB syntax.

A.1.1 Bus data with loads and renewables

The data available for any particular test network must be loaded to the MATLAB
variables. This can be done via a simple matrix with order 𝑚𝑥𝑛, where 𝑚 represents the
number of available buses and 𝑛 represents the parameters linking each bus, e.g., load
power (real and reactive), renewable power (real and reactive), bus type, base voltage,
bus voltage/phase angle, minimum/maximum operating voltage and other parameter
constraints (if any). Figure A.1 details the bus data matrix with four buses.

Figure A.1: Bus information matrix for 4-node PDN
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LTSpice Netlist for a typical PDN

A.1.2 Branch connections

Similar to the above bus matrix, the branch matrix can be created to load the data for
each branch and its parameters. The branch parameters consist of branch connecting
buses 𝑖 and 𝑗, equivalent resistance (ohms) and reactance (ohms), branch status (0=ff,
1=on), etc. Figure A.2 shows the branch matrix for a particular network with three
branches.

Figure A.2: Branch connection matrix for 4-node PDN.

A.1.3 Writing netlist through MATLAB

After the test case data is loaded into the matrix variables, we need to compile the LTSpice
netlist text file though MATLAB using fopen and fclose command for writing to external
text files. The branch connections are represented by the equivalent resistance and
inductance connecting buses 𝑖 and 𝑗, as shown in Figure A.3. The equivalant inductance
L can be calculated given equivalent reactance 𝑋 at operating frequency 𝑓 as followed,

𝐿 = 𝑋
2𝜋𝑓

(A.1)

Figure A.3: Representing branch connection and load connected at a particular bus in
generic PDN in the LTSpice netlist.

The above Figure also shows the load connected at node N01 with complex value
given for load magnitude (kW) and phase angle (degrees).

After the branch connections and loads connected at all the buses are represented in
the netlist, LTSpice solves the circuit via ac analysis whose directive is written in the
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A.2 – LTSpice Netlist for a simple 4-Node PDN

netlist as (.ac lin 1 60 60) which means the linear ac analysis is performed at frequency
60 Hz (please note this can be changed accordingly).

It is pertinent to highlight that the three-phase branch connections in the LTSpice
require modeling the mutual inductances among phases which can represented by
voltage controlled current source. However the SPICE-based solution of generic three-
phase PDN comes under the future goal of this work. Figure A.4 shows MATLAB code
for writing the LTSpice netlist for a generic 4-node power network.

Figure A.4: MATLAB code for writing LTSpice netlist.

A.2 LTSpice Netlist for a simple 4-Node PDN
The LTSpice netlist given below focuses on the example network in Figure 2.1, but can
be generalized for any arbitrary network.

81



LTSpice Netlist for a typical PDN

* Simple 4-node Example

.PARAM R1value = [Equivalent Resistance 1 value]

.PARAM L1value = [Equivalent Inductance 1 value]

.PARAM R2value = [Equivalent Resistance 2 value]

.PARAM L2value = [Equivalent Inductance 2 value]

.PARAM R3value = [Equivalent Resistance 3 value]

.PARAM L3value = [Equivalent Inductance 3 value]

.PARAM I1_magvalue = [Equivalent Current Injection for Load 1 Mag.]

.PARAM I1_phasevalue = [Equivalent Current Injection for Load 1 Phase]

.PARAM I2_magvalue = [Equivalent Current Injection for Load 2 Mag.]

.PARAM I2_phasevalue = [Equivalent Current Injection for Load 2 Phase]

V1 N1 0 AC 1.00
R1 N1 M1 {R1value}
L1 M1 N2 {L1value} Rser = 0
R2 N2 M2 {R2value} 
L2 M2 N3 {L2value} Rser = 0
R3 N2 M3 {R2value}
L3 M3 N4 {L2value} Rser = 0
I3 N3 0 AC {I1_magvalue} {I1_phasevalue} load
I4 N4 0 AC {I2_magvalue} {I2_ phasevalue} load

.ac lin 1 60 60

.probe V(N1)

.probe V(N2)

.probe V(N3)

.proble V(N4)

.end

Figure A.5: LTSpice netlist of generic PDN in Figure 2.4.

It is used to solve via a SPICE-based solver the linear part shown in the left part
of the equivalent scheme of Figure 2.4. At each iteration, the values of the 𝐼3 and 𝐼4
behavioral sources are computed and updated before running SPICE. (see Fig. 2.5).
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Nomenclature

Acronyms / Abbreviations

𝐶𝐸𝑃 𝑅𝐼 China Electric Power Research Institute

𝐷𝐺𝑠 Distributed Generators

𝐸𝑃 𝑅𝐼 Electric Power Research Institute

𝐼𝐷𝐸 Integrated Development Environment

𝐼𝐸𝐸𝐸 Institute of Electrical and Electronics Enigneers

𝐿𝐻𝑆 Latin Hypercube Sampling

𝐿𝑆 − 𝑆𝑉 𝑀 Least Square Support Vector Machines

𝐿𝑉 Low Voltage

𝑀𝐴𝑁𝐴 Modified Augmented Nodal Analysis

𝑀𝐶 Monte Carlo

𝑀𝐿 Machine Learning

𝑀𝑁𝐴 Modified Nodal Analysis

𝑀𝑉 Medium Voltage

𝑂𝑝𝑒𝑛𝐷𝑆𝑆 Open source Distribution System Simulator

𝑝.𝑢. Per Unit

𝑃 𝐶𝐴 Principal Component Analysis

𝑃 𝐶𝐸 Polynomial Chaos Expansion

𝑃 𝐷𝐹 Probability Distribution Function
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Nomenclature

𝑃 𝐷𝑁𝑠 Power Distribution Networks

𝑃 𝐸𝑆 Power and Energy Society

𝑃 𝑃 𝐹 Probablistic Power-flow

𝑃 𝑄 Generator node with real and reactive power

𝑃 𝑄(𝑉 ) Generator node with real power and voltage dependent reactive power

𝑃 𝑆𝐴𝑆𝑃 Power System Analysis Software Package

𝑃 𝑉 Generator node with real power and voltage magnitude

𝑃 𝑉 𝐷𝐺 Photovoltaic Distributed Generator

𝑅𝐵𝐹 Radial Basis Function

𝑅𝐸𝑆 Renewable Energy Sources

𝑅𝑀𝑆𝐸 Root Mean Squared Error

𝑆𝑃 𝐼𝐶𝐸 Simulation Program with Integrated Circuit Emphasis

𝑆𝑉 𝐷 Singular Value Decomposition

𝑆𝑉 𝑅 Step voltage regulator

𝑈𝑄 Uncertainty Quantification
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