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A B S T R A C T

Multilayer perceptrons are utilized in this work for vibration-based damage detection of multi-
component aerospace structures. A back-propagation algorithm is utilized along with Monte
Carlo simulations and advanced structural theories for training Artificial Neural Networks
(ANN’s), which are able to detect and classify local damages in structures given the natural
frequencies and the associated vibrations modes. The latter ones are feed into the network
in terms of Modal Assurance Criterion (MAC), which is a scalar representing the degree of
consistency between undamaged and damaged modal vectors. Dataset and ANN training process
is carried out by means of Carrera Unified Formulation (CUF), according to which refined finite
elements with component-wise capabilities can be implemented in a hierarchical and unified
manner. The proposed results demonstrate that CUF-trained ANNs can approximate complete
mapping of the damage distribution, even in case of low damage intensities and local defects
in localized components (stringers, spar caps, webs, etc.).

. Introduction

Structural health monitoring is becoming more and more critical in aircraft industries. Non-destructive tests (NDT), such as visual
nspection, magnetic field tests, and ultrasounds, are usually performed as part of the aircraft maintenance program. Nevertheless,
TD tests have some limitations, above all the necessity to know in advance the location of the damage to be investigated. For this

eason, research activities are focusing on developing damage detection methods capable of overcoming this limitation.
One of these methods involves the use of guided waves. The scattering of these waves gives information about the quantification

nd localization of the damage. A review of the different applications of guided waves for structural health monitoring is presented
n [1]. Fibre Bragg grating (FBG) sensor [2] and intelligent coating monitoring [3] are also used for on-line structural health
onitoring, in particular for aeronautical structures.

The proposed research investigates the effects of localized damages on the variation of the structure’s vibrational characteristics
i.e. a change in natural frequencies or mode shapes). Two types of problems could be posed: the direct problem and the inverse
roblem.

The direct problem aims at determining the change in a given structure’s dynamic parameters when damage location and severity
re known. In [4], Hirwani and Panda investigated the influence of delamination in curved composite structures under pulse load.
n [5], the authors proposed a new method for computing natural frequencies in a beam with multiple cracks, where the latter are
epresented through a rotational spring model. In [6], Capozucca performed a free vibration analysis on a cantilever CFRP beam that
as damaged by introducing two notches ad the fixed end. Yang et al. [7] developed an algorithm for investigating the influence
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of crack parameters on the frequencies and mode shapes of a cantilever beam under non-symmetric boundary conditions. Carrera
et al. in [8] proposed a component-wise approach for free-vibration analysis of damaged aircraft structures. This formulation was
also employed to analyse tapered composite [9] and civil structures [10].

In the inverse problem the damage location and the intensity in a structure are unknown, whereas the dynamic parameters such
s natural frequencies and mode shapes (or a combination of thereof), Frequency Response Functions (FRF) and modal strain energy
re given. Kosmatka and Ricles [11] used dynamic parameters to perform a sensitivity analysis to estimate mass or stiffness variation
n a structure. Fayyad et al. [12] proposed the Combined Parameters Index (CPI), which compared the reduction in stiffness with
he decrease in the natural frequencies and with the change in mode shape. In [13], the authors solved an optimization problem
or damage detection purpose by using natural frequencies as input. In [14], Ruotolo solved another optimization problem, but in
his case, both natural frequencies and mode shapes were considered.

Recently, the general improvement of the computational performances pushed the research towards a machine learning approach
or damage detection purpose, which facilitated the solving of this problem and allowed to investigate more complex structure (in
erms of geometry and/or number of cracks). In this work, Artificial Neural Network (ANN) method has been used. Some studies
re presented hereafter.

Sahin and Shenoi proposed a combination of global (shift in natural frequencies) and local (curvature mode shapes) dynamic
nalysis data as input for the ANN. This method has been tested on beam-like structures [15] and laminated composites [16].
n [17], Das and Pahri used the relative deviation of the first three natural frequencies and mode shapes of a cantilever beam to
rain the ANN. They compared the numerical results with experimental values. Suresh et al. [18] proposed a modular approach
or identifying crack location and depth in a beam. Two different neural networks have been trained, one for estimating the crack
ocation and the second for crack depth. Jayasehar and Sumangala [19] investigated prestressed concrete beams. Natural frequency
easurements were considered as dynamic data. Other parameters employed as input were deflection, crack width, first crack load,

nd ultimate load. Saeed et al. [20] computed natural frequencies and FRFs in damaged and undamaged curvilinear beams via
E analysis. The shift in these parameters (from undamaged to damaged) was then used to train four different types of ANNs. A
omparison with another machine learning method (multiple adaptive neuro-fuzzy inference system, ANFIS) is also shown. Aydin
nd Kisi [21] introduced material and geometrical features of the beam in the neural network and, for the first time, used (besides
atural frequencies) mode shape rotation deviations. In [22], Fathnejat et al. detect damage location with the Modal Strain Energy
ased Index (MSEBI) as input for a Cascade Feed Forward Neural Network (CFFNN). The error between actual MSEBIs and the value
uessed by the ANN is minimized through the Particle Swarm Optimization (PSO).

In this work, ANN have been used in combination with refined 1D models obtained through the Carrera Unified Formulation
CUF). According to the CUF theory, the displacement field in the cross-section is modelled via expansion functions, whose order
s a parameter of the analysis [23,24].

One of the last development of the CUF formulation is the Component-Wise (CW) approach. It allows to separately model each
omponent of the structure through the 1-D CUF Lagrange polynomial formulation for the cross-section displacement field. In [8] this
pproach has shown to be suitable for solving the direct problem through free-vibration analysis, thanks to the excellent accuracy
nd the low computational cost. The ANN has been used in this work, instead, to solve the inverse problem; i.e. to detect damage
ocation and intensity, giving as input some dynamic parameters of the structure. These parameters are the natural frequencies
f the first important modes and the Modal Assurance Criterion (MAC) matrix [25]. The MAC is a scalars parameter originally
mployed to characterize mode-to-mode variation between experiments and mathematical models. In this case, however, MAC is
sed to quantify the difference in the modes between damaged and undamaged structures.

The main advantage of the proposed CW approach is that it allows to introduce diverse damages independently in each
omponent of the structure, thus leading to a component-oriented localization of the damage. Hence, a database formed by N
amples is created through Monte Carlo simulations. Each sample is a structure with a different damage distribution. The database
s used for the ANN training process, which will make the network able to predict unseen output.

The present paper is organized as follows: first, one-dimensional CUF models are introduced, then CW and damage modelling
s discussed; subsequently, the characteristics of the ANN are presented. Then, the numerical results for a three-stringer spar and a
omplete NACA wing are discussed. Finally, the main conclusions are drawn.

. Refined 1D models for free vibration analysis

In the case of slender, solid-section, homogeneous structures subject to bending phenomena, classical beam models (e.g., EBBM
nd TBM) provide a reasonably good approximation of the problem. On the other hand, it is evident that for damage detection
nd accurate free vibration analysis of damaged structures, theories able to deal with local phenomena and 3D strain effects are
eeded. Refined beam models can fulfil this requirement and, if sufficiently enriched kinematics is adopted, they can provide the
ame accuracy of 3D elasticity solutions with very low computational costs. In this paper, the Carrera Unified Formulation (CUF)
s employed to automatically develop 1D refined models with an arbitrary number of terms in the kinematic field. The basic ideas
2

nd the main advantages of CUF are described in this section.
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2.1. Carrera unified formulation

Consider a generic beam structure aligned along the y axis, which has boundaries 0 ≤ 𝑦 ≤ 𝐿. The cross-section 𝛺 is normal to
he beam axis 𝑦. The validity of the formulation is not affected by the shape of the cross-section. In the framework of the CUF, the
inematics of a beam model can be summarized as follows:

𝐮(𝑥, 𝑦, 𝑧) = 𝐹𝜏 (𝑥, 𝑧)𝐮𝜏 (𝑦), 𝜏 = 1, 2,… .,𝑀 (1)

here 𝐮(𝑥, 𝑦, 𝑧) = {𝑢𝑥(𝑥, 𝑦, 𝑧) 𝑢𝑦(𝑥, 𝑦, 𝑧) 𝑢𝑧(𝑥, 𝑦, 𝑧)}𝑇 is the displacement vector; 𝐹𝜏 indicates the functions of the cross-section
oordinates 𝑥 and 𝑧; 𝐮𝜏 is the generalized displacement vector; 𝑀 indicates the number of terms in the expansion. The repeated
ubscript 𝜏 indicates summation, according to the Einstein notation. Moreover, the choice of 𝐹𝜏 and 𝑀 is arbitrary. Thus, the basis
unctions adopted to model the displacement field across the section can be different and expanded to any order.

The models known in the literature as LE (Lagrange expansion) are obtained considering Lagrange-like polynomials as
ross-section expanding functions 𝐹𝜏 , and they have only pure displacement variables.

In [26], several Lagrange polynomials have been employed in order to develop advanced beam theories, such as three-point
inear (L3), four-point bi-linear (L4), and nine-point bi-quadratic (L9) polynomials. The isoparametric formulation was exploited to
eal with arbitrary-shaped geometries. The Lagrange polynomials can be found in [27]. However, the interpolation functions for
he L9 element are given here as an example

𝐹𝜏 = 1
4 (𝗋

2 + 𝗋 𝗋𝜏 )(𝗌2 + 𝗌 𝗌𝜏 ) 𝜏 = 1, 3, 5, 7

𝐹𝜏 = 1
2 𝗌

2
𝜏 (𝗌

2 − 𝗌 𝗌𝜏 )(1 − 𝗋2) + 1
2 𝗋

2
𝜏 (𝗋

2 − 𝗋 𝗋𝜏 )(1 − 𝗌2) 𝜏 = 2, 4, 6, 8

𝐹𝜏 = (1 − 𝗋2)(1 − 𝗌2) 𝜏 = 9

(2)

where 𝗋 and 𝗌 vary from −1 to +1, whereas 𝗋𝜏 and 𝗌𝜏 are the nine points’ coordinates. The displacement field of an L9 beam theory
will be:

𝑢𝑥 = 𝐹1 𝑢𝑥1 + 𝐹2 𝑢𝑥2 +⋯ + 𝐹9 𝑢𝑥9
𝑢𝑦 = 𝐹1 𝑢𝑦1 + 𝐹2 𝑢𝑦2 +⋯ + 𝐹9 𝑢𝑦9
𝑢𝑧 = 𝐹1 𝑢𝑧1 + 𝐹2 𝑢𝑧2 +⋯ + 𝐹9 𝑢𝑧9

(3)

where 𝑢𝑥1 ,… , 𝑢𝑧9 are the displacement variables of the problem and they represent the translational displacement components of
each of the nine centres of the L9 polynomial. If further refinements are needed, the cross-section can be discretized by using several
L-elements. This is one of the essential characteristics of the CW approach, which is described in Section 3.

2.2. Finite element approximation

The FE approach is adopted to discretize the beam structure along the 𝑦-axis. This process is realized via a classical finite element
technique, where the displacement vector is given by

𝐮(𝑥, 𝑦, 𝑧) = 𝐹𝜏 (𝑥, 𝑧)𝑁𝑖(𝑦)𝐪𝜏𝑖, 𝜏 = 1,… ,𝑀, 𝑖 = 1,… , 𝑝 + 1 (4)

𝑁𝑖 stands for the shape functions of order 𝑝 and 𝐪𝜏𝑖 is the nodal displacement vector,

𝐪𝜏𝑖 =
{

𝑞𝑢𝑥𝜏𝑖 𝑞𝑢𝑦𝜏𝑖 𝑞𝑢𝑧𝜏𝑖
}T

(5)

The shape functions are not given here. They can be found in many books, see for example [28]. Elements with four nodes (B4)
were adopted in this work, i.e., a cubic approximation (𝑝 = 3) along the 𝑦 axis was assumed. The cross-section discretization for the
LE class (i.e., the choice of the type, the number, and the distribution of cross-sectional Lagrange elements) is entirely independent
of the beam finite element’s choice be used along the axis of the beam. The stiffness and mass matrices can be obtained via the
principle of virtual displacements; it reads

𝛿𝐿int = ∫𝑉
𝛿𝝐T𝝈 d𝑉 = −𝛿𝐿ine (6)

where 𝐿int stands for the strain energy; 𝐿ine is the work of the inertial loadings; 𝛿 stands for the virtual variation; 𝑉 = 𝛺 ×𝐿 is the
volume of the beam; 𝒆𝒑𝒔𝒊𝒍𝒐𝒏 and 𝒔𝒊𝒈𝒎𝒂 are the strain and stress vectors, respectively. Using the constitutive laws (i.e. the linear
strain displacement relations) and Eq. (4), the virtual variation of the strain energy can be rewritten. It reads

𝛿𝐿int = 𝛿𝐪T𝜏𝑖𝐊
𝑖𝑗𝜏𝑠𝐪𝑠𝑗 (7)

where 𝐊𝑖𝑗𝜏𝑠 is the stiffness matrix in the form of the fundamental nucleus. The derivation of the stiffness matrix’s FE fundamental
nucleus is not reported here, but it is given in [23], where more details about CUF can also be found. The fundamental nucleus
has to be expanded according to the summation indexes 𝜏, 𝑠, 𝑖 and 𝑗 in order to obtain the elemental stiffness matrix. The virtual
variation of the work of the inertial loadings is

𝛿𝐿ine = 𝜌𝛿𝐮T𝐮̈ d𝑉 (8)
3

∫𝑉
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where 𝜌 stands for the density of the material, and 𝐮̈ is the acceleration vector. Eq. (8) is rewritten using Eq. (4)

𝛿𝐿ine = 𝛿𝐪T𝜏𝑖 ∫𝑙
𝑁𝑖𝑁𝑗d𝑦∫𝛺

𝜌𝐹𝜏𝐹𝑠d𝛺 𝐪̈𝑠𝑗 = 𝛿𝐪T𝜏𝑖𝐌
𝑖𝑗𝜏𝑠𝐪̈𝑠𝑗 (9)

where 𝐌𝑖𝑗𝜏𝑠 is the fundamental nucleus of the mass matrix. Its components are provided below, and they are referred to as 𝑀 𝑖𝑗𝜏𝑠
𝑟𝑐 ,

where 𝑟 is the row number (𝑟 = 1, 2, 3) and 𝑐 denotes column number (𝑐 = 1, 2, 3).

𝐌𝑖𝑗𝜏𝑠
11 = 𝐌𝑖𝑗𝜏𝑠

22 = 𝐌𝑖𝑗𝜏𝑠
33 = 𝜌∫𝑙

𝑁𝑖𝑁𝑗d𝑦∫𝛺
𝐹𝜏𝐹𝑠d𝛺

𝐌𝑖𝑗𝜏𝑠
12 = 𝐌𝑖𝑗𝜏𝑠

13 = 𝐌𝑖𝑗𝜏𝑠
21 = 𝐌𝑖𝑗𝜏𝑠

23 = 𝐌𝑖𝑗𝜏𝑠
31 = 𝐌𝑖𝑗𝜏𝑠

32 = 0

(10)

It should be underlined that no assumptions about the approximation order have been made in formulating 𝐊𝑖𝑗𝜏𝑠 and 𝐌𝑖𝑗𝜏𝑠. Thus, it
is possible to obtain refined beam models without changing the formal expression of the nuclei components. This nuclei’s property is
the key-point of CUF that allows, with only nine coding statements, to implement any-order of multiple class theories. The undamped
dynamic problem is obtained by substituting the fundamental nuclei into the principle of virtual displacement (Eq. (6)), by expanding
the CUF fundamental indexes and by assembling the global FEM arrays.

𝐌𝐮̈ +𝐊𝐮 = 0 (11)

Considering harmonic solutions, the second-order system of ordinary differential equations above results into a classical eigenvalue
problem:

(−𝜔2
𝑘𝐌 +𝐊)𝐮𝑘 = 0 (12)

where 𝐮𝑘 is the kth eigenvector.

3. Component-wise damage modelling

The CUF formulation, in combination with Lagrange polynomials, was recently employed to develop the CW approach [26].
It allows to separately model each component of the structure through 1-D CUF LE formulation. One of CW technique’s main
advantages is its capability to adjust the model by choosing a more or less detailed model for each component involved, and
setting the order for the structural model to be employed. In fact, by enriching the beam kinematics of the structure, higher-order
phenomena can be automatically caught. When dealing with models for damage detection, these features could be essential, in order
to describe local phenomena as best as possible. In this work, the characteristic of the CW approach of modelling each component
of the structure has been exploited for damage detection purposes. In fact, damages with different intensities can be introduced for
each part. A basic isotropic damage modelling approach has been used. The damage is introduced through the degradation of the
stiffness of the component involved, but it does not affect its mass. Consequently, the material characteristics are modified according
to the following:

𝐸𝑑 = 𝑑 × 𝐸, with 0 ≤ 𝑑 ≤ 1 (13)

where E is the Young modulus. In other words:

𝐸1 = 𝐸 𝐸0.6 = 0.6 × 𝐸 (14)

An example of damaged structures is illustrated in Fig. 1.
In this work, the method of free vibration analysis has been adopted for structural damage detection. This method is based on

the principle that any structural damage causes a change in dynamic parameters, such as natural frequencies, mode shapes and
damping. The main challenge is finding how these dynamic parameters are correlated to the damage, in order to build an algorithm
capable of predicting damage location and its intensity.

In a recent study [8], the authors demonstrate how it is not possible, for instance, to find a clear correlation between a change
in natural frequencies and the presence of damage. In fact, some damage can affect the natural frequencies and not the related
mode shapes, or vice versa. Thus, they introduced, alongside the evaluation of the natural frequencies, the use of the Modal
Assurance Criterion (MAC) to quantify a mode-to-mode correlation between damaged and undamaged structures. It is calculated as
the normalized scalar product of two modal vectors. The resulted scalars are arranged in the MAC matrix:

𝑀𝐴𝐶𝑖𝑗 =
|{𝜙𝐴𝑖

}𝑇 {𝜙𝐵𝑗
}|2

{𝜙𝐴𝑖
}𝑇 {𝜙𝐴𝑖

}{𝜙𝐵𝑗
}{𝜙𝐵𝑗

}𝑇

here {𝜙𝐴} and {𝜙𝐵} are the damaged and undamaged modal vector for the 𝑖th and 𝑗th modes, respectively. This indicator can
take values from 0 (no consistent correspondence) to 1 (consistent correspondence).

In [8], the final objective was to evaluate the effect of damage location and intensity on the structure’s vibration characteristic.
Here, the inverse problem is posed: the aim is to build a model that, given the free vibration characteristics (Natural frequencies plus
MAC matrix), is able to detect location and intensity of all damages in separate components of the structure. This model consists of
an ANN, trained through a database of damage scenarios generated by adopting the CW approach.
4
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Fig. 1. Example of damage introduction in the structure : Undamaged structure (left); one damaged component (centre); two damaged components with different
intensities (right).

Fig. 2. Representation of the architecture of an Artificial Neural Network.

4. ANN training for damage detection

An Artificial Neural Network is a group of interconnected neurons. The classical structure of an ANN consists of an input layer,
one or more hidden layers, and an output layer. Each layer could have a different number of neurons. Each neuron is connected
to all the neurons of the following layer. An example of ANN architecture used in this work is shown in Fig. 2. It is a feedforward
neural network, where the transfer functions are the hyperbolic tangent sigmoid for the hidden layer(s) and linear functions for
the output layer. An ANN has the ability to learn during the so-called ‘‘training process’’, which aims at reducing the error of the
network. The algorithm employed for the ANN training is the Bayesian regularization backpropagation process. In a backpropagation
algorithm, once obtained the predicted output, the error between the latter and the desired output is computed. Then, a backward
step is performed, and the network parameters are adjusted in order to minimize the error. In the specific case of the Bayesian
regularization, the backward step aims at obtaining a trained network with good generalization qualities. Further information about
ANN architecture and training process could be found in [29], which has been used as reference for this work.

The determination of damage’s presence, the quantification and location of the damage through free vibration analysis require an
extensive training database for the neural network, which includes information about the structure’s dynamic parameters. Therefore,
a considerable number of analysis should be performed. The CW formulation’s adoption is essential for providing very accurate
analysis with a reduced computational cost, alongside the advantage of having a component-oriented localization of the damage.

In this work, the database has been created through CUF-based Monte Carlo simulations. Damage intensity was assigned
randomly to each component, following a Gaussian distribution, with mean equal to 0 and standard deviation equal to 0.1. Therefore,
a database of N structures, covering a significant number of possible damage scenarios, has been built. An example of database for
a structure with four components is shown in Table 1.

Then, a free vibration analysis has been carried out for all samples. The ANN has used the first natural frequencies and each
structure’s MAC scalars for its training process. The neural network, when trained, can be used for analysing new structures with a
5
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Table 1
Example of database of N samples for a 4-Component structure. The damage introduced for each component is indicated in terms
of stiffness reduction (1-d).

Component 1 Component 2 Component 3 Component 4

𝑆𝑎𝑚𝑝𝑙𝑒 1 0.12 0.00 0.15 0.21
𝑆𝑎𝑚𝑝𝑙𝑒 2 0.20 0.07 0.01 0.15
𝑆𝑎𝑚𝑝𝑙𝑒 3 0.03 0.05 0.17 0.14
𝑆𝑎𝑚𝑝𝑙𝑒 4 0.22 0.12 0.02 0.00
𝑆𝑎𝑚𝑝𝑙𝑒 5 0.16 0.15 0.01 0.09
... ... ...
... ... ...
𝑆𝑎𝑚𝑝𝑙𝑒 𝑁 0.14 0.04 0.18 0.12

Fig. 3. Schematic representing the entire process for damage detection, from the modelling of the structure to the trained ANN.

different damage distribution. Thus, giving as input the first natural frequencies and MAC scalars of this structure, the ANN could
predict all damages’ location and intensity.

The accuracy of this prediction is strictly related to the ANN architecture. Some studies try to develop optimization method
for the design of an ANN architecture [30,31]. Nevertheless, there is not a precise and proved method to define a priori all the
parameters. Thus, in this work the network’s architecture was built mostly through a trial-error procedure, depending on the problem
investigated. The parameters involved were the number of hidden layers and the number of neurons per layer.

Fig. 3 shows a flow chart describing the entire process applied in this work in order to build a network capable of predicting
the location and the intensity of a damage in a structure.

5. Numerical results

5.1. Three-stringer spar

The first case study is a simple longeron with three stiffeners. Its geometry is shown in Fig. 4. The geometrical characteristics
of this structure are the following: length L = 3 m, height of the cross section h = 1 m, area of the stringers 𝐴𝑠 = 1.6 × 10−3 m,
thickness of the panels t = 2 mm and distance between top stringer and middle stringer b = 0.3 m. The longeron is made of an
homogeneous and isotropic material, with a Young Modulus E = 75 GPa, a Poisson ratio 𝜈 = 0.33 and a density of 2700 kg/m3.
The spar is clamped at y = 0 mm.

This case test has already been validated in a previous study [8], for what concerns the computation of the structure’s natural
frequencies through the CW beam model. In Fig. 5, some representative mode shapes of an undamaged three-stringer spar are
illustrated. In Table 2, the values of the 15 frequencies for the undamaged structure and three other damage scenarios are shown.
In Fig. 6 the MAC matrices for the mode-to-mode comparison between undamaged and the same three damaged structures are
displayed. The last two parameters are fundamental for the training of the ANN.

The FE model used along the longitudinal axis consists of ten B4 elements. The CW model is composed of five L9 elements on
the beam cross section, one for each component. They are represented in Fig. 7. In the same figure, the probability density function
of the damage intensity for each component is also shown.

Concerning the ANN architecture used for solving this damage detection problem, a sensitivity study has been carried out on
two parameters: number of hidden layers (Nl) and number of neurons for each layer (Nn). A training database of 2000 samples has
been considered. The results of this study are shown in Fig. 8.

Each bar on the graph represents a simulation with a different neural network, trained through the MATLAB toolbox [32]. In
the horizontal axis, the number of the variable parameter is indicated, while the other is kept fixed. On the other hand, the vertical
6
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Fig. 4. Geometry of three-stringer spar.

Fig. 5. Mode shapes of undamaged Three-stringer spar.

Fig. 6. MAC mode-to-mode comparison between undamaged and damaged three-stringer spar for various damage cases.
7
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Table 2
First 15 natural frequencies (Hz) of the Three-stinger spar for the undamaged case and three damage scenarios.

Undamaged d = 0.1 d = 0.3 d = 0.5

𝑓1 3.17 3.00 2.65 2.25
𝑓2 3.56 3.38 3.00 2.55
𝑓3 3.83 3.65 3.27 2.84
𝑓4 14.27 13.59 12.12 10.42
𝑓5 16.73 15.90 14.10 12.01
𝑓6 17.67 16.94 15.37 13.61
𝑓7 21.17 20.40 18.19 15.41
𝑓8 21.70 20.59 18.78 16.37
𝑓9 22.95 21.79 19.27 16.96
𝑓10 25.10 23.89 21.23 18.19
𝑓11 25.75 24.85 22.98 20.94
𝑓12 31.21 30.15 27.92 25.47
𝑓13 37.92 36.60 33.81 30.75
𝑓14 45.79 44.13 40.61 36.73
𝑓15 54.85 52.77 48.35 41.20

Fig. 7. CW model of the Three-Stringer spar and representation of the Gaussian distribution of the damage intensity for each component.

axis shows the Mean Squared Error (MSE) found when the trained net is fed with dynamic parameters of an unseen structure. It
reads:

𝑀𝑆𝐸 =
∑𝑛

𝑖=1(𝑦𝑖 − 𝑦𝑖)2

𝑛
where 𝑦𝑖 represent the target and 𝑦𝑖 the output of the network. It is a performance index that indicates the accuracy of the neural
network in predicting the correct output. The least the value of this index is, the better the neural network is able to guess the
desired output. It is important to underline that the computational cost for the neural network training increases when the number
of neurons and layers increases. From Fig. 8, it is clear that the best possible result combined with the lowest computational cost
is reached when the ANN has two hidden layers with five neurons for each layer. It must be highlighted that only networks whose
layers had the same number of neurons have been considered.

Then, the results shown hereafter have been found with a dataset of 2000 samples and a neural network formed by two hidden
layers with five neurons.
8
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Fig. 8. (a) Influence of number of layers (Nn = 5); (b) Influence of number of neurons per layer (Nl = 1).

Fig. 9. Performance of the ANN with two hidden layers and five neurons in each layer for a three-stringer spar geometry.

The performance of the network is shown in Fig. 9. The coefficient R is the ‘‘correlation coefficient’’. It shows how the predicted
output and the targets are linked. It can assume values from 0 to 1, where 1 indicates that the predicted output matches the targets.
It can be noticed that this ANN reaches a very high accuracy in predicting damage location and intensity in a three-stringer spar.

Figs. 10–12 show the comparison between the ANN’s guess (Blue Bars) and the solution introduced through CUF formulation
(Red Bars). In the horizontal axis, the component’s numbering is indicated, according to the structure’s repartition shown in 7. In
the vertical axis the intensity of the damage is displayed.

In Fig. 10, only one component of the structure is damaged, while in Fig. 11 a maximum of two components is damaged at the
same time. In Fig. 12 all components are damaged simultaneously. When the damage is introduced in more than one component,
its severity can vary from one component to another.

The samples considered in these figures have a damage distribution different from samples used for the training process. Another
important consideration to underline about the results shown in Figs. 10 and 11 is the ANN’s capability in predicting the component
where the damage is present. In other words, when only one or two components are damaged, the ANN is always able to guess the
damaged component(s) and the corresponding intensity.

5.2. NACA Profile wing

A complete wing is considered as a second assessment. The wing is straight with a NACA 2415 airfoil. The chord 𝑐 is equal to
m. The thickness of each panel is 3 mm, whereas the thickness of the spar webs is 5 mm. The cross-sectional dimensions of the

par caps can be found in [33]. The overall length of the structure is 𝐿 = 6 m. The wing is made of three wing boxes, separated
y transversal stiffening members at sections 𝑦 = 2 m, 4 m, and 6 m. The thickness of the ribs is equal to 6 mm. For illustrative
urposes, the wing is entirely metallic and the adopted material is an aluminium alloy with the following characteristics: elastic
odulus 𝐸 = 75 GPa; Poisson ratio 𝜈 = 0.33; and density 𝜌 = 2700 kg∕m3. The wing is clamped at y = 0 mm. This model was

alidated in [33].
As for the previous case test, the CW model is adopted. Each longeron, panel, leading and trailing edge are meshed separately,

s illustrated in Fig. 13. Nine B4 elements have been used for the discretization along the longitudinal axis, while a combination
f L3, L4, and L9 elements has been used for the cross-section. In the same figure, the probability density function of the damage
ntensity for some components is also shown.
9
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Fig. 10. Comparison between the exact CUF solution (Red bars) and the ANN output (Blue bars) for a three-stringer spar. Each graph represents a structure
with only one damaged component. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 11. Comparison between the exact CUF solution (Red bars) and the ANN output (Blue bars) for a three-stringer spar. Each graph represents a structure
with a maximum of two damaged components. The damage can vary from a component to another. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

In Fig. 14, some representative mode shapes of an undamaged NACA profile wing are illustrated. In Table 3, the values of the
15 frequencies for the undamaged structure and three other damage scenarios are shown. In contrast, in Fig. 15 the MAC matrices
for the mode-to-mode comparison between undamaged and the same three damaged structures are displayed.

The adoption of the CW formulation allowed to treat each bay separately. It means that, for instance, the portion of the longeron
in the first bay can be damaged while the others stay intact. This modelling leads to having a more precise localization of the
damage in the structure. Consequently, there are a total of 18 components that can be damaged, six for each bay. Components
of each bay are illustrated in Fig. 16: Leading edge (Component 1), top panel (Component 2), trailing edge (Component 3), rear
longeron (Component 4), bottom panel (Component 5) and front longeron (Component 6). No damage was introduced in the three
ribs. In fact, the presence of even a small damage in a rib cannot represent an operating condition of this structure.
10
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Fig. 12. Comparison between exact the CUF solution (Red bars) and the ANN output (Blue bars) for a three-stringer spar. Each graph represents a structure
with all components damaged. The damage can vary from a component to another. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Fig. 13. CW model of a NACA profile wing and representation of the Gaussian distribution of the damage intensity for some components.
11
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Table 3
First 15 natural frequencies (Hz) of the NACA profile wing for the undamaged case and three damage scenarios.

Undamaged d = 0.1 d = 0.3 d = 0.5

𝑓1 4.14 3.93 3.47 2.93
𝑓2 21.28 20.24 17.94 15.24
𝑓3 25.00 23.81 21.16 18.02
𝑓4 39.45 39.32 39.03 38.61
𝑓5 64.84 62.02 55.66 47.94
𝑓6 85.61 82.09 73.90 63.84
𝑓7 91.54 87.39 78.07 67.03
𝑓8 93.46 89.15 79.61 68.39
𝑓9 96.99 93.70 85.89 75.54
𝑓10 103.67 99.45 89.85 78.23
𝑓11 104.82 100.43 90.88 79.56
𝑓12 106.76 102.29 92.38 80.62
𝑓13 109.90 105.69 96.42 85.06
𝑓14 115.76 111.201 100.69 87.63
𝑓15 124.19 119.33 108.49 95.39

Fig. 14. Mode shapes of undamaged NACA profile wing.

Fig. 15. MAC mode-to-mode comparison between undamaged and damaged NACA profile wings for various damage cases.

Fig. 16. Cross section of the NACA profile wing with the enumeration of the components for a single bay.
12
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Fig. 17. Comparison between the exact CUF solution (Red bars) and the non-optimized ANN (Blue bars) for a profile wing. The ANN architecture used is formed
by two hidden layers with five neurons in each one. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version
of this article.)

Fig. 18. Performance of the ANN with three hidden layers and 28 neurons in each layer for a profile wing.

The dataset used for the training of the ANN consisted of 2000 samples. Each sample was a structure with a different damage
istribution.

The first network’s architecture tested is the same used in the three-stringer spar case. It was formed by two hidden layers with
ive neurons for each layer. All 18 components were damaged at the same time. Results are shown in Fig. 17. The component’s
umbers go from 1 to 6 for each bay, following the numeration introduced in Fig. 16.

It is evident that this network, which was very accurate for the previous case test, is not suitable for this problem. The correlation
oefficient R is around 0.5. The reason is that, even if the number of input and output does not change, the FEM model is now more
omplex and the number of components involved increased from 5 to 18. Thus, a trial-and-error procedure was carried out in order
o find the best architecture possible. The resultant ANN was formed by three hidden layers, each one composed of 28 neurons. The
nput and the output were 15 natural frequencies plus the MAC scalars, as for the previous case test.

In Fig. 18, the performance of this network is shown. The neural network predicts with great accuracy damage location and
ntensity. A more in-depth analysis shows that the network finds small discrepancies in predicting damage location and severity in
omponents with very small defects.

Figs. 19 and 20 show the comparison between the CUF exact solution (Red bars) and the network’s output (Blue bars) when only
ne or two components were damaged. The damaged components could also be in two different bays. The structures investigated
n these figures had a damage distribution that was not used for the ANN training. It means that this input is new for the trained
eural network. Therefore, the ANN is able to predict with a very high accuracy damage location and intensity even in a more
omplex structure like a wing profile.

Fig. 21 shows the results of the ANN when all components are damaged simultaneously. The same hypothesis for Figs. 19 and
13

0 have been made.
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o

Fig. 19. Comparison between the exact CUF solution (Red bars) and the optimized ANN (Blue bars) for a profile wing. Each graph represents a structure with
nly one damaged component. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 20. Comparison between the exact CUF solution (Red bars) and the optimized ANN (Blue bars) for a profile wing. Each graph represents a structure with a
maximum of two damaged components. The damage can vary from a component to another. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)

6. Conclusions

This work proposed a damage detection method based on Artificial Neural Networks (ANN) and a one-dimensional free vibration
analysis model. The latter is based on the study of Carrera et al. in [8]. In fact, the analyses were carried out through a CW
formulation. CW models’ adoption allows a better description of higher order and local phenomena, an important characteristic for
damage detection.

The damage was introduced in the structure by the degradation of the stiffness of its components. A databases of a certain number
of structures with different damage distribution has been built through Monte Carlo simulations. For each sample, a free vibration
analysis was performed. The output of these analysis (natural frequencies and MAC matrix) was used for the training of the ANN.
The choice of using the MAC as input is made because it gives essential information about the mode shape evolution, which cannot
14
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Fig. 21. Comparison between the exact CUF solution (Red bars) and the optimized ANN (Blue bars) for a profile wing. Each graph represent a structure with
all components damaged. The damage can vary from a component to another. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

be caught via the shift in natural frequencies only. Thus, given a set of these vibration data, trained ANN were employed to detect
damage location and intensities in structures whose health status was unknown.

This approach was tested on two different geometries. The results suggest that:

• ANN’s can detect with great accuracy damage location and severity in each component of the structure. It should be underlined
that ANN training is computationally affordable because high order 1D finite elements are used for generating data, whereas
the resolution of the inverse problem is immediate.

• The proposed component-oriented approach can guarantee a better localization of the damage. It is possible to artificially
divide a component into other sub-components, making the model more precise. Nevertheless, increasing the number of
components leads to a more complex problem and, by consequence, to a more complex ANN. A trade-off point between
precision and complexity has to be found.

The CUF and CW models employed showed to be very interesting for damage detection. Nevertheless, note that the effectiveness
of the proposed method is subjected to two main hypotheses: (i) the damage only affects the stiffness of the structure, and not the
mass; (ii) modal shapes and natural frequencies can be measured on-site in such a precise way to be feed within a simulation-based
trained ANN.

In this work, only isotropic damages have been considered. The next step could be implementing a model that takes into account
lso anisotropic damages in the structure. Another further development could be the training of ANN’s capable of detecting damage
ocation and intensity by introducing as input the frequencies of the structure subjected to a load corresponding to its operating
onditions. Finally, recent studies (i.e. [34,35]) are moving towards the use of hybrid (experimental and numerically generated,
s in [36,37]) data for ANN training process. Thus, another step could be the addition of some experimental data as input for the
raining process, in order to investigate the effects of measurements errors on the accuracy of ANN predictions.
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