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Abstract

In this paper, we present a dataset of inter-language knowl-
edge propagation in Wikipedia. Covering the entire 309 lan-
guage editions and 33M articles, the dataset aims to track
the full propagation history of Wikipedia concepts, and al-
low follow up research on building predictive models of
them. For this purpose, we align all the Wikipedia articles
in a language-agnostic manner according to the concept they
cover, which results in 13M propagation instances. To the
best of our knowledge, this dataset is the first to explore the
full inter-language propagation at a large scale. Together with
the dataset, a holistic overview of the propagation and key in-
sights about the underlying structural factors are provided to
aid future research. For example, we find that although long
cascades are unusual, the propagation tends to continue fur-
ther once it reaches more than four language editions. We also
find that the size of language editions is associated with the
speed of propagation. We believe the dataset not only con-
tributes to the prior literature on Wikipedia growth but also
enables new use cases such as edit recommendation for ad-
dressing knowledge gaps, detection of disinformation, and
cultural relationship analysis.

Introduction
Increasing global connectivity and digital tools foster
knowledge propagation in all aspects; frequency, reach, and
directions. Wikipedia is one of the key platform for knowl-
edge propagation, especially between its language editions.
The unique features of Wikipedia, such as wide language
coverage, extensiveness of topics, and large-scale collabora-
tive participation, provide an opportunity to track the knowl-
edge propagation taking in place of the platform. The struc-
tural factors within Wikipedia, for example, cultural/linguis-
tic similarity (Eom et al. 2015; Samoilenko et al. 2016), dis-
tribution of multi-lingual editors (Hale 2014), topics of com-
mon international interests (Kim et al. 2016) also suggest the
possibility to model and predict knowledge propagation.

In this paper, we develop a dataset to capture inter-
language knowledge propagation in Wikipedia. The data set
tracks knowledge propagation by aligning the entire page
creations in a language agnostic manner. The sequence of
page creations across the whole language editions is aggre-
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Figure 1: Example propagation across Wikipedia language
editions.

gated for every Wikipedia item. Figure 1 shows some exam-
ple propagation instances, a few showing a bursty expansion
and a few showing a steady growth. Through this data set,
we aim to provide a holistic view of the growth of Wikipedia
from the perspective of inter-language propagation.

We believe that the data set has many application areas
both within and beyond Wikipedia. First, it contributes to a
deeper understanding of knowledge propagation, which ex-
tends the literature on Wikipedia dynamics (Halfaker et al.
2013), and supports data-driven modeling and prediction of
knowledge propagation. This can lead to systems for expe-
diting the growth Wikipedia, for example, that recommend
pages for translation to editors based on the likelihood of
propagation. Understanding the common propagation pat-
terns could also help outlier detection, such as the spread
of malicious content and cross-lingual sock-puppet attacks
(Kumar et al. 2017). As Wikipedia languages reflect cultural
boundaries and interactions, the data set can be used poten-



tially in various cross cultural studies as well.
In order to promote the usages, we present various ex-

ploratory analyses together with the data set. For example,
we observe that only a small fraction of items propagate to
many language editions, consistent to the finding made in
social networks (Goel, Watts, and Goldstein 2012); however,
propagation is more common in Wikipedia. The propaga-
tion tends to gain speed, suggesting the possibility to predict
whether an item would further propagate or not. We also find
association between the size of language editions and the
speed of propagation. We also observe more frequent prop-
agation among language editions that show higher cultural
and linguistic similarity, which corroborates the findings
made in prior works on multi-lingual editors (Samoilenko
et al. 2016), coverage of popular figures (Eom et al. 2015).

The remainder of this paper is organized as follows: first,
we briefly discuss the related work. We next explain how
we collected and developed the data set, and follow up with
some basic statistics and characteristics of the data. Various
uses cases are then elaborated, and the conclusion is pre-
sented with a number of future works.

Related Work
A large body of works was made on the evolution of
Wikipedia. These include the work on measuring the rate
of overall growth (Almeida, Mozafari, and Cho 2007), dis-
covery of the slowdown of the growth rate, and analyses of
possible reasons (Suh et al. 2009; Halfaker et al. 2013). Our
work overlaps with this line of research as the data set cap-
tures the growth of Wikipedia; however, it provides a new
perspective, i.e., inter-language propagation, to the growth.

Study of the multiple language editions in Wikipedia pro-
vides related findings and suggests the possibility of growth
through interactions between language editions. Hecht and
Gergle focused on the 25 largest editions and observed that
the majority of articles do not appear in many language
editions: for example, 74% of concepts are described in
only one language edition (Hecht and Gergle 2010) (in our
dataset, we find that number has decreased to 67%). Hale’s
analysis (Hale 2014) looks into one of the key mechanisms
of propagation, the edits made by multilingual editors. In
the analysis, only a small set of users (15.4%) is identified as
multilingual editors. In fact, approaches to promote propaga-
tion across language editions have been made using various
techniques including information retrieval, machine transla-
tion, and recommendation. Adar et al. developed a combina-
tion of machine learning techniques for improving infoboxes
(tables with summary data of a page) of four large language
editions (Adar, Skinner, and Weld 2009). wikiBABEL em-
ploys machine translation and collaborative editing tools in
order to facilitate content propagation across language edi-
tions (Kumaran, Saravanan, and Maurice 2008). Wulczyn et
al. presents a recommendation system for identifying miss-
ing articles and making personalized recommendations to
editors (Wulczyn et al. 2016). A deeper understanding of the
inter-language propagation could aid such efforts and pro-
mote the interactions in a more efficient manner.

Similar types of studies on propagation have been actively
conducted in diffusion research, including the epidemic of

a disease (Anderson, Anderson, and May 1992; Netrapalli
and Sanghavi 2012), diffusion of information in online so-
cial networks (Cheng et al. 2014), adoption of innovation
(Leskovec, Adamic, and Huberman 2007) and the diffusion
of scientific ideas (Cao et al. 2020). Although Wikipedia
does not have an explicit network structure and the propa-
gation of our study is at the level of language editions rather
than individuals, we share the view of diffusion research that
the propagation can be modeled and predicted by learning
the underlying patterns.

Dataset Development
Operationalization of Knowledge Propagation
Content propagation across language editions could be stud-
ied through different types of edits, for example, text ad-
ditions and revisions, image usages, or references, section
restructuring, etc. The space of possible analysis is large as
there are many types of edits. As a first step, our data set fo-
cuses on page creations. Page creations provides a practical
means to view inter-language propagation since the align-
ment of the creations across language editions, i.e., identify-
ing pages of the same concept, can be done clearly. Aligning
other types of edits, such as text revisions, is more ambigu-
ous and challenging as the content could diverge in many
different ways through addition, deletion, paraphrasing, etc.
In addition, the page creations are important since they are a
seminal type of edits that opens a space for future updates.
Thus, in our data set, we operationalize propagation as a se-
quence of page creations for the same Wikipedia concept
among the language editions.

Wikipedia is a huge corpus of densely inter-linked arti-
cles, not merely a simple collection of documents. The rich-
ness and diversity of its links allows the alignment of page
creations in various ways. In addition to the well-known
links between articles (a.k.a pagelinks), nowadays over 97%
of Wikipedia articles are linked to Wikidata.1 Wikidata is
a structured knowledge base where every concept is rep-
resented as a Wikidata item, of which features include a
collection of articles that describe the concept. Wikidata is
language agnostic, an important feature which enables it to
act as a centralized repository for all Wikipedia languages;
inter-language links among equivalent articles can be ex-
tracted. For example, the article about Artificial Intelligence
in English Wikipedia, links to the Wikidata Item Q11660,
that is the same item that corresponds to Inteligencia Artifi-
cial in Spanish Wikipedia, and to Kunstig intelligens in the
Danish version.

By harnessing Wikidata items as language-agnostic con-
cepts that appear in different Wikipedias, we can understand
the interactions, similarity and differences among language
editions. We use Wikidata items as an abstraction layer, and
treat the article about an item as a language instance of it.
Following the example above, we represent the article on Ar-
tificial Intelligence in the English Wikipedia as the English
instance of the Wikidata item Q11660, and associate to it

1https://wmdeanalytics.wmflabs.org/WD
percentUsageDashboard/



the timestamp of article creation. Repeating the same pro-
cess for the articles of all languages, we produce a sequence
sorted by the creation time.

Note that this sequence representation does not imply a
linear chain of influence. In other words, there is no means to
assure that the tn+1-th element is created as a consequence
of or influenced by the tn-th element (or the ones before).
Here we only know the order, not causality. Apart from the
small set of pages that are explicitly created through the
translation tool,2 we do not know the source nor the influ-
ence made to the creation of the pages.

Data Extraction
The dataset (Valentim et al. 2021)3 is developed by going
through the following steps:

1. Take all Wikipedia articles in all languages, and extract
their date of creation. This is done through the public
Wikipedia dumps.4

2. Using the Wikidata dumps, map all articles to their corre-
sponding Wikidata item.

3. Next, group articles according to their Wikidata item, and
create a sequence based on the the creation time.

4. For each sequence, we apply a topic model, classifying
them over 64 hierarchical topic taxonomy. Note that an
item can belong to more than one topic.

5. Finally, remove all the content created by bots.
The topics of each Wikidata item is identified through the

Wiki-Topic tool.5 The tool maps the items to a taxonomy of
64 hierarchical categories, including meta-topics like: Cul-
ture, Geography and STEM.

We remove bots as we are interested in understanding the
influence among editors of different languages, and also be-
cause there are few Wikipedias with high bot activity (such
as the Cebuano Wikipedia) that introduce noise in our anal-
ysis.

{
"wikidata_id": "Q2462783",
"editions": {

"enwiki": 1070560507,
"nlwiki": 1330883168,
"fawiki": 1351061927,
"ptwiki": 1424133378,
"ruwiki": 1544017388,
"zh_yuewiki": 1562334127

},
"topics": {

"STEM.STEM*": 0.96,
"STEM.Technology": 0.73

}
}

Listing 1: JSON record representing Wikidata item with
identifier Q2462783.
2https://www.mediawiki.org/wiki/Content translation
3The dataset can be downloaded directly from: https://doi.org/10.
5281/zenodo.4433137

4https://dumps.wikimedia.org
5https://wiki-topic.toolforge.org

To remove bots, we use the public profile of the user who
created each article. Note that in Wikipedia, bot users are
normally self declared; users who create accounts for bots
(or uses bots within their own account) explicitly declares
the information. While there are other techniques for bot
detection we apply the standards defined by the Wikimedia
community to delineate the edits made by bots.6

Dataset Format

The dataset includes the data from 2001 to the first trimester
of 2020. We first introduce some terminology.

• Item: the language-agnostic Wikidata identifier; for in-
stance Q298 (Chile).7

• Page: a specific language instance of an item. For ex-
ample, the Portuguese version of Q298 would be ptwiki-
Q298.8

• Topic: a set of items belonging to the same topic (e.g.
History). Note that the topic is assigned to the item, and
is propagated to all the pages of the item. Therefore, if
item Q298 belongs to the topic ’Geography’, all the pages
about Q298 would also belong to the same topic.9

Then, we organize our dataset as a collection of JSON-
formatted records, one for each Wikidata item (See List-
ing 1 for an example). Following the definitions above, each
record has three attributes:

• wikidata id: the Wikidata item;

• editions: the list of pages, i.e., languages, related to an
item and the creation time of each page. For the page,
the Wikimedia convention is to use the language code fol-
lowed by the expression “wiki”: for example, the English
language is “enwiki”.10 The creation time is represented
as a 32-bit integer Unix timestamp.

• topics: The list of topics that the content belongs to. Each
topic is associated to a score ranging from 0 (not relevant)
to 1 (relevant). We kept only the topics with score at least
0.5.

We emphasize that we removed non-Wikipedia projects
such as Wiktionary, Wikiquote, Wikibooks, and others. Fur-
thermore, we also make the same dataset available in a CSV
file, which is sorted first by Wikidata item and then by time
of page creation. We provide a Jupyter Notebook with ex-
amples on how to read and manipulate the dataset.11

6https://www.mediawiki.org/wiki/Manual:Bots
7https://www.wikidata.org/wiki/Q298
8https://pt.wikipedia.org/wiki/Chile
9https://meta.wikimedia.org/wiki/Research:Language-
Agnostic Topic Classification

10The full list of the mapping between the code and the lan-
guage can be found at https://meta.wikimedia.org/wiki/Table of
Wikimedia projects

11https://github.com/rodolfovalentim/wikipedia-content-
propagation
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Figure 2: Basic distributions of the data.
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Figure 3: Probability of continue propagating given a cas-
cade length K.

Exploratory Overview
Figure 2 provides a basic characterization of propagation. In
principle, we observe a skew of data in multiple aspects as
expected: the length of propagation, size of language edi-
tions, and time interval between page creations. We further
look into possible patterns by exploring various potential as-
sociations between propagation, language editions, and top-
ics.

Propagation length and momentum: Figure 2(a) shows
the distribution of propagation lengths, where most of the
Wikidata items propagate to only a few language editions:
for example, 88% of the items propagate to less than five
language editions. Although the distribution is skewed, we
find that the skew is less than those observed in information
diffusion made over social networks: for example, less than
1% of the diffusion had greater diffusion tree depth than 2
(Goel, Watts, and Goldstein 2012).

We also observe that the propagation tends to gain mo-
mentum as it reaches more language editions. At every prop-
agation length, we compute the ratio of the Wikidata items
that reach another language edition to those who do not. Fig-
ure 3 shows a rapid increase of the ratio, for example, from
the third propagation, the ratio becomes greater than 0.5.

Propagation speed and languages: While we do not see

Figure 4: Cumulative Distribution of the number of days be-
tween consecutive propagation relative to the position in the
cascade.

a clear relationship between popular language editions and
propagation length, we find associations between popular
language editions and the speed of propagation. We first ob-
serve that the propagation tends to speed up as an item prop-
agates further. The time interval between consecutive page
creations for every item was measured and broken down by
hop count. Figure 4 depicts the distribution for a few exam-
ple hops, showing that at greater hops, the time intervals are
more skewed towards shorter values. This finding implies
that an item is less likely to propagate further if a propa-
gation event does not happen for a long time, and that this
tendency gets stronger as the propagation progresses.

In addition to this finding, we find that popular language
editions tend to appear early in the propagation sequence.
To avoid the bias coming from the longer history of popu-
lar language editions, we only consider the propagation that
started after year 2008, when most of the language editions
were present in Wikipedia (Figure 5 shows the evolution
of Wikipedia in terms of language coverage). For each lan-
guage edition, we compute and aggregate the relative posi-
tion in the propagation (i.e., its order divided by the length of
propagation). The histograms in Figure 6 shows the distribu-
tion of the relative position for two example large language
editions (i.e., English and German) and two smaller lan-
guage editions (i.e., Farsi, Bengali). It shows that the distri-
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Figure 5: Number of Languages covered by Wikipedia.

bution of large language editions is more skewed to smaller
values. The scatter plot of Figure 6 provides an overview of
all language editions, sorting the language editions along the
x-axis based on their size and plotting their average absolute
position in the propagation. The results suggest an hypoth-
esis for further examination and exploration of causal rela-
tionships, i.e., if an item being covered in popular language
editions reduces the time of creations in other language edi-
tions.

Inter-language ties: We also observe ties between lan-
guage editions in the propagation process, which reflect lin-
guistic and cultural relationships among them. For every pair
of language editions, we compute the Jaccard index12 of the
set of items they cover. Figure 7 provides an overview of the
distance among language editions. Based on the Jaccard in-
dex values, the languages are projected to a 2D space using
t-SNE (Maaten and Hinton 2008).

We additionally compare our inter-language edition anal-
ysis with the translation activities of editors assuming that
page translations are an important means of propagation
in Wikipedia. Taking the logs of the Wikipedia translation
tool13, we measure the correlation between the computed
Jaccard index and the frequency of translation activities be-
tween the language editions. A moderately high correlation
(Spearman’s Rho rs = 0.41 , p < .01) suggests that direct
page translation is one of the key mechanism of propaga-
tion, however, at the same time, the number suggests that a
significant part is not directly associated to translation. Fur-
thermore, the translation activities did not exist for a vast
majority of language pairs (98%), hence those pairs had to
be excluded from the correlation analysis.

Use Cases
In general, this data set provides an integrated historical
view of Wikidata and Wikipedia, making ease of access and
creating synergy of the two sources.

12Jaccard index for two sets, A and B, is computed as J(A,B) =
|A ∩B|/|A ∪B|

13https://www.mediawiki.org/wiki/Content translation

There are multiple areas of applications. First of all, the
data set can directly aid researchers conducting multilingual
studies in Wikipedia. While there has been a wide set of
research focusing on English Wikipedia, relatively less has
been done on the interaction between different languages.
Particularly, our data set helps measuring temporal page co-
occurrence patterns among language editions, which can ex-
pand the studies on distances and similarities of Wikipedia
editions (Eom et al. 2015; Kim et al. 2016). The data set al-
lows going into more details by segmenting the data by topic
or by range of propagation. Furthermore, the time span cov-
ered (∼20 years) and the time granularity of each data point
enables longitudinal studies or focusing on specific periods
of time.

The possibilities for developing machine learning models
is also wide. For instance, it would be interesting to approach
the problem of predicting the propagation sequence, i.e.,, to
which new language a given item will propagate or the final
cascade length. The models can provide insights on frequent
propagation patterns and key features of them.

The models can lead to important use cases, for example,
addressing knowledge gaps among the language editions.
Recommender systems that suggest articles for translation
or topics to editors of a target language based on the prop-
agation status can be built with the models. On the other
hand, the models may also assist detecting disinformation
that spread to many language editions in an unusual manner.

It is important to highlight that the Wikidata identifiers14

further open the opportunity to enrich this data set with se-
mantic information and allow more in-depth studies. For
example, a researcher could dive into a particular set of
items (e.g., items of large propagation) by collecting detailed
information through Wikidata APIs (we give more details
about the possibilities of connecting this data set with other
databases in the next section).

There are also applications beyond Wikipedia. Assuming
language editions as a proxy of cultural boundaries, the data
set can support various cross-cultural studies such as under-
standing cultural similarity, interactions, and their evolution
over time. Comparisons against social media and Wikipedia
could be also made to understand the differences between
knowledge propagation and information diffusion.

Ethical & FAIR Considerations
This work is entirely based on public data, and does not con-
tain personal information.

This data set is developed in accordance with the FAIR
Data Principles. The objects and attributes of the data set
are clearly defined. As mentioned in the previous section,
it can also be enriched with various metadata available in
Wikidata. The extensive set of external identifiers of Wiki-
data (e.g., authority controls, international standard identi-
fiers, and social media ids15) also makes the data set inter-
operable and re-usable. Researchers can easily combine the
data set with other databases through the identifiers.

14https://www.wikidata.org/wiki/Help:Items
15https://www.wikidata.org/wiki/Wikidata:List of properties/

Wikidata property for an identifier



Figure 6: Distribution of relative order in propagation.
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The nature of Wikidata as a free knowledge base of linked
data allows re-using our work in different scenarios, appli-
cations, and as core component or complementary data for
future studies.

Conclusions
In this paper, we present a dataset of inter-language knowl-
edge propagation in Wikipedia. The dataset captures the
propagation history of Wikipedia by aligning the whole
pages of all language editions and sorting them by the page
creation time. Users can conduct various analyses, for exam-
ple, temporal patterns in page creations between language
editions, impact of particular language editions or topics,
and different evolution processes regarding the speed and
range of propagation. We provide a statistical overview and
a number of potential patterns in order to guide follow up
research.

There are diverse applications of the dataset. Methods for
efficiently transferring knowledge from one Wikipedia com-
munity to another could be explored using the dataset, and
mitigate the problem of knowledge gaps. Machine learning
models for detecting hot content in Wikipedia with cross-
cultural interest can be created. Similar models can be de-
veloped to detect unusual content propagation, potentially
driven by malicious users or coalitions trying to introduce a

specific topic or point of view in Wikipedia. Given the large
amount of languages covered in the data set and the rele-
vance of Wikipedia in the global knowledge ecosystem, the
data can be also used outside of Wikipedia, for example, to
understand cultural similarities or enhance multilingual NLP
systems.

There are multiple directions for future work. A direct ex-
tension is to develop a prediction model of the propagation.
We also plan to enrich the data set, for example, by incor-
porating page views, and advance the prediction model ac-
cordingly. Including page views adds another dimension and
allows new analyses on the interplay between content pop-
ularity and propagation. As mentioned early on in the pa-
per, propagation could be also studied with different types
of edits and at finer grained levels than pages, for example,
images and sections.
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