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Photogrammetric Survey for a Fast
Construction of Synthetic Dataset

Andrea Tomalini
Edoardo Pristeri
Letizia Bergamasco

Abstract

In this work we show how Physically Based Rendering (PBR) tools can be used to extend the training
image datasets of Machine Learning (ML) algorithms for the recognition of built heritage. In the field
of heritage valorization, the combination of Artificial Intelligence (Al) and Augmented Reality (AR)
has allowed to recognize built heritage elements with mobile devices, anchoring digital products to
the physical environment in real time, thus making the access to information related to real space
more intuitive and effective. However, the availability of training data required for these systems is
extremely limited and a large—scale image dataset is required to achieve accurate results in image
recognition. Manually collecting and annotating images can be very resource and time—consuming. In
this contribution we explore the use of PBR tools as a viable alternative to supplement an otherwise
inadequate dataset.

Keywords
synthetic dataset, image recognition, visual programming language, physically based render:
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Fig. I. Conceptual
scheme of the survey
and construction phases
of the textured mesh
model.

Introduction

In the context of built heritage enhancement, the use of mobile computing technologies for
its fruition can revolutionize the user experience [Barsanti et al. 2018; Lo Turco et al. 2019].
AR systems, if properly combined with ML algorithms, can expand the level of knowledge
that can be accessed while observing the asset [Spallone et al. 2020]. While it is very easy
to imagine the database containing the information associated with an architectural asset, it
is less immediate to imagine the query needed to access and explore it. Considering that
within the same database very different information is stored: referring to the history, the
construction technique, the history of the architect, etc,; one can understand how solu-
tions such as audio tours, information panels, or QR codes are not suitable to answer the
subjective curiosity of the user [Andrianaivo et al. 2019]. With the help of a mobile device,
starting from the recognition of the object itself, one could connect and reorganize all this
information according to the user’s preferences [Vayanou et al. 2014].

To enable this kind of navigation, one of the first steps is to ensure that the mobile device
can recognize the object in the frame. However, while some disciplines already apply Deep
Learning for image recognition [Norouzzadeh et al. 20 18; Liu et al. 2020], research is not as
flourishing for architectural feature recognition.

This research work proposes a methodology to enrich the training dataset needed to build
a software capable of recognizing the built heritage from pictures coming from a mobile
device with the help of PBRT tools. Once the architectural artifact has been surveyed, its
digital twin can be inserted into a modeling environment and used for the creation of pos-
sible views, even improbable ones, expeditiously, taking into account different lighting and
meteorological settings which could affect the picture taken from the end user.

Case Study Definition and Data Acquisition

Given the still preliminary stage of the work, the Saracen Tower of Spotorno was chosen as
a case study by the research team because of its small size and its position visible from differ-
ent points of the town. For this specific use case, a three—dimensional model has been useful
for the creation of photorealistic rendering used to train a ML algorithm. For this reason, and
to optimize working time, it was decided to generate a photogrammetric model by carrying
out a free—net adjustment with a subsequent assignment of the model scale by applying
the method of least squares over 3 known distances, measured using a metric token (fig. I).
The approach of using elements of known length is a cheap, expeditious and well-estab-
lished procedure, both in the orientation of the photogrammetric block in industrial appli-
cations [Luhmann et al. 2010], and in the survey of archaeological heritage [Nocerino et al.
2013]. The important thing is to correctly size the supports taken as reference — they must
be proportionate to the object to be surveyed — the distance of the images, and the degree
of precision and accuracy required by the final model.

The aerial photogrammetric shots were taken using a DJl Mavic Mini drone, equipped with
a 1/2.3" CMOS sensor. The dataset was integrated with some images taken from the ground
with a Sony Alpha 6000 camera equipped with a 23.5x15.6 mm sensor.
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Despite the non—professional tools, it is now known within the scientific community that the
processes of generating point clouds from georeferenced photogrammetric blocks provide
excellent results even when the starting data is not a set of images acquired with a calibrat-
ed photogrammetric camera. [Cardenal et al. 2004]

The Agisoft Metashape software was used for the 3D model generation operations.

The method used has already been tested and considered appropriate for the survey of
elements located in the vicinity of the supports used as references but, despite the cost—ef-
fectiveness of the process, even at greater distances the uncertainty is within a few centime-
ters. [Calantropio et al. 2018]

Dataset Construction Workflow

As previously mentioned, the generation of the 3D model, starting from aerial and ground
photos, was carried out using the Agisoft Metashape software. Since the final aim was to
produce photorealistic renderings in a fast way, it was fundamental to optimize the mesh,
firstly, to reduce the calculation time, secondly, to achieve a representation without gaps,
without visible polygon edges and with a more homogeneous appearance.A dense cloud of
5,198,304 points was used as input for the mesh calculation, resulting in a mesh of 345,280
faces. Then, to decrease the complexity of the geometry, the coplanar faces were merged
and the areas surrounding the tower were decimated. The output of this process was a
mesh of 219,269 faces.

An algorithm was written within Rhino’s Visual Programming Language (VPL) environment
to automatically generate the useful photorealistic views from this last textured mesh.
Grasshopper was chosen as the programming environment because of its ability to natural-
ly manage complex geometries. Moreover, being integrated within Rhino, it was possible to
easily connect it to different PBR rendering engines (Rhino Render and V—Ray).

In the algorithm, three working phases can be identified:

| The identification of useful views around the case study. A hypothetical circular path was
drawn around the tower. Along this path 26 chambers were positioned, | 3 at one elevation
and |3 at a slightly higher elevation, with the centre of the tower as the intake point.

2. Through the analysis of the epw weather file of the location, the solar path was imported.
The months between the summer solstice and the winter solstice were selected, and for
each month 5 moments in the day were selected in order to have a render for each possi-
ble significant position of the sun.

3. The last step was to automate the rendering procedure of all the views for each chosen
moment during the selected months.VWe have 26 chambers, for each of them 5 positions of
the sun were selected for the 6 chosen months for a total of 780 images (size of each image
480*480 px).The images were exported in .png format with the contour of the architectur-
al object. It was decided on a first hypothesis to include as little context as possible and to
avoid representing the sky, in order to prevent the ML algorithm that would be trained on
this dataset from identifying features on objects or landscape components (clouds, bushes
or other) other than the tower.

A first dataset built in this way was generated in about 3 hours. Many of these steps could
be further automated, thus reducing the required time. (fig. 2)
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Fig. 3. From the left:
Classification pipeline
architecture; Two
intermediate outputs of
the pipeline stages.

Test Classification Pipeline

To test if the data produced by the aforementioned workflow is suitable for training a clas-
sification algorithm, a naive image classification pipeline has been created.This has also been
useful to identify possible problems with the generated images, such as the issue that will be
mentioned in the next paragraph.

The architecture of the pipeline is outlined in Figure 3.The first block is in charge of import-
ing the data as it is. Since in this case we are using a simple binary classifier; we have four
different types of data. The two types of data used for training are the pictures generated
algorithmically and pictures coming from a public dataset of building facades for the other
class. The other two types of pictures used for testing the classifier are real pictures of the
tower taken with a camera and other pictures coming from the aforementioned public
dataset. The pictures used to train the classifier are then elaborated in the ‘Augmentation’
and ‘Preprocessing’ blocks of the script to be ready to be used from the classifier. The test
pictures only have to be preprocessed. The classifier is an implementation of a Stochastic
Gradient Descent (SGD) [Bottou Leon 2010] classifier which, even if not tuned, allows us
to draw some conclusions about whether the data we generated can be useful for image
recognition purposes.

I y E Import

% Augmentation —% Preprocessing

Classifier

Original (BW) HOG

Dataset Construction Improvements

After training and testing the classifier on the first dataset, an overfitting problem became
immediately apparent. The images, as previously described, were taken with the same
camera settings, the same perspective and the tower was always in the center of the
picture. As can be seen in Figure 3, to allow the images to be processed by the classifier,
they undergo several levels of pre—processing, including the removal of color information.
They are then processed by a ML algorithm that calculates the Histogram of Oriented
Gradients (HOG), a technique used to select the most interesting features within the
image from a software perspective.

If the automatically generated images have a low degree of variability in some regions,
which is visible in the HOG data, there is a risk that the classification algorithm will learn to
correctly classify only those images with this degree of variability, i.e. the synthetic ones, and
misclassify the real images.

To solve this problem, some degree of variability in the relative position of the tower in the
image had to be included. The initial VPL algorithm has been modified, spheres have been
constructed on the point on which the cameras were initially positioned and for each image
the camera has been positioned on a random point belonging to this sphere. A similar solu-
tion has also been used for the camera target, with this stratagem the images no longer have
the same coordinates and our case study is never in the same position within the image.
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Conclusions

Even though it has not been tuned, the classifier scored a~70% of accuracy in distinguishing
images of the tower from images of other buildings.

The benefits of the presented approach versus a more traditional ground survey are clear
In a comparable time we can obtain much more data about the case study allowing to
achieve promising results in image recognition with ML algorithms.

With the tested classification algorithm, the background of the rendered 3D object plays
an important role as it is processed along with the subject during the pre—processing phase
and the resulting information is used during the training of the SGD classifier The output of
the render should in fact have in the background different images which are similar to the
true background of the real building, thus adding ‘noise’ behind the subject and reducing the
risk of ‘overfitting’ the classification model, which would decrease its accuracy.

Including the surrounding scenery into the rendering therefore means providing a more
complete context to the subject of the survey. This can be achieved by taking some addi-
tional pictures with the drone or by using inexpensive hardware to collect spherical images.
This information can be augmented using a 3D rendering engine to include night or dusk
settings as well. Moreover this technique also provides the operator a mesh with is useful in
the mentioned AR applications.
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