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A B S T R A C T   

The EU-DEMO First Wall (FW) will be a relatively thin structure. In order not to damage this layer, heat loads 
distributed onto the wall should be carefully controlled. In the case of transient events, as for example plasma 
disruptions, the steady-state heat load limit (∼ 1 − 2 MW/m2) can be largely exceeded for a timespan sufficiently 
long to cause damages. Therefore, when the control system detects an upcoming disruption, Shattered Pellet 
Injection (SPI) or Massive Gas Injection (MGI) mitigation techniques can be employed to inject impurities and 
switch off the plasma safely. In the present work, the Monte-Carlo ray-tracing code CHERAB is used to compute 
the radiative heat load distribution on the EU-DEMO Plasma Facing Components (PFCs) due to a mitigated 
plasma disruption. By applying ad-hoc techniques to improve the quality of the Monte Carlo calculation, we 
obtain a peak radiative load of ∼ 490 MW/m2 on the PFCs, which is ∼ 25% lower than previous estimates.   

1. Introduction 

The EU-DEMO FW will be a relatively thin structure (mainly due to 
Tritium-breeding requirements), with a 2–3 mm layer of structural 
material (Eurofer) and a W coating [1,2]. To compensate for differences 
in the coefficients of thermal expansion, a functionally graded interlayer 
is interposed between Eurofer and W [3], resulting in a coating thickness 
of 2 mm. To prevent damaging the W layer, heat loads distributed onto 
the FW should be carefully controlled. In steady-state nominal opera
tion, the maximum acceptable load is ∼ 1 − 2 MW/m2 [4]. In the case of 
transient events, e.g. the thermal quench of a plasma disruption, this 
limit can be largely exceeded. Considering the worst possible EU-DEMO 
scenario of a non-mitigated thermal quench, it is suggested that ablation 
of W would be surely reached if no mitigation strategy is implemented 
[5]. Therefore, when the control system detects an upcoming disruption, 
impurities (in the form of shattered pellets or massive amounts of gas) 
can be injected in the plasma to mitigate the event [6]. This mitigation 
aims at enhancing as much as possible the radiation emission to spread 
the plasma internal energy onto the entire FW surface so reducing the 
localized peaks. 

In order to precisely assess the radiative load distribution onto the 

EU-DEMO FW during the thermal quench of a mitigated disruption, we 
run the Monte Carlo (MC) ray-tracing code CHERAB [7–9]. As CHERAB 
is capable of handling sophisticated 3D wall geometries, we can take 
into account the details of the latest design of the EU-DEMO FW. We use 
a radiation source distributed along the vertically-displaced last closed 
flux surface (VD-LCFS), to mimic the emission distribution during the 
mitigated disruption. This choice allows to benchmark our result against 
previous estimates [10]. 

In this work, we also present a procedure to improve the Monte Carlo 
statistics in the CHERAB code [11], reducing the noise for a given 
number of MC samples (rays). By applying our improved technique, the 
estimated peak power load on the outboard upper limiter is shown to be 
of ∼ 490 MW/m2, i.e. 25% lower than previous estimates [10]. 

The paper is organized as follows: in Sec. 2, we describe the meth
odology, consisting of the simulation setup and of the techniques to 
improve precision and accuracy; in Sec. 3, the results are discussed, also 
in comparison with the previous ones; in Sec. 4, we present conclusions 
and perspective of this work. 
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2. Methodology 

2.1. Simulation setup 

2.1.1. Input: Computational mesh 
The CHERAB code is based on the ray-tracing engine Raysect 

[12,13]. The processes encountered in the propagation of light from the 
source (

[
W/m3/sr

]
) to the target surface (computational mesh) are 

approximated via MC integration. In the present work, the EU-DEMO 
FW is subdivided into 89 sub-pieces according to the latest CAD files 
provided by EUROfusion [14]. On each sub-piece, an unstructured, non- 
uniform triangulation is defined with a suitable localized refinement 
(see Fig. 1) to guarantee a satisfactory resolution of the gradients of the 
radiative load distribution (average linear size of the triangles ≲1 cm). 
This triangulation represents the computational mesh of the simulation. 

In CHERAB, each triangle becomes a radiation detector. A number 
Nray of rays are shot from each detector1. By tracing the intersections of 
the rays with radiation sources, the radiation heat load qi

[
W/m2] over 

each detector is computed, alongside with the corresponding statistical 
error Δqi

[
W/m2]. By combining the heat load measurements, the total 

power Ptot [W] reaching the surface and its absolute error ΔPtot [W] [15] 
can be evaluated and compared with the expected output P*

tot. An 
agreement in this respect is a necessary, though not sufficient, condition 
to conclude that the radiative heat load distribution is reliable [11]. 

Despite the periodicities of the PFCs along the toroidal direction 
suggesting that the irradiation should be simulated over 1/4 of the 
tokamak, we take into consideration 1/16 of the EU-DEMO chamber, 
choosing a sector equipped with all the limiters, i.e. the PFCs of most 
concern (see Fig. 1). This choice allows saving computational time. The 
tiny gaps left behind by the arrangement of the pieces (lack of water
tightness of the mesh) are to be taken into account in the energy 

conservation check. 
The surface of the whole sector is assumed to be a perfect radiation 

absorber. No reflection is modelled at this stage because: (i) it is not 
foreseen to markedly influence the result; (ii) it requires additional 
pieces of information; (iii) it would introduce an important increase in 
the computational cost (which is already non negligible). 

2.1.2. Input: Radiation source 
We employ a total power radiated P*

tot = 500 GW, consistently with 
[10]. The source is built by placing ∼ 100 annular-like elements along 
the VD-LCFS [14] to approximate a continuous distribution2 (see Fig. 2, 
right). Each element is characterized by a square poloidal cross section 
with side length l = 1cm, axisymmetrically mapped along the toroidal 
direction φ (Fig. 2, left). The assumed toroidal symmetry of the source is 
consistent with the similarity between the characteristic toroidal revo
lution time and the duration of the thermal quench [11]. The power PV 

emitted per unit volume and unit steradian [W/m3/sr] is the same for all 
the annular sources. 

No space, nor wavelength, nor time dependence is considered: P*
tot is 

assumed to be constantly radiated during the whole thermal quench 
(conservatively lasting τTQ = 1 ms) [16–18] giving a constant PV in 
time. 

All these features match the ones of the previous work [10]. 

2.2. MC statistics: Improvement of simulation quality 

2.2.1. PDF and peak power load analysis 
We now consider the mesh defined over a single sub-piece (out of the 

total 89). With q standing for a generic heat load, the Probability Density 
Function (PDF) f(q) of the collection of measurements {qi} over the 
mesh is such that f(q)dq represents the probability of finding a detected 
heat load qi in the interval [q; q+dq] [19]. Whatever the actual overall 
PDF f(q), each qi is one realization of an unknown normally distributed 

Fig. 1. Geometry of the simulated EU-DEMO sector, provided with four limiters: inner (IN-LIM), upper (UP-LIM), equatorial (EQ-LIM) and lower (LOW-LIM). The 
zoom on UP-LIM shows the unstructured triangulation defined on its perfectly absorbing surface. 

1 Actually, the radiative load acquisition performed by each detector follows 
a more involved (rendering) procedure [11]. Each detector usually ends up 
shooting an integer multiple of Nray. Nonetheless, there is no difference in 
practice. 

2 In principle, CHERAB allows to build a continuous power emission distri
bution. However, this approach is more computationally efficient. 
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random variable whose broadening (standard deviation σ) is approxi
mately quantified by the corresponding error Δqi. In other words, if the 
measurement of the ith detector only is repeated N≫1 times, a Gaussian 
distribution would be recovered. Although this is never done in practice, 
the practically relevant circumstance of a uniform irradiation over N 
identical detectors must give the same result: instead of “the measure
ment of one detector is repeated N≫1 times” it is “one measurement is 
carried out by N≫1 equivalent detectors”. According to Fig. 3 (test case 
with N = 5000), a Gaussian distribution of {qi} is recovered 
(R2 > 0.95), as expected. Therefore, a uniform irradiation leads to a 
Gaussian PDF due to the non-zero error. It follows that, with a lower and 
lower probability (depending on N), a generic qi may lie farther and 
farther away from the average (hopefully exact, though unknown in 
practice) value μ. As a consequence, a generic qi could be affected by an 
error significantly greater than the Δqi computed by the code. In the 
present work, the error on the maximum detected radiative load qmax can 
be proved to be as large as ∼+4Δqi ( + 4σ) [11] (see Fig. 3). The exact 
maximum radiative load qexact

max then lies in the interval (qmax − 4σ; qmax)

which represents a suitable, not necessarily thin, error bar. 
Considering the more general case of non-uniform irradiation, f(q)

can be of arbitrary shape due to the presence of gradients in the heat 
load. However, according to [11]: (i) the above-mentioned discussion 
about the error over qmax holds in this circumstance as well; (ii) the 
resolution of gradients themselves cannot be guaranteed: if the statis
tical fluctuation is too high, the result would lack of precision, gradients 
would be completely lost, the radiative load would turn out to be 
uniform-like and Gaussian peaks would be recovered. Instead, a high- 
precision condition is set when sharp edges and/or asymmetries of the 
structures of f(q) appear. 

2.2.2. Averaging procedure 
It is common practice to reduce the statistical uncertainty Δqi of the 

outcome qi by increasing the number of MC samples, i.e. the number of 
rays Nray shot by the ith detector. Indeed, the relative error ∊i = Δqi/qi is 
such that ∊i∝N− 1/2

ray [11]. However, the computational cost approxi
mately3 scales as ∝Nray. Hence, merely enhancing Nray to get a more 
precise result may not be feasible in practice. 

For this reason, we develop an averaging procedure (AVG) based on 

the idea of smoothing out the statistical fluctuation by suitably working 
on the set {qi}. To this purpose, consider one detector (i.e. mesh trian
gle) Di which has acquired qi and a number (Ni − 1) of adjacent de
tectors, i.e. sharing with Di at least one vertex (see Fig. 4). Let the index 
k run over the collection of such Ni detectors, Di included. The averaged 
radiative heat load 〈qi〉 to be substituted to qi can be written as the 
weighted average: 

〈qi〉 =

∑Ni
k=1Akqk

∑Ni
k=1Ak

(1) 

The procedure is then repeated for all detectors in the mesh. This 
yields the overall averaged heat load profile. This approach shows some 
relevant features [11]: (i) averaging over adjacent triangles mainly 
smooths out the statistical fluctuation (which appear on this very spatial 
scale) while satisfactorily (though not perfectly) maintaining the 
macroscopic gradients implied by the irradiation (which occur over a 
larger spatial scale). “Not perfectly” means that an error associated to 
AVG is introduced, which can however be safely monitored; (ii) to be 
consistent with the physics of radiation transport, the average must be 
performed only on the neighboring triangles which do belong to the 
“same surface”, as shown in Fig. 4. This is practically ensured by suitably 
checking the orientation of the normals; (iii) the error Δ〈qi〉 over 〈qi〉

follows from {qk} and the errors {Δqk}, according to [15]. Hence, the 
computation of 〈qi〉 (Eq. (1)) and Δ〈qi〉 does not depend on Nray, but 
rather on Ni (almost constant throughout the mesh). In conclusion, the 
fundamental MC law still holds for the averaged quantities, i.e. 
Δ〈qi〉/〈qi〉∝N− 1/2

ray , and convergence studies can be carried out even after 
the application of AVG; (iv) AVG cannot entirely substitute enhancing 
the number of rays but it can be a cheap auxiliary post-processing tool to 
improve precision. 

3. Results and discussion 

3.1. Benchmark against previous work 

The most relevant input parameters of the simulations are listed in 
Table 1. The source geometry and the number of rays of the updated 
simulation “Nray = 250 – AVG = no” are chosen to match the ones of 
“[10] – Nray = 250 – AVG = no” to have a well-posed benchmark. The 
only (minor) difference between the two cases is the design of the PFCs. 

First of all, the energy conservation is accurately satisfied and the 
missing power in “Nray = 250 – AVG = no” ( − 3%) can be carefully 

Fig. 2. Left: representation of one annular emitter, the fundamental brick of the 
radiation source geometry. Right: VD-LCFS in the poloidal plane. The white 
contour is a schematic representation of the 2D projection of the 3D structure of 
Fig. 1. The square cross sections of the emitters are enlarged for the sake of a 
better visualization. 

Fig. 3. Uniform irradiation in the test case with N = 5000 detectors gives a 
Gaussian-like PDF due to the non-zero error introduced by the MC integration. 
Measurements ∼ 4σ away from the exact, average value μ are found. Blue 
points are a representative subset of {qi}. (For interpretation of the references 
to colour in this figure legend, the reader is referred to the web version of 
this article.) 

3 Additional parameters are involved in the power load computation [11]. 
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motivated in terms of lack of watertightness of the mesh4 (see Sec. 
2.1.1). Still, this missing power does not affect anyhow the computed 
radiative load distribution and, hence, it does not pose any threat to the 
reliability of the outcome. 

Then, to perform a quantitative comparison we exploit the PDF of the 
measurements of “Nray = 250 – AVG = no” and “[10] – Nray = 250 – AVG 
= no” over UP-LIM (see Fig. 5), a representative PFC for such an analysis 
[11]. Their overlap is satisfactory, thus confirming the quantitative 
agreement between the two cases. The small discrepancies can be 
explained in terms of the small geometrical differences in UP-LIM. 

As it is apparent from Fig. 5 in the light of Sec. 2.2.1, the precision of 
the calculation requires an improvement. 

3.2. Simulations with increased number of rays and AVG 

An improved simulation with Nray = 2500 is run and AVG is carried 
out. The comparison against “Nray = 250 – AVG = no” is pictured in 
Fig. 6. 

It is clear that the unphysical statistical fluctuations, mostly observed 
in “[10] – Nray = 250 – AVG = no”, are substantially reduced. Further
more, this allows for a more precise evaluation of the peak radiative load 
in both value and location. Indeed, in [10], qmax had been significantly 
overestimated ( + 35%) and incorrectly located (elsewhere than on UP- 
LIM). 

Finally, we assess the convergence in terms of the number of rays by 
running the “reference” calculation “Nray = 10000 – AVG = yes”. We not 
only check the convergence on qmax, but we also verify that its associated 
PDF on UP-LIM, where the peak heat load occurs, is practically super
imposed to the PDF “Nray = 2500 – AVG = yes” (see Fig. 7), thus 
ensuring the quantitative convergence of the entire radiative load dis
tribution. Therefore, according to Sec. 2.2.1, we can reliably conclude 
that qexact

max lies in the interval (qmax − 4σ; qmax) = (476;488) MW/m2 for 
the configuration considered. 

The peak heat impact factor, defined as 
(

qmax⋅
̅̅̅
τ

√ )
, is commonly 

used to assess whether or not the heat load qmax
[
W/m2] applied for the 

timespan τ[s] eventually results in melting of the solid surfaces. Since, in 
the present work, with qmax = 488MW/m2 and τ = τTQ = 1 ms, the 
corresponding peak heat impact factor (15.4 MJ⋅m− 2⋅s− 0.5) lies above 
the W threshold (∼ 10 MJ⋅m− 2⋅s− 0.5 [14,20]), melting of the W layer is 
reached. However, further studies with more realistic sources are 
required to assess the actual risk of melting. 

4. Conclusions and perspective 

The CHERAB code is employed in this work to evaluate the radiative 
heat load distribution over the EU-DEMO PFCs due to a mitigated 
plasma disruption. The radiation source during this event is assumed to 
be toroidally symmetric and distributed along the vertically-displaced 
last closed flux surface. 

After having verified the correct settings of the code by assessing the 
energy conservation and by comparing our results with those of an 
already existing simulation, two techniques for improving the simula
tion quality are proposed:  

i. An averaging procedure that allows smoothing out the Monte Carlo 
statistical fluctuations of the computed heat load;  

ii. A statistical analysis that allows testing the quality assurance of the 
result and providing a suitable error bar for the peak radiative load. 

The converged CHERAB simulation gives a peak heat load qmax of ∼
490 MW/m2 on the outboard upper limiter (UP-LIM, a sacrificial PFC), 
∼ 25% lower than previous estimates [10], which also foresees the peak 
heat load to be incorrectly located elsewhere than on UP-LIM in [10]. 

A detailed computation of the radiative load distribution in the case 
of a full 3D radiation source, taking into account poloidal and toroidal 
asymmetries, could be performed with CHERAB but it is beyond the 
scope of the present work. However, a simplified way of taking into 
account asymmetries in the source is to scale up qmax by a toroidal and 
poloidal peaking factor γ. By assuming γ ∼ 3 as estimated for ITER 

Fig. 4. Top part of the mesh defined over UP-LIM and schematic of the aver
aging procedure. Among the triangles sharing at least one vertex with the 
reference one (dark green), only the light green ones are to be considered in the 
computation of the average power load 〈qi〉 (Eq. (1)). The red ones are excluded 
(see text). (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 

Table 1 
Main settings and outcomes of the different simulations with VD-LCFS radiation 
source. The number of significant digits of each output quantity follows from its 
precision. The case “Nray = 10000 – AVG = yes” was run for UP-LIM only. All 
simulations have been run with OMP parallelization on a 16x2 cores cluster node 
with Intel® Xeon® Gold Scalable Processor Gold CPU 6130 @2.10 GHz.  

Work Nray[− ] AVG ∊[ − ] qmax [MW/m2] Ptot[GW] CPU 
time [h]

[10] 250  no  11.4%  6.6⋅102   497.99/500  −

(new) 250  no  9.8%  6.2⋅102   484.69/500  36  

2500  yes  1.2%  488   484.352/500  72 + 1  
10000  yes  0.35%  483   − −

1 h is the computational cost of the AVG procedure for that case. 

Fig. 5. The overlap of the PDFs over UP-LIM confirms a quantitative agreement 
of the current result with [10] in the case Nray = 250. The lack of a perfect 
overlap is due to the different UP-LIM design and it is then of little relevance. 
Still, Gaussian-like peaks are symptoms of low precision (see Sec. 2.2.1). 

4 Further subtle effects are involved but they can be shown to give a negli
gible contribution [11]. 
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[14,21], the resulting peak heat load is γ⋅qmax ∼ 1500 MW/m2. 
Nonetheless, even without applying any peaking factor, the corre

sponding peak heat impact factor turns out to be ∼ 15 MJ∙m− 2s− 0.5, 
which is already above the W damage threshold of ∼ 10 MJ∙m− 2s− 0.5 

[14,20]. 
Since the radiation source was selected in a rough approximation to 

study the code convergence, further studies with more realistic sources 
are planned. 
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