
18 October 2022

POLITECNICO DI TORINO
Repository ISTITUZIONALE

A multiscale modelling of the cardiovascular fluid dynamics for clinical and space applications / Gallo, Caterina. - (2021
Jan 28), pp. 1-285.

Original

A multiscale modelling of the cardiovascular fluid dynamics for clinical and space applications

Publisher:

Published
DOI:

Terms of use:
Altro tipo di accesso

Publisher copyright

(Article begins on next page)

This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository

Availability:
This version is available at: 11583/2872354 since: 2021-02-24T09:54:14Z

Politecnico di Torino



Doctoral Dissertation
Doctoral Program in Aerospace Engineering (33.th cycle)

A multiscale modelling of the
cardiovascular fluid dynamics for

clinical and space applications

Caterina Gallo
* * * * * *

Supervisors
Prof. S. Scarsoglio, Supervisor
Prof. L. Ridolfi, Co-supervisor

Doctoral Examination Committee:
Prof. G. Pedrizzetti, Referee, Università degli Studi di Trieste
Prof. R. Verzicco, Referee, Università di Roma "Tor Vergata"
Prof. M.D. de Tullio, Politecnico di Bari
Prof. U. Morbiducci, Politecnico di Torino
Prof. J. Tiago, Instituto Superior Técnico

Politecnico di Torino
January 28th, 2021



This thesis is licensed under a Creative Commons License, Attribution - Noncommercial-
NoDerivative Works 4.0 International: see www.creativecommons.org. The text
may be reproduced for non-commercial purposes, provided that credit is given to
the original author.

I hereby declare that, the contents and organisation of this dissertation constitute
my own original work and does not compromise in any way the rights of third
parties, including those relating to the security of personal data.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Caterina Gallo

Turin, January 28th, 2021

www.creativecommons.org


Summary

The purpose of this Thesis is two-fold: (i) developing a mathematical model of
the cardiovascular system able to efficiently reproduce the human circulation be-
haviour of both a generic subject and specific individuals, and (ii) providing addi-
tional answers to still open questions associated to either the clinical and aerospace
worlds.

A closed loop multiscale (0D-1D) mathematical model of the cardiovascular sys-
tem was developed, by combining a 1D model of the systemic arterial tree, a 0D
description of the microcirculation, venous return and heart-pulmonary circulation,
a multiscale (0D-1D) framework of the coronary circulation, and a baroreflex model
to maintain homoeostasis. By using the geometrical and mechanical properties of
a healthy and young man, the resulting model was proved to properly reproduce
the physiological cardiovascular behaviour, in terms of haemodynamic parameters
and pressure/flow rate waveforms and mean values. The reliability of the proposed
modelling solution was also tested through a patient-specific version of the gen-
eral model, requiring as input data non-invasive patient-specific information only:
from anthropometric and personal details (weight, height, age, sex) to common
clinical measurements (time-averaged heart rate and left-ventricular contraction
time - through the ECG - and beat-averaged mean/pulse brachial blood pressures
- through automatic oscillometric recording). We verified that the patient-specific
model is able to give accurate central blood pressure estimates for 12 specific sub-
jects, despite it should be further tested in a larger cohort of individuals.

The model was also exploited to investigate different topics in case of atrial
fibrillation and long-term microgravity exposure. In particular, we studied (i) the
consequences of the sole heart rhythm variations on the systemic arterial tree in
atrial fibrillation, (ii) the effects of different ventricular heart rates during atrial
fibrillation on the coronary circulation performance, and (iii) the cardiovascular
system response to long-duration microgravity (5/6 moths), without the applica-
tion of countermeasures and with respect to a supine configuration on Earth.

Interesting insights, impossible or hard to obtain through direct experimental
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approaches, were gained from these studies. These latter confirm the huge po-
tentiality of the modelling approach in responding to clinical and space medicine
questions, overcoming the principal limitations of in-vivo studies, which are usually
invasive, expensive, time-consuming, and difficult to carry out.
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Introduction

Human circulation is an extremely complex fluid dynamic system. It is just
sufficient to consider that the vasculature consists of arterial and venous tree-like
structures with locally variable elastic and viscoelastic mechanical properties, and
the heart, serving as pump, is an automatically-regulated engine having an intrin-
sic electric control of atrial and ventricular contractions. In addition, the blood
is an incompressible, viscous and non-Newtonian fluid which develops in different
patterns (from laminar to turbulent to single file flow), and the blood motion is not
stationary but pulsatile, at least at arterial level. Finally, cardiac and vascular prop-
erties are continuously affected by short- and long-term control mechanisms, and a
variety of other conditions, such as posture, exercise, age, emotions and stress, play
a role in the final cardiovascular behaviour, further enriching the emerging scenario.
Thus, even in physiological states, the resolution of the cardiovascular system is not
trivial and the modelling of its geometrical and mechanical characteristics, as well
as fluid dynamic features and regulatory systems, requires special attention when
in-silico approaches are adopted.

Different mathematical models of the cardiovascular system have been proposed
for both clinical and aerospace applications. From a clinical perspective, cardiovas-
cular models are used to investigate the genesis of cardiac and vascular pathologies,
support the design of medical devises, foresee the effects of potential therapeutic ac-
tions, and support clinicians and medicine students in decision making and learning.
In the field of space medicine, mathematical models are adopted to inquire into the
functioning of human circulation during hypergravity, hypogravity and micrograv-
ity exposure, in order to identify the best countermeasures to compensate for the
drawbacks of altered accelerations on the physiological cardiovascular performance.
Depending on the final utilization, lumped, space-dependant and multiscale models
have been exploited. The latter models combine submodels of different dimensions,
thus guaranteeing an adequate level of detail to each cardiovascular region at a
reasonable computational cost. For this reason, multiscale models are widely ap-
preciated in a number of sectors and employed for the majority of applications.

With the present Thesis, we developed a closed-loop multiscale mathematical
model of the cardiovascular system, which was applied to different areas of research.
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The model integrates a 1D description of the systemic arterial tree, a multiscale
(0D-1D) model of the coronary circulation, and a 0D model of the microcircula-
tion, venous return and heart-pulmonary circulation. It also includes a baroreflex
model, which assures the automatic adjustment of the mean arterial pressure beat
by beat. Despite different modelling solutions here implemented are not novel in
literature, the objective of this work is not producing an entirely new mathemati-
cal model but obtaining a complete and versatile platform to be used to different
aims. The proposed model, in fact, reproduces important key characteristics of
the cardiovascular system, such as the propagation and reflection phenomena of
pressure and flow waves along the arterial tree, the non-ideal behaviour of cardiac
valves, the well-organized structure of micro-circulation groups and venous return,
the haemodynamics of coronary microvasculature, and the short-term regulation
mechanism. Thus, the model represents a comprehensive and versatile framework
able to explore various configurations, from cardiac arrhythmias to different gravi-
tational environments.

A simplified version of the model, reproducing the systemic arterial tree, the left
heart and coronary circulation, was the starting point of this work and was exploited
in two different studies applied to the area of atrial fibrillation. In particular,
the first study was intended to determine the effects of the sole heart rhythm
variations in atrial fibrillation on the systemic arterial tree, while the second study
was aimed at analysing the role of different ventricular heart rates on the coronary
function in case of atrial fibrillation. The complete version of the model (without
the coronaries) was instead applied to two other studies. In the first one, the model
was made patient specific through non-invasive individual data and was tested as
tool to obtain central blood pressure estimates on 12 supine elderly subjects. In
the second one, we used the model to simulate the cardiovascular consequences
of long-term microgravity exposure after about 5/6 months in space, without the
application of any countermeasure and with respect to the supine configuration on
Earth.

All these studies demonstrate the huge potentiality of mathematical models in
providing new insights into the cardiovascular response to a number of pathological
or unusual situations. Moreover, the patient-specific version of the complete model
opens the possibility to consider similar computational approaches in the future,
not just to estimate central blood pressure but also to offer the complete pressure
and flow rate map of the whole cardiovascular system, together with the most com-
mon haemodynamic parameters.

The Thesis is organised as follows. The physiological behaviour of the car-
diovascular system is depicted in Chapter 1. An overview of the different types
of cardiovascular models available in literature (from zero-dimensional to space-
dependent to multiscale models) is given in Chapter 2. A complete description of
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the submodels making up the global mathematical model, as well as their mathe-
matical coupling, is provided in Chapter 3. The reliability of the proposed math-
ematical model for a generic healthy and young man is shown in Chapter 4. The
methodology followed to make the generic global model patient-specific is explained
in Chapter 5, where the testing of the same methodology to obtain central blood
pressure estimates from 12 subjects is also reported. Chapters 6 and 7 are dedicated
to the presentation of the model results for the studies in case of atrial fibrillation
and microgravity exposure, respectively. Chapter 8 contains the conclusions of the
proposed modelling approach with some of its possible future developments. De-
tails about the resolution of the 1D model of the systemic arterial tree and the
0D model of the remaining circulatory regions, with an indication of the relative
parameter settings, are illustrated in Appendixes A and B, respectively. The last
one precedes Appendix C, which outlines the model parameters used in the studies
described in Chapters 6 and 7, respectively. The full list of acronyms and symbols
adopted throughout the text is finally reported in Appendix D.
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Chapter 1

The cardiovascular system: a
peculiar fluid dynamic circuit

1.1 General description
The cardiovascular system consists of the heart, as the word cardio suggests,

and a network of vessels, which the term vascular refers to [343]. It performs five
main functions essential to human life [177]: (i) provides oxygen and nutrients
to tissues, (ii) removes carbon dioxide and other metabolic waste products from
tissues, (iii) regulates pH and body temperature, (iv) protects against pathogenic
agents, and (v) transports/produces hormones.

A simplified structure of the cardiovascular system is represented in Figure 1.1,
where two main circuits can be recognised: the pulmonary (PC) and systemic (SC)
circulations. PC carries deoxygenated blood from the right heart side to the lungs
via the pulmonary trunk and moves oxygenated blood from the lungs to the left
heart side via the two pulmonary veins (one from each lung). The pulmonary
trunk bifurcates into the two pulmonary arteries (one per lung), which continue to
split, finally merging into arterioles and capillaries. The latter wrap around the
alveoli in the air sacs of the lungs, where the gas exchanges take place, with blood
loosing carbon dioxide and acquiring oxygen. Capillaries then join into venules,
which ultimately converge into the two pulmonary veins. SC transports blood rich
in oxygen from the left heart side to the tissues and returns blood rich in carbon
dioxide from the tissues to the right heart side. SC originates with the aorta,
which branches into the systemic arteries, then leading to arterioles. As in PC,
arterioles are followed by capillaries and venules. Here venules unite in groups to
form the systemic veins, which converge into the superior vena cava in the upper
body regions and the inferior vena cava in the lower body regions. The oxygen and
nutrient supply to tissues, as well as the withdrawal of all the waste products from
tissues, is carried out by capillaries [343, 349].

Based on this description, one can in general define arteries the vessels taking
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1 – The cardiovascular system: a peculiar fluid dynamic circuit

blood away from the heart and veins the vessels following the opposite pattern
[349]. Then, pulmonary arteries/veins belong to PC, while systemic arteries/veins
belong to SC.

Figure 1.1: Simplified structure of the cardiovascular system. Image extracted from
[27].

One can notice that the vasculature of both PC and SC consists of two tree-
like structures, the arterial part and the venous one, which communicate through
the smallest branches of each structure at capillary level [349]. Nonetheless, PC
and SC differ in terms of pressure level (six-fold lower in PC), resistive action of
arterioles (six-fold lower in PC), arterial thickness (reduced in PC), and capillary
distribution of blood (not region-specialized in PC) [46]. In addition, the arterial
and venous sides of either PC and SC show dissimilarities regarding the blood flow
direction (arteries: towards capillaries, veins: towards heart), mean pressure (ar-
teries: high, veins: low; the mean pressure difference between arteries and veins
is much more marked in SC, about 85 mmHg, than in PC, about 7 mmHg), wall
thickness (arteries: large for SC and small for PC, veins: small), oxygen content
(arteries: high for SC and low for PC, veins: low for SC and high for PC), and
valves (arteries: absent, veins: present along the limbs) [27]. A comparison between
the characteristics of both arteries and veins in SC and PC is provided in Table 1.1.
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1.2 – From physiology to fluid dynamics

Table 1.1: Characteristics of both arteries and veins in SC and PC. Most of the
data are extracted from [46, 110].

Haemodynamic SC PC

characteristics arteries veins arteries veins

Mean pressure 90-95 5-10 11-17 5-10
[mmHg]

Pulse pressure 40-55 weakly pulsatile 10-17 weakly pulsatile
[mmHg]

Vessel thickness 1 0.5 0.2 0.5
[mm]

Arterial resistance
[mmHg min/l] 9-20 1.25-2.5

1.2 From physiology to fluid dynamics
The cardiovascular system can be regarded as a unique fluid dynamic circuit,

whose complexity mainly depends on a number of factors.
1. Vasculature consists of tree-like structures with locally-variable elastic and

viscoelastic mechanical properties.

2. The functioning of the cardiovascular circuit is dominated by two types of
motion: diffusion and convection. However, differently to diffusion, convec-
tion needs metabolic energy, that imposes the presence of a powerful and
sophisticated pump: the heart.

3. The heart represents an automatically-regulated machine, which requires
large amounts of oxygen to properly work, and has to both receive and pump
blood regularly, through the precise coordination of the contraction/relaxation
of its chambers and opening/closure of its valves.

4. The fluid circulating within the system, the blood, is incompressible, vis-
cous and non-Newtonian, with different patterns of flow developed: laminar,
turbulent and single-file flow.

5. Arterial pressure and flow rate are not constant but pulsatile, with their
waveforms being the result of multiple concomitant factors.

6. There are both short- and long-term control systems, which exploit a variety
of mechanical and chemical mechanisms assuring the necessary oxygen supply
to tissues and the best equilibrium condition within the whole circulation.
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1 – The cardiovascular system: a peculiar fluid dynamic circuit

7. The cardiovascular system behaviour changes with posture, exercise condi-
tion, age, pathological situations, assumptions of medications, and even emo-
tions and stress, thereby complicating the basic physiological response.

A more detailed presentation of each of these aspects is offered in the following
sections.

1.2.1 Vascular geometry and mechanical properties
Since the mathematical model presented in this work pays special attention to

the modelling of SC (see chapter 3), we here focus on the geometrical and mechan-
ical properties of the systemic network.

It has already been observed that arteries (veins) progressively bifurcate (con-
verge) into smaller (larger) vessels, forming the arterial (venous) tree. Moreover,
the aorta and its branches taper with the distance form the heart [222, 227], creat-
ing a succession of small geometrical discontinuities along each vessel length [46].
Venous tapering, instead, is almost negligible, apart from specific vessels, like the
jugular, vertebral and facial veins [222, 227].

Table 1.2: Average diameter and thickness, AD and AT, total number of vessels,
TNV, total cross sectional area, TCSA, mean velocity in time and over the cross-
sectional area, MAV, and Reynolds number (with MAV), Re, for the different classes
of vessels in SC. Numbers in brackets (column III) represent the ratio AT/AD.
Values extracted from [33, 46, 110].

Vessel AD AT TNV TCSA MAV Re
[mm] [mm] [cm2] [cm/s]

Aorta 25 2 1 2.5 52 3400
(0.08)

Large arteries 5.5 1 50 20 35 500
(0.2)

Arterioles 0.03 0.03 104 40 0.1 0.7
(1)

Capillaries 0.006 0.001 109 2500 0.013 2*10−3

(0.2)
Venules 0.03 0.003 104 250 0.015 0.013

(0.1)
Veins 5 0.5 103 80 11 140

(0.1)
Venae cavae 30 1.5 2 8 42 3300

(0.05)
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1.2 – From physiology to fluid dynamics

Table 1.2 shows the typical diameter range for the different vessel types in
SC, with capillaries having the smallest diameter, arterioles and venules having
comparable diameters, and veins and venae cavae larger than arteries and aorta,
respectively. Based on Table 1.2, one can expect the highest blood flow resistance
at capillaries, and progressively smaller resistances where arterial and venous diam-
eters increase. Indeed, from the application of the Poiseuille’s law1, it emerges that
resistance to blood flow depends on blood viscosity, the length and especially the
calibre of the vessel through which blood flows. In particular, blood flow resistance
is inversely proportional to the fourth power of the vessel radius. Nonetheless,
among all the vessel types, arterioles and not capillaries generate the highest re-
sistance to blood flow. This is due to the fact that, despite the average capillary
diameter is five times smaller than the arteriolar one, the total capillary area is
more than sixty times the arteriolar one [177] (see Table 1.2). One can also ob-
serve that we have a number of arterioles in parallel, each of which is followed by
a number of capillaries in parallel, with more numerous capillaries than arterioles
and the generic arteriolar resistance comparable with the capillary. Since the to-
tal resistance of n resistances in parallel is smaller than the single resistance, we
understand why the total resistance of many capillaries in parallel is smaller than
the one of fewer arterioles in parallel [153]. Thus, it is the capillary ramification to
reduce the contribution of capillary resistance with respect to arterioles.

The distribution of diameters described above implies an increase in the total
arterial cross sectional area from heart to tissues, and a decrease in the total ve-
nous cross sectional area from tissues to heart. Thus, blood velocity has to reduce
moving away from the heart along the arterial path, and rise along the venous cir-
cuit coming back to the heart, because of the conservation of mass (see Table 1.2).
These changes in the blood flow velocity are coherent with the role the different
classes of vessels have to cover; while arteries and veins have to quickly move blood
from and to the heart, respectively, capillaries need some time (about 3 s [110]) to
transfer oxygen and extract carbon dioxide at a given site. Thus, the slowdown of
blood along the capillary circuits is crucial for the cardiovascular system to succeed.

1Poiseuille’s law can be used to study steady and laminar flows developing within rigid and
cylindrical tubes when the fluid is Newtonian. It is represented by the equation ∆Q = π∆pr4

v

8µlv
,

where ∆Q is the mean flow rate through the tube, ∆p is the pressure gradient between inlet
and outlet of the tube, rv and lv are the tube radius and length, respectively, and µ is the fluid
viscosity. Notice that, since the term 8µlv

πr4
v

corresponds to the total hydraulic resistance (R),
Poiseuille’s law can also be written as ∆p = R∆Q. Thus, based on the latter, the mean flow rate
through the tube is directly proportional to the pressure difference across the tube, decreasing and
increasing for higher and lower hydraulic resistances, respectively. However, blood flow does not
satisfy the Poiseuille’s hypotheses, being pulsatile (thus unsteady), developing along not rigid and
not perfectly cylindrical channels, and involving a non-Newtonian fluid. Nonetheless, Poiseuille’s
theory can be applied to well approximate the functioning of human circulation along large and
medium arteries, helping to identify the blood flow determinants, at least at arterial level [153].
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1 – The cardiovascular system: a peculiar fluid dynamic circuit

Vascular mechanical properties are determined by the structure of walls. Apart
from capillaries, all vascular walls contain three different layers [177]: the tunica
intima, media and externa (or adventitia). The tunica intima is the innermost lining
of the vessel walls and has no mechanical function. The tunica media is the middle
layer of the vascular walls and the thickest layer for the majority of arteries. The
tunica externa is the external coating of the vessel walls, is typically the thickest
layer in veins, and is embedded with small blood vessels (the vasa vasorum) in large
arteries and veins to provide nutrients to the tunica media [27, 177]. The thickness
and percent composition of each of these tunics greatly vary within the different
vessel types, determining the mechanical behaviour of each vessel class, which is
strictly linked to the function it is thought for.

Large arteries (e.g., aorta and its main daughter vessels), also known as elastic
arteries, have large inner diameters (from 25 to 5.5 mm) and the thickest walls
(from 2 to 1 mm). The tunica media is the thickest layer of the wall and, with
the other tunics, contains a large amount of elastin2. This allows large arteries
to dilate when blood is pumped by the heart and draw back when the pumping
action is terminated. In this way, peripheral sites can always receive blood and
arterial pressure can be maintained at a reasonable level. In fact, if arteries were
stiffer (that is what happens during ageing), arterial resistance - and thus arterial
pressure - would grow, and the heart should work harder to pump the same blood
volume because of the increased load [27, 177].

Medium-to-small arteries (e.g., cerebral, coronary, radial, splenic, popliteal artery,
etc. . . ), called muscular arteries, have thicker walls (1 mm) than elastic arteries,
if one considers their lumen diameter (from 5.5 to 0.5 mm). The tunica media
contains more smooth muscle and less elastin than elastic arteries, thereby avoid-
ing collapse and limiting expansion and bleeding in case of injury. However, these
arteries are unimportant for the resistance control [27, 177].

Arterioles, often defined as resistive vessels, are the main responsible for the
arterial resistance. Their wall thickness (0.03 mm) is comparable to the lumen
diameter (in the range 0.5-0.01 mm) and their tunica media is mainly composed of
smooth muscle. This enables arterioles to actively modify their inner diameter, thus
regulating resistance and altering blood flow. In particular, through vasorelaxation
there is a reduction in resistance, through vasoconstriction there is an increase in
resistance [27, 177].

One can observe that the content of elastin and smooth muscle in the arterial
walls reduces and increases respectively with the distance from the heart, allowing
each vascular category to accomplish a specific task. The higher the content of

2Elastin is a protein which returns to the original shape after having been stretched and
compressed [27] and is six times more flexible than rubber [177].
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elastin, the more the vessel shows a non linear elastic behaviour. The more the
content of smooth muscle, the more the vessel exhibits a viscoelastic behaviour
[359]. Materials with a non linear elastic behaviour have different elastic moduli
or Young’s moduli according to the applied stress (the stress(strain) curve is not
a straight line). Materials with a viscoelastic behaviour dissipate a fraction of the
applied stress because of their intrinsic viscosity [365] (distinct stress(strain) curves
in loading and unloading). The double presence of elastin and smooth muscle in
the walls along the arterial tree gives rise to the well known non linear viscoelastic
behaviour of arteries. The strain(stress) curve of a generic viscoelastic material is
depicted in Figure 1.2.

Figure 1.2: Example of a strain(stress) curve for a viscoelastic material. Image
extracted from [365].

Capillaries are microscopic vessels both in width and length (diameters are
between 0.01 and 0.005 mm, lengths are between 0.5 and 1 mm). Their walls are
made of a single layer of endothelial cells (thickness is about 0.001 mm), which
permits the passage of nutrients and waste products between inside (blood) and
outside (cells and interstitial fluid). For this reason, capillaries are also defined
exchange vessels, although gas exchanges can involve arterioles and venules too
[27, 177].

Venules and veins (wall to lumen ratio: 0.1) are thinner than smaller arterioles
(wall to lumen ratio: 1) and arteries (wall to lumen ratio: 0.2), respectively, with
their tunica media of both collagen3 and smooth muscle, which explain the consid-
erable distensibility of these vessels. In fact, venules and veins accommodate 2/3
of total blood volume (see Figure 1.3), representing an important blood reservoir.
The pressure impressed by the heart to the blood is dissipated along the microvas-
culature, thus the pressure gradient driving blood to the heart amounts to 10-15

3Collagen is a protein 100 times stiffer than elastin [177].
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mmHg only. Such a low pressure is responsible for the common collapse of venous
vessels and seems sufficient to the venous return. The latter, in fact, is facilitated
by the limited venous resistance, the venous valves located along the limbs and pre-
venting backward flow, the contracting action of leg muscles (e.g., during walking
and running), and the respiration cycles [27, 177, 349].

Figure 1.3: Distribution of blood volume in human circulation. Data extracted from
[46, 120]

Capillaries, venules and veins also exhibit a viscoelastic behaviour, although this
theme is largely unexplored [359]. It has been proved that venous viscoelasticity has
something in common with the arterial one. In fact, viscoelastic properties of venous
walls vary region by region with the histological structure, and the magnitude of
wall viscosity increases with the smooth muscle content [384].

1.2.2 Diffusive and convective transport
Gas exchanges at pulmonary and tissue levels are governed by diffusion, that is

an exceptionally convenient transport process: it is simply driven by a concentra-
tion gradient and does not need metabolic energy to work. However, the efficiency
of this transport process is lost over large distances. In fact, according to the
theory of the Brownian movement [73], the time it takes for a molecule to diffuse
over a distance d is directly proportional to d2. Therefore, diffusion is adequate
at capillary level only, where distances to cover are of the order of a few microm-
eters. For greater distances, it is necessary a faster process to keep up with the
oxygen demand of the 1013 cells [28] of our body [269]: the convection. The latter
can transport oxygen from lungs to limb capillaries in 30 s, while diffusion would
need hours to cover one centimetre [177]. The key problem with convection is that
it needs metabolic energy. For this reason, we are equipped with an outstanding
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pump: the heart.

It is possible to identify three main patterns of flow along human circulation:
the laminar flow, turbulent flow and single file flow [177]. In arteries, arterioles,
venules and veins, flow is usually laminar, with a transverse velocity profile almost
flat along the ascending aorta (since the flow is not well developed) and resembling a
blunted parabola further away from the heart. Flow is turbulent in the left ventricle,
that is useful to mix the blood [261], and at the entrance to the aorta, where the
peak Reynolds number is about 4000. Single-file flow is the special type of motion
happening along capillaries, where the hypothesis of continuum is no longer valid.
In fact, capillary diameters are comparable to the average width of red blood cells,
which have thus to flow in single file. A theoretical study of this motion is still
lacking, although it was extensively studied in the past [258]. Changes in the flow
pattern at different cardiovascular sites are reflected by the values of the Reynolds
number (see Table 1.2).

1.2.3 A pump for convective transport: the heart
The heart is a muscular organ weighting about 300 g (for an adult) [234] and

of the size of a closed fist, looking like a blunt cone. It is located between the lungs
and above the diaphragm in the rib cage, with its center 1.5 cm left the body’s
midline [197, 343].

Heart is contained in the pericardium, which is a sac made of two elements: the
fibrous pericardium and the serous pericardium. The first one anchors the heart
in its position (the mediastinum), prevents overstretch, and provides an external
protection to the heart. The second one is constituted by two layers, forming the
parietal cavity, with the pericardial fluid inside serving as lubricant [343].

Cardiac wall is composed of the epicardium, the myocardium and the endo-
cardium. The epicardium is the inner layer of the pericardium and is proved to
play an important role in cardiac regeneration in adulthood [68]. The myocardium,
between the epicardium and endocardium, is the thickest cardiac wall and is made
of cardiac muscle, which is responsible for heart contraction. The endocardium
covers the internal cardiac regions and the lining of large vessels.

Heart consists of two distinct pumps: the right heart and the left heart, al-
ready identified in section 1.1 and depicted in Figure 1.4. Each pump contains
two contractile chambers: one atrium and one ventricle. Atria and ventricles are
separated through the interatrial septum and intraventricular septum, respectively.
Chambers of each pump communicate through atrioventricular valves, called tri-
cuspid valve for the right side and mitral valve for the left side. The edges of
each atrio-ventricular valve are fastened to the opposite ventricular walls by the
chordae tendinae, to prevent the cusps from being pushed into the atrium during
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ventricular contraction [261]. The right heart (left heart) is linked to the pulmonary
trunk (aorta) by a semilunar valve, while is directly connected to the venae cavae
(pulmonary veins) without an intermediate valve. Semilunar valves are known as
pulmonary valve on the right and aortic valve on the left [343, 349].

Figure 1.4: Representation of the heart and its pumps: the right heart (in blue)
managing deoxygenated blood and the left heart (in pink) managing oxygenated
blood. The arrows give an indication of the blood flow directions to and from
cardiac chambers and through cardiac valves. Image extracted from [110].

All the four cardiac valves open and close passively, based on the pressure dif-
ference across them. Thus, the pressure of each chamber influences the status of
the following valve, increasing during contraction and decreasing during relaxation.
To ensure the proper heart functioning, atria must contract (and relax) together
and ventricles must contract (and relax) together, with atria contracting before
ventricles and relaxing while ventricles contract. It follows that the phases of atrial
and ventricular contraction have to be absolutely coordinated [343, 349]. In physio-
logical situations, this is possible thanks to the constitutive elements of the cardiac
muscle and the presence of a special conductive system within it.

Cardiac muscle consists of two networks, the atrial one and the ventricular one.
Each of these networks is constituted by individual cardiac cells, the cardiomy-
ocytes. The latter are taken together through intercalated disks, which enable the
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Figure 1.5: Representation of the heart conduction system. Image extracted from
[110]

rapid convection of action potentials from one cell to all the other cells by the
gap junctions. The result is that atria behave as a single cell and contract at the
same time when stimulated, as well as ventricles. The initial stimulus to cardiac
contraction is provided in the form of electrical impulse by the conduction sys-
tem, represented in Figure 1.5. It is a system of autorhythmic cardiac cells and
conducting fibres able to produce and transmit the action potentials, respectively.
Characteristic components of the conduction system are the sinoatrial (SA) node,
the atrioventricular (ATV) node, the bundle of His, the bundle branches and the
Purkinje fibres [343, 349].

The SA node is positioned in the right atrium, close to the opening of the
superior vena cava. It contains the autorhythmic cardiac cells with the highest
self-excitation rate (60-100 bpm [367]) among all the other autorhythmic cardiac
cells of the conductive system (ATV node: 40-60 bpm and Purkinje fibres: 20-40
bpm [367]). Thus, it is the SA node to establish the rhythm of cardiac contraction
and thus the heart rate (HR). For this reason, the SA node is defined cardiac
pacemaker. The action potential starting in the SA node immediately spreads to
the atria (which contract rapidly and together), finally reaching the ATV node
at the base of the right atrium. Because of the slow transmission of the action
potential to the ATV node, atria and ventricles cannot contract at the same time,
that is essential for the beat to be good developed. The action potential leaving the
ATV node enters the bundle of His (following the ATV node), the bundle branches
(along the intraventricular septum) and the Purkinje fibres (surrounding both the
ventricles). At this point ventricles can contract almost at the same time [343,
349]. Malfunctions of the conduction system can lead to a variety of pathological
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situations.
The action potentials flowing through the conductive system during each heart-

beat can be recorded from the body’s surface, creating the so called electrocardio-
gram or ECG, correlated to the cardiac cycle [343].

The term cardiac cycle defines the sequence of cardiac events during a normal
heartbeat: first atria contract and ventricles are relaxed, then ventricles contract
and atria are relaxed, finally atria and ventricles are both relaxed. The contraction
phase is called systole, while the relaxation phase is called diastole [343]. We define
systole the ventricular contraction and diastole the ventricular relaxation. Thus,
one cardiac cycle contains one systole and one diastole.

To better describe a normal cardiac cycle, it is common to use the Wiggers
diagram, shown in Figure 1.6. It actually represents the left heart dynamics. How-
ever, since atria act together and ventricles act together, the right heart dynamics
is symmetrical to the left one.

Figure 1.6: Description of the left heart dynamics during a normal cardiac cy-
cle. Representation of the left-atrial, left-ventricular and aortic pressure signals,
together with the left-ventricular volume signal, the electrocardiogram and phono-
cardiogram. Image extracted from [110].
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We start considering the time when diastole begins: aortic valve has just closed
and ventricular volume has reached its minimum value (the end-systolic ventricular
volume). Ventricular relaxation causes an immediate decrease in ventricular pres-
sure, while ventricular volume remains constant at its minimum value, being both
the mitral and aortic valves closed. This phase is called isovolumic relaxation and is
slightly anticipated in the ECG by the T wave. Before emptying, the atrium is tense
with its pressure at its maximum value, while ventricular pressure is decreasing.
Now atrial pressure becomes slightly higher than ventricular one, thereby causing
the opening of the mitral valve and the beginning of diastolic filling. This includes
three phases of equal duration: rapid inflow, diastasis and atrial systole. During
rapid inflow and diastasis, ventricular volume increases, first fast then slowly, but
the atrium is still relaxed. During atrial systole, instead, the atrium contracts,
further augmenting the ventricular volume, which assumes the highest value (the
end-diastolic ventricular volume). In any case, atrial systole contributes to 20% of
ventricular filling, which happens mainly passively. Atrial contraction is due to the
electrical stimulation of the atria by the SA node, which is recorded in the ECG in
the form of a P wave, moderately before the atrial pressure increase. After atrial
contraction, ventricular pressure overcomes atrial pressure and the mitral valve
closes, concluding the diastolic period. Note that during diastole, aortic pressure
gradually falls because of the blood supply to the periphery. Atrial contraction is
followed by ventricular contraction, which begins when the action potential reaches
the ATV node. This creates the QRS complex of waves in the ECG, immediately
before the aortic valve opening. During ventricular contraction, i.e., systole, we
recognize two phases: isovolumic contraction and ejection. Isovolumic contraction
leads to an increase in ventricular pressure, while ventricular volume remains con-
stant. As ventricular pressure equals aortic pressure, the aortic valve opens and
ejection starts. Thus, ventricular volume starts emptying, first quickly then at a
slow pace, reaching the end-systolic ventricular volume. In the meantime, aortic
pressure gets larger up to its maximum value, together with ventricular pressure.
After that, both pressures decrease again. When ventricle stops contracting, ven-
tricular pressure drops below aortic pressure, aortic valve closes, systole concludes
and a new cardiac cycle commences. Notice that aortic pressure starts decreasing
before the end of ejection, when the rate of filling drops below the rate of blood
flow along the arterial tree. One can see that, in normal conditions, diastole fills
the majority of the cardiac cycle (2/3), while the remaining part is systole. Notice
that the ECG lacks of a wave anticipating atrial relaxation, differently to ventricu-
lar relaxation. This is due to the fact that atrial relaxation happens together with
ventricular contraction, thus the electrical activity leading to atrial relaxation is
masked in the ECG by the QRS wave [343, 349].

Our heart continuously beats during the whole lifetime, performing about 105

cycles per day, 40 million cycles per year, and 3 billion cycles over an average life
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of 80 years [97]. Thus, much more than any other organ, heart needs to be nour-
ished by oxygenated blood. To this purpose, it is provided with its own vascular
system: the coronary circulation. The main arteries of this circuit are the left and
right coronary arteries, arising from the ascending aorta. Deoxygenated blood is
returned from the coronary circulation to the right atrium through the coronary
sinus, running along the back of the heart. Major common problems arising from a
malfunctioning coronary circulation are the coronary ischaemia, which is a reduc-
tion of the coronary blood supply, and the myocardial infarction or heart attack,
which is the death of a portion of the cardiac tissue due to an interruption in the
regional blood supply [153, 343].

The most common haemodynamic variables associated to heart are the heart
rate, HR, stroke volume, SV, stroke work, SW, ejection fraction, EF, cardiac output,
CO, tension time index, TTI, and rate pressure product, RPP.

HR, as anticipated above, is the number of beats performed by heart in one
minute and is provided in [bpm], standing for beats per minute. Notice that the
mean heartbeat period, RR, can be calculated from HR as

RR = 60/HR. (1.1)

SV, typically given in [ml], is the blood volume each ventricle ejects per heart-
beat period and is obtained as

SV = EDV − ESV, (1.2)

where EDV, the end-diastolic ventricular volume, is the ventricular volume at the
end of diastole (when tricuspid/mitral valve closes for the right/left ventricle), and
ESV, the end-systolic ventricular volume, is the ventricular volume at the end of
systole (when pulmonary/aortic valve closes for the right/left ventricle). EDV and
ESV are both indicated in the P-V loop of Figure 1.7.

SW is the work a ventricle has to perform in order to eject a volume of blood
(SV) in one heartbeat period. SW corresponds to the area of the P-V loop (see
Figure 1.7), is normally represented in [ml mmHg], and is determined as

SW = SVxForce, (1.3)

where Force is the force acting on the ventricle and opposing to blood ejection.
For the left ventricle, it is correct to assume Force ≃ MAP, with MAP the mean
arterial blood pressure.
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Figure 1.7: Representation of a P-V loop, with an indication of the end-diastolic,
EDV, and end-systolic, ESV, volumes, together with the stroke volume, SV, and
work, SW.

EF is the volumetric percentage of blood ejected by a chamber during its con-
traction over its total blood content. It is evaluated for the two ventricles, expressing
the efficiency of pumping blood into SC and PC for the left and right ventricles,
respectively. It is calculated as

EF = SV/EDVx100%. (1.4)

CO is the blood volume pumped by each ventricle per minute, generally indi-
cated in [l/min], and is obtained as

CO = SVxHR. (1.5)

It is important to note that, at steady-state, SV and CO are equal for the right
and left ventricles. In other words, the volumes of blood managed by SC and PC
are the same and small differences are possible in transient conditions only.

TTI ([mmHg s/min]) and RPP ([mmHg/min]) are usually considered as mea-
sures of oxygen consumption [365]. TTI corresponds to the area under the left-
ventricular pressure curve during the ejection period and is obtained as

TTI = p̄lvxRRxHR, (1.6)
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with p̄lv the mean value of the left-ventricular pressure per cardiac beat. RPP is
instead defined as

RPP = paorsysxHR (1.7)

where paorsys is the aortic systolic pressure.

1.2.4 Fluid: the blood
Blood is a suspension made of a liquid called plasma and a number of cells

constituting the haematocrit. Blood components are perfectly mixed during the
blood movement and separate in stationary blood, for example in a test tube.
Plasma and haematocrit represent the 55% and 45% of total blood volume, which
approximately amounts to the 8% of the body weight, i.e., 5-6 l. Plasma mainly
consists of water (93%) and proteins (7%) dissolved in it, while haematocrit contains
the erythrocytes or red blood cells (4.8-5.4 million per mm3), the leukocytes or white
blood cells (5000-10000 per mm3), and the platelets (250000-400000 per mm3) [343,
349].

Erythrocytes appear as biconcave discs with an average diameter of 7/8 µm
and incorporate a particular protein, the haemoglobin. The latter is responsible
for the classical red color of blood and allows erythrocytes to transport oxygen
and carbon dioxide throughout the body because of its iron content. Erythrocytes
deteriorate due to the contact with capillary walls but are not able to reproduce
or renew. Thus, they are periodically (every 120 days) phagocytized by specialised
cells and replaced by new cells. The process leading to new erythrocytes is called
erythropoiesis, is performed by the bone marrow cells, and is regulated by the
erythropoietin, a hormone secreted in the kidneys. Erythropoietin stimulates the
production of other erythrocytes when the number of erythrocytes reduces, the
haemoglobin content per erythrocyte diminishes, the blood flow to the kidneys is
limited, or the oxygen extraction at pulmonary level is impaired [343, 349].

Leukocytes are bigger in diameter than erythrocytes (8-19 µm). Their major role
is to protect our body from infections or inflammation processes by phagocytosis
or producing antibodies. Contrary to erythrocytes, leukocytes do not work inside
the blood vessels but in the interstitial fluid, using the circulation just to reach the
site of infection/inflammation. Leukocytes can destroy a limited number of foreign
cells before dying. They live for a few days or a few hours in case of infection and
are then substituted by new cells produced in the bone marrow [343, 349].

Platelets are disc-shaped cells with a diameter of 2-4 µm. They are essential in
blood coagulation, for example, in case of injury to prevent excessive blood losses.
They last 5-9 days and are then replaced by new platelets coming from the bone
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marrow [343, 349].

Blood viscosity varies with tube dimension, flow rate and haematocrit ratio at a
given temperature (normally around 37°). In particular, blood viscosity reduces for
tube diameters below 0.3 mm, as flow rate increases, and for a diminished haema-
toctrit ratio (e.g., in case of severe anaemia, when haematocrit accounts for 15%
only of total blood volume [110]) [153]. These changes in viscosity are due to the
fact that blood is an inhomogeneous fluid, with its corpuscular elements aggregat-
ing or separating in specific conditions, thereby giving an inconstant contribution
to the fluid dynamic response of the cardiovascular system.

Blood is a non-Newtonian fluid being its viscosity variable with shear rate,
which grows with flow rate. However, it is proved that blood viscosity reaches an
asymptotic value when the rate of shear is around 1000s−1 [177]. This happens in
large and medium arteries, where blood can effectively be considered Newtonian.

1.2.5 Pulsatile motion: proximal to distal haemodynamics
Intravascular blood pressure (blood pressure inside the vessel) at any site in SC is

given by the sum of three components: the external pressure acting on the vascular
walls (pE), the pressure that left ventricle impresses to the blood during ejection
(p), and the hydrostatic pressure (pH). pE is typically equal to the atmospheric
pressure but can be also subatmospheric, for example at chest level, because of
respiration [261]. p is known as excess pressure and its gradient drives the blood
throughout SC [46]. pH depends on the blood density (ρ), the vector acceleration
of gravity (g), and the vector distance (H) between the considered site and the
hydrostatic indifference point (HIP) [126, 177, 264], i.e., pH = ρg · H.

Transmural pressure (pT ) is the difference between the intravascular pressure
and pE, and can be expressed as pT = p + ρg · H. Since subjects are usually
assumed supine in clinical practice, it is common to write pT = p. In the following,
we will use the term blood pressure or simply pressure and the symbol p to refer to
the excess pressure, unless otherwise indicated.

The evaluation of the pressure components in PC, especially at capillary level,
is complicated, being the pulmonary pressure dependent on the inspiration and
expiration cycles [261]. However, we do not treat this aspect here and will neglect
the effect of respiration and the capillary contribution of PC in the modelling of
human circulation (chapter 3).

The behaviour of p in SC is synthetically summarized in Figure 1.8. Arterial
blood pressure is pulsatile, with its mean value progressively decreasing towards
the periphery. The highest pressure gradient is localised between arterioles and
capillaries, confirming that the pressure produced by the contracting activity of
the heart is largely spent to push blood to distal regions [27]. Pressure gradients
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are instead smaller along the arterial and venous patterns.
Arterial pressure is also pulsatile in PC, although the mean pressure level (about

16 mmHg in PC and 100 mmHg in SC [110]) and pulse pressure (about 15 mmHg
in PC and 40 mmHg in SC [110]) are lower than in SC .

Since arteriolar, venular and venous blood pressures are weakly pulsatile or
constant, and pulmonary arterial blood pressure is feebly pulsatile with respect to
its systemic counterpart, we here focus on the blood pressure behaviour along the
systemic arterial network.

Figure 1.8: Representation of the excess pressure along the arterial (in red), capil-
lary (in purple) and venous (in blue) circuits in SC. Image extracted from [27].

Being arterial pressure pulsatile, it is useful to identify characteristic pressure
values over time at each arterial location. Given an aortic pressure signal (e.g., see
Figure 1.6 or 1.10), one defines the systolic (psys) and diastolic (pdia) pressures as
the maximum and minimum pressure values, the pulse pressure (pp) as the differ-
ence psys − pdia, and the mean pressure (pmean) as the quantity pdia + 1/3pp. One
can notice that pmean is not the arithmetic average between psys and pdia, this to
take into account the greater duration of diastole with respect to systole [349].

In normal conditions, pressure at aortic root oscillates between 120 and 80
mmHg and has a mean value around 100 mmHg, leading to the signal represented
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in Figures 1.6 and 1.10. However, maximum and minimum arterial pressures, as
well as arterial pressure waveforms, modify with the distance form the heart. If
one was able to record a number of pressure waveforms along the aorta at the same
time, something similar to what depicted in Figure 1.9 would be found. Moving
away from the heart, pressure signals delay, steepen and increase in amplitude up to
the third class of branches (muscular arteries) [46], with systolic pressures growing
and diastolic pressures decreasing.

Figure 1.9: Pressure waveforms at multiple sites and at the same time along a
canine aorta. Image extracted from [46, 253].

The delay of pressure signals along the aorta and systemic arteries is due to
the fact that the pressure impulse transmitted by the heart to the blood during
ejection cannot instantaneously reach the periphery because of arterial elasticity.
Thus, it propagates as a wave at a finite speed, called wave speed or pulse wave
velocity. The latter depends on the blood density and the vascular geometrical
and mechanical properties. An approximation of the wave speed can be derived
from the one-dimensional linear wave theory, which considers the propagation of
pressure waves in an infinitely long elastic channel, with uniform geometrical and
mechanical properties along its length, and with an incompressible inviscid fluid
inside [46, 261, 365]. The one-dimensional linear wave theory leads to the Moens-
Korteweg equation

cMK =
√︄
Emhw

ρD
, (1.8)

where Em is the incremental elastic modulus of the vessel wall, hw is the wall thick-
ness, ρ is the blood density, and D is the internal diameter. cMK well approximates
the wave speed along the large and medium arteries, it is called phase velocity, and
neglects the effects of both reflections and viscosity. Equation (1.8) explains why
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the wave speed of large and medium arteries augments with the distance from the
heart: both the ratio hw/D (see Table 1.2) and the incremental elastic modulus
increase further away from the heart.

Another way to evaluate the wave speed at a generic arterial location is using the
foot-to-foot method. Basically, one has to know the distance between the heart and
the generic arterial site, ∆x, and the time it takes for the minimum of the pressure
wave (called the foot of the pressure wave) to travel ∆x. Therefore, cF T F = ∆x/∆t
gives an estimation of the wave speed at the chosen site. It is proved that cF T F is
similar to cMK and, thus, could be used to get an estimation of Em, hw or D from
the Moens-Korteweg equation [365].

The one-dimensional linear wave theory yields a good estimation of the arte-
rial wave speed, however, it is not adequate to explain the changes in the arterial
pressure waveforms from central to distal sites [46]. In fact, according to the linear
theory, the shape of the arterial pressure waveforms should remain unaltered with
the distance from the heart. The error committed by the one-dimensional linear
wave theory in predicting the arterial pressure waveforms depends on the fact that,
contrary to its hypotheses, arteries have a finite length and are not uniform in both
geometry and mechanical properties, creating a succession of discontinuities. At
each discontinuity, the incoming pressure wave is partly transmitted and partly re-
flected, leading to a forward and a backward wave [356]. Thus, the pressure signal
at each arterial site is the sum of forward and backward waves, with the backward
contribution justifying the pressure pulse increase with the distance from heart.
Regarding the higher steepening of the arterial pressure waveforms further away
from the heart, it is mainly due to the elastic and fluid dynamic nonlinearities of
the arterial tree; the elastic nonlinearities derive from the mechanical behaviour
of the arterial walls, while the fluid dynamic nonlinearities are due to the convec-
tive accelerations. By contrast, peripheral arterial pressures appear damped with
respect to the central ones as a consequence of blood and intrinsic wall viscosity [46].

As arterial pressure signals, also flow rate signals vary in both time and space.
We can first examine the shape of the flow rate waveform at the aortic root during
an heartbeat period, comparing it with the simultaneous pressure waveform at the
same site (see Figure 1.10). The aortic flow rate rises together with the aortic
pressure early in systole. Then, this synchrony is lost, with the aortic flow rate
diminishing before the aortic pressure and becoming slightly negative immediately
after the closure of the aortic valve [46]. The absence of synchrony between aortic
pressure and flow rate later in systole is mainly due to wave reflections. Indeed, as
pressure signals, also flow rate signals can be seen as sums of forward and backward
waves. However, contrary to the backward pressure wave, the backward flow rate
wave is reflected upside down with respect to pressure [46, 365].
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Figure 1.10: Simultaneous aortic pressure (AP), left-ventricular pressure (LVP) and
aortic flow rate (AF) waveforms in a conscious dog. Image extracted from [238].

A representation of simultaneous cross-sectional average velocity4 waveforms at
different sites along the aorta is given in Figure 1.11. Notice that, differently to
arterial pressure waveforms, flow rate waveforms experience a progressive reduction
in amplitude. This phenomenon cannot be explained through the one-dimensional
linear wave theory, according to which pressure and flow rate should have same
waveform and phase. Instead, it is due to blood viscosity, much more important at
peripheral sites, where the thickness of the boundary layer becomes comparable to
the vessel radius [46, 365].

Figure 1.11: Cross-sectional averaged velocity waveforms at multiple sites and at
the same time along a canine aorta. Image extracted from [46, 206].

To quantify the amount of reflection at any arterial site, one could use the
reflection magnitude, RM, or reflection index, RI. Both these parameters require
the decomposition of the total pressure signal at the chosen site (pt) into its forward
(pf ) and backward (pb) contributions (see Figure 1.12), as proposed by Westerhof
et al. [365]. In fact, RM is the ratio between the amplitudes of the backward and

4The cross-sectional averaged velocity has the same waveform of the corresponding flow rate
but is scaled with respect to the cross-sectional area [46].
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forward pressure waves (RM= |pb|/|pf |), while RI is the ratio between the amplitude
of the backward pressure wave and the sum of the amplitudes of the forward and
backward pressure waves (RI= |pb|/(|pb| + |pf |)). The amount of reflection is also
often quantified through the augmentation index, AI, which is calculated as the
ratio between the local augmented pressure (AP) and pulse pressure (pp). AP is
obtained as the difference between the second systolic shoulder and the first systolic
shoulder of pt. It is important to notice that AI depends, apart from the amount
of reflection, on the time of return of the reflected wave, as well as the shapes of
either the forward and backward waves [365]. It follows that, contrary to RM and
RI, is not able to quantitatively describe the real magnitude of reflection at each
site, despite it is widely used as a surrogate measure of RI.

Figure 1.12: Forward (pf ) and backward (pb) pressure waves derived from pt.

1.2.6 The equilibrium of circulation: short- and long-term
control system

The whole cardiovascular system works in order to maintain the most efficient
equilibrium condition, that is minimizing the amount of energy required for an opti-
mal functioning. This arduous task is achieved through a continuous autoregulation
process, implemented through both short- and long-term control mechanisms.

The most regulated haemodynamic variable of the whole cardiovascular system
is, of course, the systemic arterial pressure (part), and, in particular, its time-
averaged value over the cardiac cycle (part). In fact, part represents the force driving
blood to tissues and back to heart [349]. It is demonstrated [177] that part mainly
depends on CO and total arterial peripheral resistance (TPR [mmHg s/ml]). The
latter is the total resistance associated to SC, mostly consisting of the systemic
arteriolar resistances. The equation linking part to CO and TPR (having the same
form of the Poiseuille’s law, ∆p = ∆Q/R) is
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part − CVP = CO · TPR, (1.9)

where CVP is the central venous pressure. Referring to the atmospheric pressure,
CVP is almost null and equation (1.9) can simply be written as

part = CO · TPR. (1.10)

The (1.10) is considered the most important equation of cardiovascular physiology.
In fact, if combined with the definition of CO (see equation (1.5)), it allows one to
recognize the three main determinants of part: SV, HR and TPR. Considering that
each of these determinants in turn depends on other factors, one can distinguish
all the variables acting on part [349].

Relationships between part and its determinants are summarized in Figure 1.13,
which deserves to be commented.

SV rises with venous pressure. In fact, an increase in venous pressure, leads
to an increase in venous return and, thus, in the amount of blood entering the
right ventricle before ejection, called right-ventricular end-diastolic volume. Since
a higher ventricular end-diastolic volume means a higher ventricular distension, and
ventricular contraction swells with ventricular distension, it follows that right SV
augments with venous pressure. Recalling that right and left SVs coincide, there
is an increasing aortic blood volume per minute when venous pressure augments.
Venous pressure in turn gets higher with the inspirations cycles, the total blood
volume, the exercise of leg muscles, and the constriction of venous vessels, which is
due to nervous and hormonal commands. SV also rises with cardiac contractility,
which, together with HR, can change based on nervous and hormonal stimuli [349].

Regarding TPR, it alters with changes in arteriolar diameters and blood vis-
cosity. Arteriolar diameters can modify because of nerves and hormones, as well
as with the metabolic necessities of surrounding tissues and organs to which blood
is supplied. In both situations, there can be vasoconstriction or vasodilatation.
Blood viscosity varies with the percentage composition of blood: the higher the
haematocrit (more than 45%), the higher blood viscosity and vice versa [349].

Based on this description, it appears that several factors are responsible for part.
However, the most impacting factors are the total blood volume and the nervous
system. Control of total blood volume is more influential in long periods, while the
action of the nervous system is more significant in short periods. It is on nervous
system that we here focus [256].

Nervous system is able to control part through proper chemical and mechanical
receptors distributed along the cardiovascular circuit. In particular, chemoreceptors
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Figure 1.13: Scheme showing the cause/effect relationships between mean systemic
arterial blood pressure and impacting factors. Prime determinants of arterial blood
pressure are written in green rectangles [349].

respond to chemicals, such as oxygen and carbon dioxide, while baroreceptors and
mechanoreceptors respond to pressure variations in high and low pressure zones,
respectively. Baroreceptors are the most studied and important receptors involved
in part control. A simple scheme of their functioning is reproduced in Figure 1.14.
They are located at the walls of the aortic arch and carotid sinuses and consist
in nerve endings. These last ones are sensitive to the degree of vascular stretch-
ing, dependent on the local blood pressure magnitude, which is similar to part.
In particular, a growth in part leads to an enhanced firing rate of the barorecep-
tors, and the opposite when part decreases with respect to its steady state normal
value. Nerve endings are connected to neurons of the cardiovascular control center
in the medulla. Medullary neurons generate two nervous signals, the sympathetic
one and the parasympathetic or vagus one, based on the input from the barore-
ceptors. The sympathetic signal is directed to heart, arterioles and veins, and
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increases (decreases) with a decrease (increase) in the baroreceptor firing rate. The
parasympathetic signal is directed to the heart only, and decreases (increases) with
a decrease (increase) in the baroreceptor firing rate. While the sympathetic signal
affects heart rate, cardiac contractility and arteriolar calibres, the parasympathetic
signal just affects the heart rate. The control of heart rate is called chronotropic,
while the control of cardiac contractility is called inotropic effect. Thus, when part

falls, the firing rate of baroreceptors reduces, causing that the sympathetic activity
increases and the parasympathetic activity decreases. As a consequence, heart rate
and cardiac contractility augment, while arteriolar and venous vessels constrict,
provoking higher CO and TPR, and thus part. The opposite happens as part rises.
Considering the entire baroreceptor mechanism, baroreceptors represent the affer-
ent part, and heart, arterioles and veins the efferent part or efferent organs [256,
349].

It should be emphasized here that the baroreceptor mechanism is efficient in
maintaining normal part values in the short term only. In fact, prolonged exposure to
abnormal part values can cause a change in the operative point of the cardiovascular
system, which adapts to work around higher or lower part. It is the case, for
example, of people suffering from hypertension, who normally exhibit higher arterial
pressures, despite baroreceptors are perfectly working [349].

Figure 1.14: Representation of the baroreceptor mechanisms. Image extracted from
[256].
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1.2.7 A continuous evolutionary process: the effects of pos-
ture, exercise and ageing

It is not simple to define the steady-state condition of the physiological cardio-
vascular system, since its functioning is continuously affected by posture, amount
of physical effort, age, emotional state and so on. Moreover, in presence of patholo-
gies and assuming drugs, the analysis of the whole system is even more complex.
In this section, we give more insights into the effects of posture, exercise and age
on the cardiovascular system.

Posture

When lying, the hydrostatic pressure component is active on the sagittal plane
and null on the longitudinal plane. Thus, the distribution of blood along the body
height does not depend on the gravity vector. When standing, about 700 ml [260,
283] of blood move from the upper body to the lower body regions, causing the
blood pressure increasing and decreasing in the feet and head, respectively. Arterial
(venous) pressure at head and feet level is around 95 (5) mmHg at both locations
in supine position, while amounts to around 50 (-40) and 195 (95) mmHg in stand-
ing position [365], respectively. The rise in the capillary and venous pressure in
the legs promotes a growth in both the amount of blood migrating from capillaries
to interstitial fluid and the venous distensibility. These two factors are responsi-
ble for a fall in the effective circulatory blood volume, with consequences similar
to the mild haemorrhage: arterial blood pressure decays and blood flow to heart
and brain drops. In this situation, arterial baroreceptors respond with a reduced
parasympathetic activity and a magnified sympathetic activity, which eventually
lead to a partial recovery of the arterial pressure. However, one of the most effective
compensatory mechanism during standing is the contraction of leg muscles, which
facilitates venous return and generates higher COs. When this compensatory mech-
anism is not active, for example when one stands for a long time without moving,
fainting is a likely possibility [349].

Exercise

While exercising, the amount of blood required by skeletal muscle, skin and
heart significantly intensifies. The higher blood flows in these areas are due to the
dilation of local arterioles, partially compensated by arteriolar constriction at other
cardiovascular zones. Nonetheless, it is well known that TPR globally decreases in
exercise. CO, instead, remarkably increases, up to 20-25 l/min for people with a ba-
sic training, and 35 l/min for athletes, in strenuous exercise. These haemodynamic
changes derive from an enhanced sympathetic activity and limited parasympathetic
activity. However, variations in sympathetic and parasympathetic activities are not
regulated by the arterial baroreceptors but by some brain exercise centres and the
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powerful oxygen consumption by skeletal muscles. Arterial baroreceptors, in fact,
oppose to the enhanced/limited sympathetic/parasympathetic activity, because of
the high mean and pulse systemic arterial blood pressure during exercise. It has
also been observed [90] that the reflexes active during exercise tend to elevate the
mean systemic arterial pressure regulated by arterial baroreceptors. In other words,
while exercising, the operative point of the mean systemic arterial pressure is shifted
upward. It is important to note that during mild exercise, venous return could be
limited, despite the pumping action of leg muscles, the high number of inspiration
cycles, the dilated arterioles in exercising muscles (facilitating the blood movement
from arteries to veins in SC), and the constriction of venous vessels by the strong
sympathetic activity. This limitation to the venous return could be due to a loss
in plasma volume, induced by excessive sweating and elevated capillary pressure
in exercising muscles. In addition, it deserves to know that effective variations in
SV, HR and CO during a given exercise depend on the individual level of physical
activity, which is function of the frequency and type of exercise usually performed
[349].

Age

During ageing, elastic arteries (in SC) dilate, thicken and most of all stiffen. The
process leading to stiffening is due to the progressive rupture of elastic fibres because
of fatigue. In fact, elastic fibres, like other materials, experience a reduction in their
resistance to fatigue because of the pulsatile action of blood, and are expected to
break after a fixed number of strain cycles. When broken, damaged elastin is
not replaced by new elastin and is, instead, substituted by collagen and mucoid
material. Thus, the basic mechanical properties of elastic arteries are progressively
lost, with concomitant changes in the cardiovascular behaviour consolidated in
youth. The stiffening of elastic arteries causes an increase in the local pulse wave
velocities, with the consequent anticipated return of backward waves, leading to
higher systolic pressures. Moreover, stiffer elastic arteries have a reduced reservoir
capacity, producing a decrease in diastolic pressures [85]. Therefore, one of the most
striking effect of ageing is the increase in pulse pressures, with systolic and mean
pressures growing and diastolic pressures reducing along elastic arteries. Muscular
arteries are less affected and their pressure signals show negligible variations in time.
The central pressure pattern alteration during ageing has a lot of dramatic effects
on the whole circulation. In fact, the growth in central systolic pressures provokes
a rise in left-ventricular load, augmenting the risk of left-ventricular hypertrophy.
Left-ventricular hypertrophy determines a lengthened systole and a shorter diastole,
which, together with a smaller central diastolic pressure, can impair the coronary
circulation, augmenting the risk of ischaemia. Finally, since elastic arteries are not
able to effectively absorb blood flow pulsations, these can reach peripheral sites,
damaging also microcirculation zones, especially at kidneys and brain [247, 246].
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Chapter 2

Cardiovascular modelling

2.1 Overview on cardiovascular modelling
The key points of the cardiovascular system behaviour, summarized in the pre-

vious chapter and almost obvious nowadays, were gradually discovered and investi-
gated over the centuries. It is sufficient to think that up to 1578 blood was believed
constantly consumed and replaced by nutrients [294], and up to 1735 systemic arte-
rial pressure was thought to be constant with time [364]. Advancing the knowledge
of the circulatory system and increasing the desire to comprehend its function-
ing and relative mechanisms, mathematical models attempting to reproduce this
complex apparatus started to be conceived. The first cardiovascular model was
quantitatively defined in 1899 by Otto Frank [84, 286], who contributed to the for-
mulation of fundamental concepts and instruments in cardio-physiology (like the
Frank-Starling law and the pressure-volume loop) and introduced principles and
ideas already analysed in the modern research [162]. The model by Otto Frank,
known as the two-elements Windkessel model (see top model of Figure 2.1), can be
considered the precursor of all the successive zero dimensional models (described in
section 2.2.1). It represents the whole systemic arterial tree as an electric circuit,
made of a compliance, standing for the total systemic arterial compliance, in paral-
lel with a resistance, standing for the total systemic arterial resistance (compliances
and resistances are defined later in the text). This simple model well approximates
the decay of the systemic arterial pressure (part) during diastole but lacks to cap-
ture what happens in systole, where the high frequency components of part are
localised [302, 364]. Starting from this basic description of the systemic arterial
tree, a wealth of sophisticated and detailed mathematical models of both the whole
circulation and its portions have been developed. These advanced new models,
rigorously solved numerically, are currently used to answer both clinical and fluid
dynamic questions, giving a substantial contribution to a great deal of applications.

From a clinical perspective, cardiovascular models are mainly adopted to shed

33



2 – Cardiovascular modelling

light on the pathogenesis of cardiac and vascular diseases [337], overcoming the
main limitations of in-vivo studies, which are typically invasive, expensive and not
easy to carry out [321]. Cardiovascular modelling has the advantage to explore the
direct influence of specific pathologies, neglecting the effects of all the concomitant
ones. In fact, it is not rare in cardiology that a certain number of dysfunctions
coexist, making extremely difficult to isolate the role played by a single disturb. As
an example, patients suffering from atrial fibrillation (AF) are usually affected by
other cardiovascular disorders (e.g., hypertension [350], heart failure [74], coronary
artery disease [210], valve stenosis [64], etc.), which complicate the possibility to
isolate the fall-outs of AF alone from standard medical examinations. Cardiovas-
cular models also support the design of medical devices (such as stents and valve
prostheses [220]), can be used as teaching and training environments by medicine
students [3], and to prognosticate the effects of potential therapeutic actions [309].
In this last case, models have to be personalised according to patient-specific data,
becoming precious guides for surgeons about treatment decisions, with consequent
maximization of therapy efficacy and optimization of cost, time and risk in clinical
trials [220]. Thus, the modelling approach plays an important role in cardiovas-
cular medicine, although poses challenges for the future [379]. Indeed, there is
the problem to combine both physical and biological phenomena within the same
framework, integrating macroscopic and microscopic scales. In addition, the more
the model is complicated, the more its computational cost rises, making it arduous
to run patient-specific models in real-time.

In-silico models are also adopted in the field of aerospace medicine, to inquire
into unclear and unresolved cardiovascular issues caused by extreme accelerations
or altered gravity conditions. Especially in case of weightlessness, questions such
as orthostatic intolerance, in-flight cardiac arrhythmias, cardiovascular remodelling
[175], possible visual impairment [236], and augmented risk of cardiovascular dis-
eases due to space radiations [129] represent topics of great scientific interest. This
because the genesis of these problems is not completely understood and the pro-
posed countermeasures for their resolution are far from being definitive. To this
purpose, it should be recalled that the effects of microgravity cannot be totally
duplicated on Earth and are not easily measured on astronauts in space. Indeed,
the reduced number of astronauts involved in medical tests per mission, the re-
stricted time for crew members to conduct physiological measurements, and the
strict operational requirements of equipments to use during spaceflight justify the
difficulty in getting decisive answers from space experiments [109]. In this scenario,
the use of cardiovascular models simulating microgravity effects turns out to be
highly attractive.

34



2.2 – From zero to multidimensional models

2.2 From zero to multidimensional models
Depending on the final utilization, various cardiovascular models have been

proposed, spanning from zero dimensional to multidimensional.

2.2.1 Zero dimensional models
Zero dimensional (0D) models, also known as lumped models, offer a simplified

representation of the whole circulation: pressure and flow rate are taken uniform
within each cardiovascular region and are simply advanced in time by solving a set
of ordinary differential equations [302]. 0D models can be derived from mass and
momentum conservation laws (under certain hypotheses) [81] and are represented
as electric circuits by taking advantage of the hydraulic-electric analogy. Based
on the latter, flow rate and pressure translate into corresponding electric current
and potential, while viscous, elastic and inertial effects in the blood flow field are
modelled through resistances, compliances and inertances, respectively. These last
quantities are defined below.

Resistance

Resistance, R, is a measure of the force which goes against the blood flow. For
a single vessel it can be obtained through the Poiseuille’s law (see subsection 1.2.1).
However, the application of the Poiseuille’s law is not trivial, considering that it
requires data often unknown, such as the exact vessel dimensions and the blood
viscosity, which can be quite variable inside small vessels. Thus, the resistance of a
single vessel is typically estimated as the ratio between the mean pressure gradient
(∆p) and the mean flow rate (∆Q) through the vessel, i.e., R = ∆p/∆Q. This is
the Ohm’s law if the hydraulic-electric analogy is applied [365]. The resistance
associated to a group of vessel can be evaluated by combining the corresponding
singular resistances in series or in parallel, as in electric circuits, depending on
how the different vessels are arranged. The total resistance will be the sum of the
single resistances, for resistances in series, and the inverse of the sum of the single
resistances, each to the power of -1, for resistances in parallel.

Compliance and Elastance

Compliance, C, is a measure of elasticity. For a generic organ or vascular region,
it can be calculated as the ratio between the variation in volume (∆V ) experienced
under a fixed variation in pressure (∆p) and ∆p, i.e., C = ∆V /∆p. Elastance, E,
is instead defined as the inverse of compliance [365]. Notice that pressure-volume
relationships are often non-linear. This means that C and thus E are typically
variable within a wide pressure range and can remain constant over limited pressure
intervals only.
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Inertance

Inertance, L, is a measure of the variation in the pressure difference through a
blood vessel (∆p) as mean blood velocity changes (dQ/dt /= 0). It is not negligible
in large/medium vessels, having a small resistance and a high blood flow pulsatility
[365]. For a generic large/medium vessel, it can be evaluated as a function of blood
density (ρ), vessel length (lv) and area (A): L = ρlv/A. Inertances of different
vessels are combined together as resistances.

Lumped models have the advantage to describe the entire cardiovascular system
at a low computational cost, although neglect important aspects of cardiovascular
mechanics, such as the propagation and reflection of pressure and flow waves. On
the other hand, overdetailed models - which promise a more precise description of
human circulation or a part of it - are often expensive in terms of parameter setting
and computational efforts and may generate unnecessary data with respect to the
prefixed goal [154]. Thus, despite its intrinsic limitations, a large number of 0D
models have been formulated [302].

In general, 0D models can be divided into two groups: the mono compartment
models and the multiple compartment ones [302]. In the mono compartment mod-
els, the cardiovascular apparatus or a part of it is considered as a unique block and
different haemodynamic phenomena are lost in the modelling process. The multi-
ple compartment models, instead, treat the global circulation as a combination of
well-defined cardiovascular regions, each of which is properly modelled based on its
fundamental characteristics.

Examples of mono compartment models are given in Figure 2.1, which depicts
the two- and three-elements Windkessel models [363, 364]. The three elements
Windkessel model approximates the systemic arterial behaviour through two resis-
tances and one compliance. The entering resistance, Zc, stands for the characteristic
impedance of the arterial network, the second resistance, Rp, is such that the sum
Zc + Rp corresponds to the total systemic arterial resistance, and the compliance,
C, represents the total systemic arterial compliance. Notice that this model is sim-
ilar to the two-elements Windkessel model, apart from the decomposition of the
total systemic arterial resistance into two terms (in the two-elements Windkessel
model Rp is the total systemic arterial resistance). In actual fact, this decompo-
sition offers a better estimation of the systemic arterial pressure in systole, with
respect to the two-elements Windkessel model. This is not surprising, considering
that the accuracy of 0D models in general improves with the number of circuital
components.

Figure 2.2 gives an example of multiple compartment model. This model has
been exploited to study the impact of AF on the cardiovascular system response
by Scarsoglio and co-authors [292]. In their work, the main arterial blocks (sys-
temic and pulmonary aortic sinus and arteries) are modelled through RLC electric
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Figure 2.1: Examples of mono compartment models: the two- (top image) and
three-elements (bottom image) Windkessel model. Image extracted from [365].

circuits, which consist in a parallel combination of a compliance and a sequence
resistance-inertance. The venous blocks (systemic and pulmonary vein) are taken
equal to the previous ones but lack of the inertance, the arteriolar and capillary
groups (systemic and pulmonary arteriole/capillary) are represented as pure resis-
tances, and the cardiac chambers and valves are reproduced through time-varying
elastances and orifice models, respectively.

Figure 2.2: Example of multiple compartment model. Image extracted from [292].
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Nowadays, 0D submodels of different kinds have been suggested to represent the
contractility of heart chambers [325, 362], the functioning of cardiac valves [120,
156, 155, 228], the arterial, venous and pulmonary circulations [110, 348, 120], the
venous valves [228, 313, 120], the distal coronary districts [226, 227], the auto- and
neuro-regulation systems [256, 347, 164], and other cardiovascular features [302].
Thus, distinct 0D submodels can be put together in multiple compartment mod-
els, leading to a reasonable description of the cardiovascular apparatus. However,
despite the wide availability of more or less sophisticated cardiovascular models
in literature, the choice of the most appropriate solution depends on the specific
physiological/pathological condition to explore [41].

2.2.2 One dimensional models
One dimensional (1D) models are typically adopted to study the haemodynam-

ics of the systemic arterial tree and, differently to 0D models, enable to inquire
into the propagation and reflection phenomena of pressure and flow rate wave-
forms. Nonetheless, 1D models have more recently applied to the systemic venous
circuit too [222, 227, 378], despite the scarce measurements of venous diameters,
their huge compliance (with respect to systemic arteries), and capability to collapse
under certain transmural pressures.

1D models derive from a simplified version of the Navier-Stokes equations, re-
sulting in a system of partial differential equations, generally coupled to some con-
stitutive algebraic equations. These models are solved numerically in both space
and time with a reasonable computational demand, although they cannot provide a
complete representation of the blood flow field, which is instead produced by higher
dimensional models [381].

The resolution of a generic 1D model of the arterial/venous tree usually requires
the application of three types of boundary conditions: at the inlet and outlet of
the tree and at each arterial/venous junction. The inlet consists in the aorta, for
the arterial tree, and the two venae cavae, for the venous tree, while there are as
many outlets as terminal arteries/veins. The quantities to impose at each boundary
are the dependent variables in the 1D formulation (e.g., pressure and flow rate, or
pressure and axial velocity, or area and flow rate, etc.). The boundary conditions at
arterial/venous bifurcations usually consist in the conservation of mass and total
pressure. The boundary condition at the inlet can be represented by periodic
signals of the dependent variables (especially for the systemic arterial tree) or can
be derived by a 0D model of the heart or a portion of it. The boundary condition
at each terminal artery/vein is typically given by a more or less complex 0D model
(e.g., a resistance, a two-elements Windkessel model, a sequence of RLC electric
circuits, etc.). For the sake of clarity, a 1D model coupled with models of other
dimensions (also 0D models) gives rise to a multiscale model, which is presented in
section 2.2.4.
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A large number of 1D models of the systemic arterial tree have been proposed
and tested to various objectives. As already observed by other authors [279, 321],
differences among these models mainly consist in the choice of domain, wall me-
chanical properties, velocity profile, boundary conditions and numerical methods.
A schematic summary of the features of some 1D models of the systemic arterial
tree is offered in Table 2.1. Based on the latter, one can guess that the accuracy
of the 1D models of the systemic arterial tree has progressively improved over the
years. More recent models, in fact, not only incorporate more cardiovascular ele-
ments, such as the cerebral and coronary circulations, but also refine the proximal
and distal boundary conditions and the modelling of the wall mechanical properties.
To this purpose, it has been documented that taking into account the viscoelastic
behaviour of arterial walls and closing terminal arteries with at least a two-elements
Windkessel model (rather than a simple resistance) can greatly ameliorate the pe-
ripheral pulse waveforms, damping local oscillations [205]. In addition, the accuracy
in the calculation of the convective term and shear stress strongly depends on the
choice of the velocity profile [356], although a number of well known 1D models
have used a flat velocity profile. Notice that adopting a flat velocity profile not al-
ways implies neglecting the friction term. In fact, authors like Mynard et al. [227]
employed a flat velocity profile and a velocity profile with boundary layer for the
calculation of the convective and viscous friction terms, respectively.

2.2.3 Two and three dimensional models
Two (2D) and three (3D) dimensional models, both obtained from the Navier-

Stokes equations, offer a more precise calculation of the pressure and flow fields with
respect to the previous modelling solutions. However, these models (especially the
3D ones) require a high computational effort. For this reason, they are usually em-
ployed to accurately study the fluid dynamics of small cardiovascular regions [204,
218], such as cardiac valves, coronary arteries and ventricles [317, 380], or confined
vascular areas in pathological situations, for example in presence of atheromatous
plaques [38, 136] or aneurysms [16, 299].

Nowadays, 3D models are selected to perform patient-specific simulations in
clinical trials, with a large number of advantages from a preventive, diagnostic and
operative point of view [188, 329]. In fact, new advances in imaging techniques allow
one to recreate 3D images of heart, single cardiac elements and vessels at a patient-
specific level, which are used to reconstruct comprehensive model domains and
accurately simulate the functioning of complex cardiovascular zones. In particular,
about the heart, it has been proved of dramatic importance the modelling of its
electrical function, which is strongly coupled to the mechanical one and is essential
to investigate phenomena like ventricular arrythmogenesis [345]. Thus, in the last
few years there has been a growing interest in integrating the electromechanical
function of the heart to the haemodynamics of cardiac chambers [272, 354].
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Table 2.1: Summary of the features among some 1D models of the systemic arterial
tree [279]. (A) Author and year of publication, (R) corresponding reference, (HM)
heart model or a portion of it as inlet boundary condition, (CeC) 1D cerebral
arteries, (CoC) 1D coronary arteries, (Visc) viscoelasticity of the arterial walls. "y"
means modelled, "n" means not modelled. (VeP) velocity profile for the convective
term - flat: "f", Poiseuille: "p", Witzig-Womersley theory: "w", approximated: "a" -,
(DB) distal boundary conditions - resistance: "r", Windkessel model: "wk", method
of structured tree: "m", microcirculation districts and venous return: "c".

A R HM CeC CoC Visc VeP DB
(year)
Avolio [20] n y n y p r
(1980)

Stergiopulos et al. [321] n n n n f wk
(1992)

Olufsen et al. [254] n n n n a m
(2000)

Sherwin et al. [301] n n n n f r
(2003)

Formaggia et al. [82] y n n n f wk
(2006)

Matthys et al. [205] n n n n f r
(2007)

Liang et al. [180] y n n n f c
(2009)

Reymond et al. [279] y y y y w wk
(2009)

Blanco et al. [30] y y n y p c
(2013)

Müller et al. [222] y y n n f c
(2014)

Guala et al. [108] y n y y a wk
(2015)

Mynard et al. [227] y y y y f c
(2015)

2D and 3D models can also be used in conjunction with fluid-structure interac-
tion and fluid-solid-growth models. The first approach is useful to take into account
the reciprocal interaction between the blood and the solid elements in contact with
it (vessel walls, cardiac valves, etc.) [49]. The second approach is helpful to model
the progressive changes in the geometrical and mechanical properties of a cardiovas-
cular region during an evolutionary process (e.g., when simulating the enlargement
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of an aneurysm [317]). These processes are proper of the living matter, whose shape
and properties continuously adapt to the applied chemical and mechanical stimuli,
in turn variable with age, diseases, injuries, surgical interventions, etc. [9].

2D and 3D models can be simulated alone with measured haemodynamic sig-
nals (got through MRI or catheterisation) as boundary conditions. However, this
solution is often impracticable, due to the difficulty in recording different simul-
taneous haemodynamic signals at both the inlet and outlet of high dimensional
models. For this reason, 2D and 3D models are frequently coupled to 0D and 1D
models (giving rise again to multiscale models - see section 2.2.4) to just provide
the boundary conditions. The key problem with this solution is the setting of low
dimensional model parameters, which have to be adapted to the specific patient to
simulate through a scaling procedure.

2.2.4 Multiscale models
As stated by Formaggia et al. [81], the cardiovascular system and its consti-

tutive elements have an inherent multiscale nature in both time and space. E.g.,
plaque formation depends on the stress applied by the blood to the vessel wall at
each cardiac cycle, lasting less than 1s. However, the visible growing of the plaque
is not appreciated in seconds but in months or years. Furthermore, dysfunctions
at cellular level (like in the transmission of the action potentials among cardiomy-
ocytes) or within small cardiovascular regions (like the regurgitation of a cardiac
valve) can cause macroscopic modifications in the whole cardiovascular behaviour
[81]. Taking into account these considerations, it is reasonable that some cardiovas-
cular models combine models of different dimensions (0D-3D), making up multiscale
mathematical models. In such frameworks, each single model is suitable to describe
a particular cardiovascular area, based on the characteristics of the zone to study,
the scope of the work and the expected computational effort. To this purpose,
it is important to notice that, in cardiovascular modelling, there is not the right
model and the wrong one, but all depends on what one aims at. For instance, one
has to treat the blood as non-Newtonian when working at capillary level, but can
rightly consider the blood as Newtonian in large-to-medium arteries, thus avoiding
to detail the haemodynamics of capillaries, if an attentive investigation of molecular
phenomena in them is not required.

An example of multiscale cardiovascular model is represented in Figure 2.3. This
model was presented by Blanco et al. [30] and includes three modelling components:
a 1D model to reproduce the systemic arterial tree, a 0D model for the microcir-
culation, venous return, cardiac and pulmonary circulations, and a 3D model (em-
bedded in the 1D model) to take into account the role played by a patient-specific
cerebral aneurysm. Through this global model, the authors managed to recreate the
typical physiological cardiovascular behaviour, show the effects of mild and severe
aortic valve regurgitation (by acting on the parameters of the 0D valvular model),
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2 – Cardiovascular modelling

Figure 2.3: Example of multiscale cardiovascular model. Image extracted from [30].

and detail the pressure and flow rate time signals where the aneurysm is located.
Notice that this model is closed-loop, which means that the input of each single
model integrated in it depends on the output. This condition is not always the
case: there are plenty of open models in literature, where inlet and outlet depend
on periodic haemodynamic signals externally imposed or 0D submodels generating
periodic boundary conditions.

To create a multiscale mathematical model of human circulation is sufficient
to combine at least two models of different dimensions, already introduced in the
previous section. However, the most difficult aspect to joint models of different
dimensions is assuring they are stably coupled. To achieve this purpose, each
research group chooses the most appropriate solution, depending on the numerical
technique used to solve each submodel in the multiscale formulation. An overview
of all the numerical solutions available in literature is out of the scope of this Thesis,
but the full description of the method solving the multiscale model developed in
this work will be provided in chapter 3.
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Chapter 3

Closed-loop multiscale
mathematical model of the
cardiovascular system

Some of the contents of this chapter have been previously published in [91, 92,
291, 293].

We here present the closed-loop multiscale (0D-1D) mathematical model of the
cardiovascular system developed in this work. It couples a 1D representation of
the systemic arterial tree and a 0D description of the following microcirculation
and venous return, together with the heart and pulmonary circulation. This model
also features a multiscale (0-1D) reproduction of the coronary circulation, and
a short-term baroreflex mechanism adjusting the haemodynamic response to the
mean arterial pressure variations. A sketch of the entire modelling is provided in
Figure 3.18, after having detailed each submodel in the following sections: the 1D
model of the systemic arterial tree in section 3.1, the 0D model of the systemic
microcirculation and venous return, with the heart and pulmonary circulation, in
section 3.2, the multiscale model of the coronary circulation in section 3.4, the
baroreflex model in section 3.5, and the mathematical approach implemented to
couple 0D and 1D models in section 3.3.

3.1 1D model of the systemic arterial tree
The 1D model of the systemic arterial tree used in this work was first proposed

by Guala et al. [106, 108]. It incorporates 48 large-to-medium arteries and 24
arterial bifurcations. Both left and right arm arteries are modelled because of their
asymmetric distribution, while only the left leg arteries are taken into account,
exploiting the symmetrical vasculature of the lower limbs. The model domain is
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3 – Closed-loop multiscale mathematical model of the cardiovascular system

shown in Figure 3.1, the names of the included arteries are given in Table 3.1, and
their geometrical and mechanical properties are reported in Appendix A.1.
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Figure 3.1: Represen-
tation of the modelled
systemic arterial tree.
Numbers corresponding
to distal arteries are in-
dicated in grey circles.

Table 3.1: Names of
the arteries numbered in
Figure 3.1.

N Arterial tract
right/left
1 Ascending Aorta
2 Aortic Arch A
3 Brachiocephalic
4/19 Subclavian A
5/15 Common Carotid
6/20 Vertebral
7/21 Subclavian B,

Axillary, Brachial
8/22 Radial
9/23 Ulnar A
10/24 Interosseous
11/25 Ulnar B
12/16 Internal Carotid
13/17 External Carotid
14 Aortic Arch B
18 Thoracic Aorta A
26 Intercostals
27 Thoracic aorta B
28 Abdominal aorta A
29 Coeliac A
30 Coeliac B
31 Hepatic
32 Gastric
33 Splenic
34 Superior Mesenteric
35 Abdominal Aorta B
36/38 Renal
37 Abdominal Aorta C
39 Abdominal Aorta D
40 Inferior Mesenteric
41 Abdominal Aorta E
42 Common Iliac
43 Inner Iliac
44 External Iliac
45 Deep Femoral
46 Femoral
47 Anterior Tibial
48 Posterior Tibial
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3.1 – 1D model of the systemic arterial tree

3.1.1 Hypotheses and mathematical formulation
The present 1D model of the systemic arterial tree solves the blood flow field

within large and medium arteries under a number of hypotheses [80, 82]: (i) vascular
geometry and flow field are axisymmetric, (ii) vessel lengths are time-invariant,
(iii) wall motions are radial only (areas modify with time, remaining circular and
perpendicular to the vessel axis), (iv) walls are impermeable, (v) viscous effects are
significant just close to the walls, (vi) pressure is constant over each section, (vii)
blood is incompressible and Newtonian (density, ρ=1050 kg/m3, dynamic viscosity,
µ=0.04 Pas, and kinematic viscosity, µ/ρ = ν=3.8 mm2/s, are taken constant
[237]), (viii) and flow is laminar [161, 261].

Since the resolution of this problem is based on the conservation of mass and mo-
mentum laws, the mathematical formulation derives from the Navier-Stokes equa-
tions written for an incompressible and Newtonian fluid:⎧⎪⎨⎪⎩

∇ · u = 0,

ρ
∂u
∂t

+ ρu · ∇u = −∇p+ µ∇2u + ρg,
(3.1)

with t the time, u the velocity vector, p the pressure, and g the gravity vector.
Considering the generic artery as a cylinder, system (3.1) can be rewritten on a

cylindrical coordinate system (r, ϕ, z), with r the radial coordinate, ϕ the azimuthal
coordinate, and z the axial coordinate. Namely,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
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+ ∂uz

∂z
= 0,

ρ

(︄
∂ur

∂t
+ ur

∂ur

∂r
+ uϕ

r

∂ur

∂ϕ
−
u2

ϕ

r
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=
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∂ϕ
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∂z2
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ρ
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∂uϕ

∂ϕ
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∂uϕ
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=

= −1
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∂ur

∂ϕ
+ ∂2uϕ

∂z2

]︄
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ρ
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∂uz

∂t
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∂uz

∂r
+ uϕ

r

∂uz

∂ϕ
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=
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)︃
+ 1
r2
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∂ϕ2 + ∂2uz
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]︄
+ ρgz,

(3.2)

where (ur, uϕ, uz) and (gr, gϕ, gz) are the components of u and g along the r, ϕ
and z directions, respectively.
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3 – Closed-loop multiscale mathematical model of the cardiovascular system

However, we are interested in a 1D formulation, thus take as main direction of
the blood flow field z, simplifying system (3.2) as⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂uz

∂z
= 0,

ρ

(︄
∂uz

∂t
+ uz

∂uz

∂z

)︄
= −∂p

∂z
+ µ

[︄
1
r

∂

∂r

(︄
r
∂uz

∂r

)︄]︄
+ ρgz.

(3.3)

Integrating system (3.3) over the cross-sectional area, A = πr2, one obtains the
integral form of the mass balance equation [271]

∂A

∂t
+ ∂Q

∂z
= 0, (3.4)

and the momentum balance equation

∂Q

∂t
+ ∂

∂z

(︃∫︂ rv

0
2πru2

zdr
)︃

= −A

ρ

∂p

∂z
+ 2πν

[︄
r
∂uz

∂r

]︄
r=rv

+ A|g|sinγ. (3.5)

In equations (3.4) and (3.5), Q =
∫︁

A uzdA is the flow rate, rv is the vessel radius,
|g| is the modulus of the gravity vector (positive in the head-foot direction), and γ
is the sine of the angle between the axial and horizontal directions [108]. The term
∂A/∂t in the mass balance equation is due to the wall radial motions and would
disappear if blood flow developed within perfectly rigid tubes [271].

3.1.2 Velocity profile
In order to define the convective and viscous terms of equation (3.5), a velocity

profile uz(t, r, z) must be assumed. The shape of the velocity profile changes in
time, being the motion pulsatile, and with the distance from the heart [46]. In
particular, it appears quite flat close to the heart and progressively rounded towards
the periphery. In fact, arterial diameters reduce with the distance from the heart,
making viscous forces increasingly important at distal sites with respect to central
ones.

Flat [80, 82, 180, 181, 205, 226, 227, 301, 321], parabolic [20, 31, 30], and
approximated [254, 279, 280] velocity profiles have been employed in literature.
The one proposed by Guala et al. [108] is here used (see Figure 3.2). It combines
an inviscid flat core with constant velocity uz and a parabolic boundary layer of
thickness δ as

46



3.1 – 1D model of the systemic arterial tree

uz =
⎧⎨⎩uz if 0 ≤ r < rv − δ,

uz
r2

v−r2

2rvδ−δ2 if rv − δ ≤ r ≤ rv.
(3.6)

Figure 3.2: Representation of an instantaneous velocity profile, with rv the local
radius, δ the boundary layer thickness, and uz the modulus of the uniform velocity
along the axial direction within the flat core.

δ can be determined through the Womersley number, αW N . It is a non-dimensional
parameter, coming from the momentum balance equation of the Hagen-Poiseuille
flow as a periodic pressure gradient is applied [372]. αW N is typically used to char-
acterize the unsteady nature of biological flows [190], identifying the weight of the
inertial forces over the viscous ones within a period of oscillation. In this sense, it
is considered as an unsteady Reynolds number [46]. Referring to arteries, αW N is
calculated as

αW N = rv

√︃
ω

ν
, (3.7)

with ω equal to the cardiac pulsation. Notice that, in large arteries, αW N is greater
than 10, flow is mainly dominated by inertial forces, and the boundary layer is
extremely thin with respect to the vessel radius. At microcirculation districts,
instead, αW N is smaller than 1, viscous effects are not negligible, and the boundary
layer thickness is comparable to the vessel radius [46]. In order to calculate the
boundary layer thickness is sufficient to set αW N=1. In fact, the boundary layer
ends at a distance from the wall such that inertial and viscous forces balance. In
doing so, one finds

δ =
√︃
ν

ω
∼ 1mm. (3.8)
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3 – Closed-loop multiscale mathematical model of the cardiovascular system

However, since at distal sites rv is comparable to δ, we define δ as

δ = min
{︃
rv,

√︃
ν

ω

}︃
. (3.9)

By using the definition of flow rate, uz (in equation (3.6)) can be expressed as
a function of Q, rv and δ only. Practically,

Q =
∫︂

A
uzdA,

=
∫︂ rv

0
2πruzdr,

= 2πuz

(︄∫︂ rv−δ

0
rdr +

∫︂ rv

rv−δ

r2
v − r2

2rvδ − δ2 rdr
)︄
.

(3.10)

Developing integrals at second member and inverting the resultant expression, one
gets

uz = 2Q
π [δ2 + 2rv(rv − δ)] . (3.11)

Therefore, based on equations (3.8) and (3.11), δ only varies with time through
ω (apart in those vessels where rv < δ, for which we impose δ = rv), while uz is
time- and space-dependent, being Q and A (and thus rv) both time- and space-
dependent.

Knowing the explicit value of uz, the calculation of the convective and viscous
terms in equation (3.5) is easily obtainable [108]. The convective term is

∫︂ rv

0
2πru2

zdr = 2πu2
z

[︄∫︂ rv−δ

0
rdr +

∫︂ rv

rv−δ
r
r4

v − 2r2
vr

2 + r4

4r2
vδ

2 − 4rvδ3 + δ4 dr
]︄
,

= 4
3

(2πAδ2 + 3A2 − 4
√
πA3/2δ)(︂

πδ2 + 2A− 2
√
π

√
Aδ
)︂2

Q2

A
,

= β
Q2

A
,

(3.12)

with β the Coriolis coefficient. The viscous term is
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2πν
[︄
r
∂uz

∂r

]︄
r=rv

= 8ν
√
πA2

δ
(︂
−4A3/2 + 6Aδ

√
π − 4

√
Aπδ2 + π3/2δ3

)︂Q
A
,

≡ N4
Q

A
,

(3.13)

where ∂uz

∂r
is

∂uz

∂r
=
⎧⎨⎩0 if 0 ≤ r < rv − δ,

− 2r
2rvδ−δ2

2Q
π(δ2+2rv(rv−δ)) if rv − δ ≤ r ≤ rv.

(3.14)

Thus, the resulting balance equations are⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂A

∂t
+ ∂Q

∂z
= 0,

∂Q

∂t
+ ∂

∂z

(︄
β
Q2

A

)︄
= −A

ρ

∂p

∂z
+N4

Q

A
+ A|g|sinγ,

(3.15)

with t and z independent variables, A, Q and p dependent variables, and β, ρ, N4,
|g| and γ parameters. Notice that ρ is constant under the hypothesis of incom-
pressible fluid, |g| is constant if one stays on the ground, γ is constant in a static
posture, and β(A, δ) and N4(A, δ) are time- and space-dependent for definition.
However, in this work, both β and N4 are taken constant with time. At each site,
they are evaluated at a reference pressure, p0 = 100 mmHg (for which A values
(A0) are the ones in Table A.1), and at a reference δ = min{rv,1mm} [183].

3.1.3 Constitutive equation for pressure
System (3.15) is made of two equations and contains three dependent variables

(A, Q and p), thus another equation has to be defined. Choosing as dependant
variables A and Q, a constitutive relationship for p is introduced. p is written as a
function of A through a relation which takes into account the anisotropic non-linear
viscoelastic behaviour of arterial walls [108]. We set

p = pe + pvisc, (3.16)

where pe is the elastic pressure component and pvisc the viscoelastic one.
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pe is calculated according to the theory reported by Reymond et al. [279], who
evaluated the elastic component of the arterial compliance, Ce

A, as

Ce
A = ∂A

∂pe

= Ce
gC

e
p , (3.17)

where Ce
g is a geometric-dependent function and Ce

p is a pressure-dependent func-
tion. Ce

g provides the local compliance for a time-averaged area, Ā = πD̄/4, and
at the reference pressure, p0 (=100 mmHg), like

Ce
g = Ā

ρPWV 2(D̄, p0)
, (3.18)

where PWV is the pulse wave velocity. Taking as time-averaged area and diameter
the ones at p0 (Ā = A0 and D̄ = D0, respectively), one gets

Ce
g = A0

ρPWV (D0, p0)2 = A0

ρPWV 2
0
. (3.19)

In equation (3.19), PWV0 is calculated according to Reymond et al. [279], that is

PWV0 = a2

Db2
0
, (3.20)

with a2 = 13.3 m1.3/s and b2 = 0.3. Regarding the pressure-dependent function,
Ce

p , it is also expressed as in Reymond et al. [279]:

Ce
p = a1 + b1

1 +
(︂

pe−pmaxC

pww

)︂2 , (3.21)

where the fitting parameters (a1 = 0.4, b1 = 5, pmaxC = 20 mmHg and pww = 30
mmHg) are proved to hold throughout the entire systemic arterial tree [279].

The generic arterial area can be written as

A = A0 + Ap, (3.22)

where A0 is the area at the reference pressure and Ap is the pressure-dependent
area

Ap =
∫︂ ∂A

∂pe

dpe =
∫︂
Ce

Adpe. (3.23)
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Exploiting equation (3.17) and recalling that Ce
g does not depend on pe, one can

write

A = A0 + Ce
g

∫︂
Ce

pdpe,

= A0 + A0

ρPWV 2
0

∫︂
Ce

pdpe.
(3.24)

∫︁
Ce

pdpe is numerically integrated and fitted with the invertible function∫︂
Ce

pdpe ≃ a3p
1/3
e + a5, (3.25)

where a3 = 1914 N2/3/m4/3 and a5 = −45.35 N/m2 [108]. Substituting the (3.25)
into the (3.24) and solving with respect to pe, one finds

pe =
(︄
A− A0

A0

ρPWV 2
0

a3
− a5

a3

)︄3

, (3.26)

that is the space-dependent (A0 and PWV0 vary site by site) relationship relating
the elastic pressure component pe to the corresponding vessel area A. Expand-
ing equation (3.26) in a polynomial function of the area, one obtains the simple
algebraic equation

pe = B1 +B2A+B32
A +B4A

3, (3.27)

where the space-dependent coefficients Bi (i=1÷4) [108] contain the information
related to the local mechanical properties of the arterial wall and can be calculated
as follows

B1 = − 1
a3

3

(︂
a3

5 + PWV 6
0 ρ

3 + 3PWV 4
0 ρ

2a5 + 3a2
5PWV 2

0 ρ
)︂
,

[︄
N
m2

]︄
, (3.28)

B2 = 3ρPWV 2
0

A0a3
3

(︂
ρ2PWV 4

0 + 2ρa5PWV 2
0 + a2

5

)︂
,

[︄
N
m4

]︄
, (3.29)

B3 = −3ρ2PWV 4
0

A2
0a

3
3

(︂
a5 + ρPWV 2

0

)︂
,

[︄
N
m6

]︄
, (3.30)

B4 =
(︄
ρPWV 2

0
a3A0

)︄3

,

[︄
N
m8

]︄
. (3.31)
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The viscoelastic component, pvisc, of p is determined as suggested by Kivity et
al. [147]

pvisc = Kvischw0

2
√
A0

√
Arv0

∂A

∂t
, (3.32)

with Kvisc the effective viscosity of the wall, and hw0 and rv0 the arterial wall thick-
ness and the vessel radius at the reference pressure, p0 (=100 mmHg), respectively.
By exploiting equation (3.4), equation (3.32) can be written as

pvisc = −B5
1√
A

∂Q

∂z
, (3.33)

where B5, equal to (Kvischw0) /
(︂
2
√
A0rv0

)︂
, is space-dependent (A0 varies site by

site) [108].
Thus, combining equations (3.16), (3.27) and (3.33), the constitutive equation

for pressure becomes

p = pe + pvisc,

= B1 +B2A+B3A
2 +B4A

3 −B5
1√
A

∂Q

∂z
,

(3.34)

and the closed form of the momentum balance equation can be written as

∂Q

∂t
+ ∂

∂z

(︄
β
Q2

A

)︄
=

= −A

ρ

∂

∂z

(︄
B1 +B2A+B3A

2 +B4A
3 −B5

1√
A

∂Q

∂z

)︄
+N4

Q

A
+ A|g|sinγ.

(3.35)

Notice that coefficients Bj, for j = 1 ÷ 5, result to be time-independent being
evaluated at p0 (for which A values (A0), Kvisc and hw0 are the ones in Table A.1).

3.1.4 Conservative form of mass and momentum balance
equations

Choosing A and Q as conservative variables, the mass balance equation (3.4)
is already written in conservative form. The momentum balance equation (3.35),
instead, not. It can be reformulated in conservative form by further developing the
pressure term in the (3.35) as
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A

ρ

∂
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(3.36)

One can verify that

A

ρ

∂
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and
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Therefore, adjusting signs, the conservative form of equation (3.35) becomes
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j=1

Aj

jρ

dBj

dz + B5

ρ
√
A

∂Q

∂z

∂A

∂z
−N4

Q

A
− A|g|sinγ

⎞⎠ = 0.
(3.39)

Adopting a vectorial notation, the conservative form of mass and momentum
balance equations can be written as

∂U
∂t

+ ∂F
∂z

+ S = 0, (3.40)

where U = [A,Q]T , while the flux vector, F, and the source vector, S, are

F =
[︄

Q

βQ2

A
+∑︁4

j=2
(j−1)AjBj

jρ
− B5

ρ

√
A∂Q

∂z

]︄
, (3.41)

and
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S =
[︄ 0∑︁4

j=1
Aj

jρ

dBj

dz
+ B5

ρ
√

A

∂Q
∂z

∂A
∂z

−N4
Q
A

− A|g|sinγ

]︄
, (3.42)

respectively.

3.1.5 Model resolution I
Solving the conservative form of mass and momentum balance equations (system

(3.40)) means determining the conservative variables (A, Q) both in space (along
the vessel axis z) and time (t).

Spatial resolution

Concerning the spatial resolution, a Discontinuous-Galerkin method is imple-
mented [108]. The whole 1D structure, consisting in a network of 1D vessels, is sub-
divided in Ne elemental non-overlapping regions Ωe = [zl

e, z
r
e ], such that zr

e−1 = zl
e

for e = 1 ÷ Ne and ∪Ne
e=1Ωe = Ω. Then, system (3.40) is written in weak form,

that is each term is multiplied by a set of arbitrary test functions in Ω, ψ, and is
integrated over the entire domain. Namely(︄

∂U
∂t

, ψ

)︄
Ω

+
(︄
∂F
∂z

, ψ

)︄
Ω

+ (S, ψ)Ω = 0. (3.43)

Since Ω = ∑︁Ne
e=1 Ωe, one can write

Ne∑︂
e=1

[︄(︄
∂U
∂t

, ψ

)︄
Ωe

−
(︄

F,
dψ
dz

)︄
Ωe

+ [Fψ]δΩe
+ (S, ψ)Ωe

]︄
= 0, (3.44)

with the flux term integrated by part (see Appendix A.3). Being this problem
solved in discrete form, both the solution U and the test functions ψ have to be
discretised.

Concerning U, we choose an approximate solution, Uh, over the generic ele-
mental region Ωe. It is defined as

Uh(Ωe(ξ), t) =
[︄
α1A α2A

α1Q α2Q

]︄ [︄
ϕ1
ϕ2

]︄
, (3.45)

where ξ ∈ [−1,1] stands for the non-dimensional form of ze in Ωe, subscripts 1 and
2 refer to the left and right extremes (nodes) of the element, α1A/α1Q and α2A/α2Q

are the time-dependent unknown weights at 1 and 2 for A/Q, and ϕ1 and ϕ2 are
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the space-dependent trial functions over the element. The relation linking ze and
ξ within each interval Ωe [108] is

ze(ξ) = zl
e

1 − ξ

2 + zr
e

1 + ξ

2 , (3.46)

and its inverse is

ξ(ze) =
(︄
ze − zr

e + zl
e

2

)︄
2
le
, (3.47)

with le = zr
e − zl

e the length of the element Ωe. Taking the trial functions ϕ1 and ϕ2
equal to the first degree Lagrangian functions (ϕ1 = (1 − ξ)/2 and ϕ2 = (1 + ξ)/2),
equation (3.45) becomes

Uh(Ωe(ξ), t) =
[︄
α1A α2A

α1Q α2Q

]︄ [︄1−ξ
2

1+ξ
2

]︄
. (3.48)

It is important to observe that the approximate solution Uh over Ωe is accurate at
the first order, being constructed as a linear combination of the weights (α1A/α1Q

and α2A/α2Q) on the nodes of the element. Moreover, solutions at the interface
between two contiguous elements are typically different, in fact, the method is
said discontinuous. However, these discontinuities are expected to reduce as spatial
discretisation improves (the number of elements Ωe over a given vessel length rises).

Concerning ψ, we choose the discrete test functions, ψh, in the same discrete
space of Uh and equal to the trial functions (ϕ1 and ϕ2), as usual according to the
Galerkin approach. Therefore, on Ωe, ψh =

[︂
1−ξ

2 , 1+ξ
2

]︂
. In light of all the above, it

is clear that the approximate solution over each element is calculated a-posteriori
from equation (3.48).

Substituting the discrete form of U and ψ into equation (3.44), one gets

Ne∑︂
e=1

[︄(︄
∂Uh

∂t
, ψh

)︄
Ωe

−
(︄

F(Uh), dψh

dz

)︄
Ωe

+ [FLF(Uh)ψh]δΩe
+ (S(Uh), ψh)Ωe

]︄
= 0.

(3.49)

where FLF is the boundary flux. Notice that, in case of external boundary (inlet
and outlet of a vessel), FLF is calculated using the definition of F and the variables
at the boundary. In case of boundary between two different elements, instead, FLF
is obtained from the Lax-Friedrichs method [108] as
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FLF(Uh) = 1
2
(︂
F(U−

h ) + F(U+
h ) − λmax(U+

h − U−
h )
)︂
, (3.50)

where U−
h and U+

h are the variables on the left and right side of the boundary,
respectively, and λmax is the maximum eigenvalue of the matrix H̄ = ∂F

∂U (equation
(3.70)), which appears in the quasi-linear form of the system of mass and momen-
tum balance equations (equation (3.69)).

To practically understand how to obtain the weights of the generic element Ωe,
one can suppose that the entire domain consists in a single element Ωe, like that
shown in Fig. 3.3.

Figure 3.3: Representation of a single element Ωe. It has length le = zr
e − zl

e and
weights α1A/Q and α2A/Q at nodes 1 and 2, respectively, for both A and Q.

In this case, equation (3.49) becomes

∫︂ zr
e

zl
e

∂Uh

∂t
ψhdze −

∫︂ zr
e

zl
e

F(Uh)dψh

dz dze +
∫︂ zr

e

zl
e

S(Uh)ψhdze + FLF(Uh)ψh|z
r
e

zl
e

= 0.
(3.51)

Since both Uh and ψh depend on the non-dimensional spatial variable ξ, it
should be better to change the integration variable from ze to ξ. This change is
easily feasible, reminding that dze = le/2dξ (see equation (3.47)). Thus, when
ze = zl

e then ξ = −1, when ze = zr
e then ξ = 1. Based on these expressions,

equation (3.51) can be written as

le
2

[︄∫︂ 1

−1

(︄
∂Uh

∂t
ψh − F(Uh) 2

le

dψh

dξ + S(Uh)ψh

)︄
dξ

]︄
+ FLF(Uh)ψh|1−1 = 0. (3.52)

Using the definitions of ψh, one can calculate the four terms of the (3.52) as
follows
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∂Uh

∂t
ψh = ∂

∂t

[︄
α1A α2A

α1Q α2Q

]︄ [︄1−ξ
2

1+ξ
2

]︄ [︄
1 − ξ

2 ,
1 + ξ

2

]︄
,

=
[︄dα1A

dt
dα2A

dt
dα1Q

dt

dα2Q

dt

]︄ [︄1+ξ2−2ξ
4

1−ξ2

4
1−ξ2

4
1+ξ2+2ξ

4

]︄
,

(3.53)

F(Uh) 2
le

dψh

dξ = F(Uh) 2
le

[︃
−1

2 ,
1
2

]︃
,

= F(Uh)
[︃
− 1
le
,

1
le

]︃
,

=
[︄
FA
FQ

]︄ [︃
− 1
le
,

1
le

]︃
,

≡
[︄
F1A F2A

F1Q F2Q

]︄
,

(3.54)

S(Uh)ψh = S(Uh)
[︄

1 − ξ

2 ,
1 + ξ

2

]︄
,

=
[︄
SA
SQ

]︄ [︄
1 − ξ

2 ,
1 + ξ

2

]︄
,

≡
[︄
S1A S2A

S1Q S2Q

]︄
,

(3.55)

and

FLF(Uh)ψh|1−1 = FLF(Uh)
[︄

1 − ξ

2 ,
1 + ξ

2

]︄⃓⃓⃓⃓
⃓
1

−1
,

=
[︄
FLFA

FLFQ

]︄
[−1, 1] ,

≡
[︄
FLF1A

FLF2A

FLF1Q
FLF2Q

]︄
.

(3.56)

We recall that F (equation (3.41)), S (equation (3.42)) and FLF - which is function
of F - (equation (3.50)) are all vectors. Since the first component of these vectors
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refers to the dependent variable A, while the second component to the dependent
variable Q (see conservative formulation (3.40)), we identify the first component
with the subscript A and the second component with the subscript Q. It follows
that subscripts 1A and 2A are calculated with the first component of vectors F, S
and FLF, and refer to the left and right extremes of the element Ωe, respectively.
Subscripts 1Q and 2Q, instead, are calculated with the second component of vec-
tors F, S and FLF, and refer to the left and right extremes of the element Ωe,
respectively.

Integrating expressions (3.53), (3.54) and (3.55), one has

∫︂ 1

−1

∂Uh

∂t
ψhdξ =

∫︂ 1

−1

[︄dα1A

dt
dα2A

dt
dα1Q

dt

dα2Q

dt

]︄ [︄1+ξ−2ξ
4

1−ξ2

4
1−ξ2

4
1+ξ2+2ξ

4

]︄
dξ,

=
[︄dα1A

dt
dα2A

dt
dα1Q

dt

dα2Q

dt

]︄ ∫︂ 1

−1

[︄1+ξ−2ξ
4

1−ξ2

4
1−ξ2

4
1+ξ2+2ξ

4

]︄
dξ,

=
[︄dα1A

dt
dα2A

dt
dα1Q

dt

dα2Q

dt

]︄ [︄
2/3 1/3
1/3 2/3

]︄
,

(3.57)

∫︂ 1

−1
F(Uh) 2

le

dψh

dξ dξ =
∫︂ 1

−1

[︄
F1A F2A

F1Q F2Q

]︄
dξ,

≡
[︄
i

′
1A i

′
2A

i
′
1Q i

′
2Q

]︄
,

(3.58)

and

∫︂ 1

−1
S(Uh)ψhdξ =

∫︂ 1

−1

[︄
S1A S2A

S1Q S2Q

]︄
dξ,

≡
[︄
i

′′
1A i

′′
2A

i
′′
1Q i

′′
2Q

]︄
,

(3.59)

with integrals (3.58) and (3.59) numerically calculated through a Gauss-Legendre
quadrature method [330].

Substituting terms (3.56), (3.57), (3.58) and (3.59) in the (3.52), one obtains

[︄dα1A

dt
dα2A

dt
dα1Q

dt

dα2Q

dt

]︄ [︄
2/3 1/3
1/3 2/3

]︄
=
[︄
i

′
1A i

′
2A

i
′
1Q i

′
2Q

]︄
−
[︄
i

′′
1A i

′′
2A

i
′′
1Q i

′′
2Q

]︄
− 2
le

[︄
FLF1A

FLF2A

FLF1Q
FLF2Q

]︄

≡
[︄
G1A G2A

G1Q G2Q

]︄
,

(3.60)
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which is equivalent to[︄
2/3 1/3
1/3 2/3

]︄ [︄dα1A

dt

dα1Q

dt
dα2A

dt

dα2Q

dt

]︄
=
[︄
G1A G1Q

G2A G2Q

]︄
. (3.61)

Vectorial system (3.61) enables the calculation of the time derivatives of the weights
for the element of interest as

[︄dα1A

dt

dα1Q

dt
dα2A

dt

dα2Q

dt

]︄
=
[︄
2/3 1/3
1/3 2/3

]︄−1 [︄
G1A G1Q

G2A G2Q

]︄

=
[︄

2 −1
−1 2

]︄ [︄
G1A G1Q

G2A G2Q

]︄
.

(3.62)

The result reported above refers to a single element. However, the more frequent
case is the one in which the whole 1D structure is divided in Ne elements, like in
this work and in Figure 3.4. In this last case, equation (3.62) transforms into

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

dα1,1,A/Q

dt
dα1,2,A/Q

dt
dα2,1,A/Q

dt
dα2,2,A/Q

dt
dα3,1,A/Q

dt
dα3,2,A/Q

dt
dαe,1,A/Q

dt
dαe,2,A/Q

dt

...
dαNe,2,A/Q

dt

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2 −1 0 0 0 0 0 0 0 0
−1 2 0 0 0 0 0 0 0 0
0 0 2 −1 0 0 0 0 0 0
0 0 −1 2 0 0 0 0 0 0
0 0 0 0 2 −1 0 0 0 0
0 0 0 0 −1 2 0 0 0 0
0 0 0 0 0 0 2 −1 0 0
0 0 0 0 0 0 −1 2 0 0
0 0 0 0 0 0 0 0 2 −1
0 0 0 0 0 0 0 0 −1 2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

G1,1,A/Q

G1,2,A/Q

G2,1,A/Q

G2,2,A/Q

G3,1,A/Q

G3,2,A/Q

Ge,1,A/Q

Ge,2,A/Q

...
GNe,2,A/Q

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(3.63)

where the first subscript refers to the element, while the second one indicates the
node of the element (1 for the left node and 2 for the right one). Equation (3.63)
can be synthetically written as

d
dtα = MG, (3.64)
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with M the mass matrix, α the vector of A/Q weights, and G the vector of known
terms corresponding to the A/Q weights. It should be noted that equation (3.64)
is a system of ordinary differential equations, with independent variable: t. Thus,
this system has to be solved in time.

Figure 3.4: Representation of a multiple sequence of elements Ωe. Each element
has length le for e = 1 ÷ Ne. Each node is defined by two numbers; the first one
refers to the element it belongs to, the second one is 1 for the left node and 2 for
the right one.

Temporal resolution

Vector of weights α has to be updated in time. To this purpose, it is first
necessary to discretise the time vector, t. In this work, the sequence of heartbeat
durations, TH, is provided in input. Therefore, t can be obtained from TH at the
beginning of the simulation as follows. Each heartbeat duration, which is first made
multiple of the time step (∆T ), is divided by ∆T to obtain the number of intervals
to simulate the whole heartbeat period. The sum of all the time intervals to simulate
for all the heartbeat durations is equal to Nt. Hence, starting from the initial time,
e.g., t = 0, the whole time vector t can be constructed as t = [0, n∆T, ...], with
n = 1 ÷Nt.

Advancing in time is implemented through a two steps Runge-Kutta explicit
scheme. This means that, starting from the initial weight vector, α0, an interme-
diate weight vector, αn+1/2, is calculated at each half time step, before obtaining
αn+1. In particular, the first time step leads to

αn+1/2 = αn + ∆T
2

dαn

dt , (3.65)

while the second time steps to

αn+1 = αn + ∆T dαn+1/2

dt . (3.66)
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General procedure

In light of all the above, one can now summarize the essential guidelines to follow
in order to solve the mass and momentum balance equations (system (3.40)) for
the 1D network through a two steps Runge-Kutta Discontinuous-Galerkin scheme.

1. Evaluation of the time vector t, given the sequence of heartbeat durations to
simulate TH.

2. Discretisaton of the whole space domain, with each vessel divided in a number
of segments of constant length1.

3. Imposition of the initial conditions (as explained in Appendix A.2) and de-
termination of the weights (values of A and Q) at the nodes of each segment,
to make up the vector of initial weights α0 at time t0 = 0∆T .

4. Determination of constant coefficients appearing in the equations (B1, B2, B3,
B4, B5, β, N4, γ, dB1/dz, dB2/dz, dB3/dz, dB4/dz, dB5/dz) at the nodes of
each vascular segment.

5. Calculation of the time-dependent vector Gn with the solution Un at time
tn = n∆T and the vector of weights αn+1/2 at the end of the first time step
tn+1/2 = (n+ 1/2)∆T .

6. Resolution of the boundary conditions.

7. Calculation of the time-dependent vector Gn+1/2 with the solution Un+1/2 at
time tn+1/2 and the vector of weights αn+1 at the end of the second time step
tn+1 = (n+ 1)∆T .

8. Resolution of the boundary conditions.

9. Substitution of variables at step n-th with variables at step (n + 1)-th and
repetition of points 5.-8. ∆T by ∆T until the whole time vector is simulated.

Concerning the boundary conditions, these are defined by a combination of
physical and compatibility equations, introduced in section 3.1.6 and 3.1.7, respec-
tively.

3.1.6 Physical boundary conditions
Physical boundary conditions have to be set at the edges of the 1D structure,

that are: entrance to the aorta, distal arteries and arterial junctions.

1The number of segments for each vessel depends on its mechanical characteristics. For exam-
ple, if a vessel is extremely tapered, the number of segments increases.
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Entrance to the aorta and distal arteries

The entrance to the aorta receives its physical boundary condition by the 0D
model of the aortic valve (system (3.100)), while the i-th distal artery, represented
in Figure 3.5, by the relationship linking flow rate and pressure drop across the
closing characteristic impedance, Zc,i (calculated through the (A.1) and reported
in Table A.1). This relationship is

Qter_art,i = pter_art,i − part,i

Zc,i

, (3.67)

with pter_art,i and Qter_art,i the pressure and flow rate at the i-th distal artery,
and part,i the pressure at the entrance of the the following arteriole, defined by the
relative 0D model (system (3.95)).

Figure 3.5: Representation of the i-th 1D distal artery with the following charac-
teristic impedance, Zc,i. pter_art,i and Qter_art,i are the pressure and flow rate at the
distal artery, while part,i is the pressure at the entrance of the successive arteriole.

Arterial junctions

As Formaggia and co-workers [80] have observed, flow at the bifurcations is
intrinsically three-dimensional. However, one can treat arterial junctions as single
points when solving a 1D model. In this case, bifurcation details, such as the
angles between the vessels making up the bifurcation, are neglected. Approximating
the generic junction in Figure 3.6 as a single point, the local physical boundary
condition is represented by the conservation of mass and total pressure as⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Q1 = Q2 +Q3,

p1 + 1
2ρū

2
1 = p2 + 1

2ρū
2
2,

p1 + 1
2ρū

2
1 = p3 + 1

2ρū
2
3,

(3.68)

where subscript 1 refers to the parent artery, subscripts 2 and 3 to the daughter
arteries, and ūi (i = 1 : 3) stands for the mean blood velocity (Q/A) [108].

62



3.1 – 1D model of the systemic arterial tree

Figure 3.6: Representation of a generic bifurcation, mathematically treated as a
single point. Numbers 1, 2 and 3 are used to indicate the parent and daughter
arteries, respectively.

3.1.7 Compatibility conditions
Since the 1D model of the systemic arterial tree is solved in two dependent

variables (A, Q), both A and Q have to be provided at each boundary. Thus,
together with a physical condition, a so called compatibility condition per boundary
has to be imposed.

A compatibility condition in this problem is a relationship linking A and Q, and
is extracted from the quasi-linear form of mass and momentum balance equations,
that is

∂U
∂t

+ H̄
∂U
∂z

+ S2 = 0, (3.69)

where

H̄ = ∂F
∂U

[︄ 0, 1∑︁3
j=1

jAjBj+1
ρ

− βQ2

A2 ,
2βQ

A

]︄
, (3.70)

and

S2 =
[︄

0∑︁4
j=1

Aj

ρ

dBj

dz
−N4 − A|g|sinγ

]︄
. (3.71)

This expression can be obtained by rearranging system (3.15) and equation (3.34),
with the viscoelastic term (−B5

1√
A

∂Q
∂z

) neglected [108].
Imposing det

(︂
H̄ − ΛĪ

)︂
= 0 - with Ī the identity matrix -, one can calculate the

eigenvalues of matrix H̄ (see Appendix A.4), which represent the slopes of the two
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characteristic lines at the generic arterial location and are equal to

λ1,2 = βQ

A
± c. (3.72)

In the latter, c, which is the local pulse wave velocity in resting blood, is determined
as

c =
√︄
A

ρ
(B2 + 2B3A+ 3B4A2) + Q2

A2β(β − 1). (3.73)

Notice that, at each site, blood velocity, βQ
A

, is smaller than c, and both βQ
A

and
c are positive. Thus, λ1 < 0 and λ2 > 0, with λ1 associated to the backward
characteristics and λ2 to the forward one. Moreover, since λ1 and λ2 have opposite
signs, the problem is strictly hyperbolic.

The row eigenvector related to each eigenvalue is calculated through the vecto-
rial equation

[k1λ1 , k2λ1 ] det
(︂
H̄ − λ1Ī

)︂
= [0, 0] (3.74)

for λ1, and

[k1λ2 , k2λ2 ] det
(︂
H̄ − λ2Ī

)︂
= [0, 0] (3.75)

for λ2. Developing equations (3.74) and (3.75) as done in Appendix A.5 and A.6,
respectively, one finds the row eigenvector corresponding to λ1, l1 = [−λ2,1], and
the row eigenvector corresponding to λ2, l2 = [−λ1,1]. Thus, based on the above,
one can define the matrix of the eigenvalues

Λ̄ =
[︄
λ1, 0
0, λ2

]︄
, (3.76)

and the matrix of the eigenvectors

L̄ =
[︄
−λ2, 1
−λ1, 1

]︄
, (3.77)
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3.1 – 1D model of the systemic arterial tree

which verify the relationship L̄H̄ = Λ̄L̄.

At each boundary, two compatibility conditions (one per characteristic line) are
available. These conditions are provided by system (3.69) itself, projected along
the characteristics [80] as

L̄
∂U
∂t

+ L̄H̄
∂U
∂z

+ L̄S2 = 0, (3.78)

that is equivalent to

L̄
∂U
∂t

+ Λ̄L̄
∂U
∂z

+ L̄S2 = 0. (3.79)

Notice that, if S2=0, system (3.79) would correspond to

∂W
∂t

+ Λ̄
∂W
∂s

= 0, (3.80)

with W = [W1,W2]T , the vector of the characteristic variables, satisfying relation
[81]

∂W
∂U

= L̄. (3.81)

Thus, if S2=0, compatibility conditions would be the equations of the character-
istic variables W1 and W2, which have the property to remain constant along the
corresponding characteristic lines (the characteristics with slope λ1 for W1 and λ2
for W2). However, in the problem we are solving, S2 /= 0. As a consequence, we
do not have the characteristic variables but pseudo-characteristic variables, which
are obtained by developing equation (3.79) as follows.

Exploiting the identities

∂

∂t

(︂
L̄U

)︂
= L̄

∂U
∂t

+ ∂L̄
∂t

U (3.82)

and

Λ̄
∂

∂z

(︂
L̄U

)︂
= Λ̄

∂L̄
∂z

U + Λ̄L̄
∂U
∂z

, (3.83)
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3 – Closed-loop multiscale mathematical model of the cardiovascular system

equation (3.79) can be rewritten as in [108]:

∂

∂t

(︂
L̄U

)︂
− ∂L̄
∂t

U + Λ̄
∂

∂z

(︂
L̄U

)︂
− Λ̄

∂L̄
∂z

U + L̄S2 = 0. (3.84)

Then, introducing the total derivative D/Dt [108], the latter becomes

D

Dt

(︂
L̄U

)︂
− ∂L̄
∂t

U − Λ̄
∂L̄
∂z

U + L̄S2 = 0. (3.85)

Discretising time as ∆T = tn+1 − tn [108], one can approximate the total deriva-
tive as

D

Dt

(︂
L̄n+1Un+1

)︂
≈ L̄n+1Un+1 − L̄∗

nU∗
n

∆T

= L̄n+1Un+1 + L̄nUn+1 − L̄nUn+1 − L̄∗
nU∗

n
∆T

= L̄nUn+1 − L̄∗
nU∗

n
∆T + L̄n+1 − L̄n

∆T Un+1,

(3.86)

where the superscript ∗ refers to the point located at a distance c∆T from the
boundary, L̄n+1 = L̄(Un+1), L̄n = L̄(Un), and L̄∗

n = L̄(U∗
n). Being

L̄n+1 − L̄n

∆T Un+1 ≈ ∂L̄
∂t

U, (3.87)

equation (3.85) simplifies [108]. It is discretised as

L̄nUn+1 − L̄∗
nU∗

n
∆T = Λ̄∗

n
∂L̄∗

n
∂z

U∗
n − L̄∗

nS∗
2n , (3.88)

with Λ̄∗
n = Λ̄(U∗

n) and S∗
2n = S2(U∗

n). Thus, one gets

L̄nUn+1 = L̄∗
nU∗

n + ∆T
(︄

Λ̄∗
n
∂L̄∗

n
∂z

U∗
n − L̄∗

nS∗
2n

)︄
. (3.89)

In the end, since the pseudo characteristics are null at the initial state, equation
(3.89) is balanced by subtracting the initial condition to the dependent variables
as
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3.1 – 1D model of the systemic arterial tree

L̄n(Un+1 − Ui) = L̄∗
n(U∗

n − U∗
i ) + ∆T

(︄
Λ̄∗

n
∂L̄∗

n
∂z

(U∗
n − U∗

i ) − L̄∗
n(S∗

2n − S∗
2i

)
)︄
,

(3.90)

with S∗
2i

= S2(U∗
i ) [108].

Working on equation (3.90) as described in Appendix A.7, one obtains the two
compatibility conditions at the generic site

1.
Qn+1 = λ2nAn+1 + tn1, (3.91)

2.
Qn+1 = λ1nAn+1 + tn2. (3.92)

In the latter, An+1 and Qn+1 are the values of A and Q at a generic boundary and
at time tn+1. λ2n and λ1n are the slopes of the second and first characteristic lines
at the boundary and at time tn. tn1 and tn2 are the known terms, which depend
on time tn and are defined in equation (A.2).

Since time is solved through a two-steps Runge-Kutta method, time discretisa-
tion of equation (3.85) changes depending on the time step one has to solve. It is
discretised as

L̄nUn+1/2 − L̄1∗
n U1∗

n
∆T = Λ̄1∗

n
∂L̄1∗

n
∂z

U1∗
n − L̄1∗

n S1∗
2n , (3.93)

when solving the first time step (tn+1/2), and as

L̄nUn+1 − L̄2∗
n U2∗

n
∆T = Λ̄n+1/2

∂L̄n+1/2

∂z
Un+1/2 − L̄n+1/2S2n+1/2 , (3.94)

when solving the second time step (tn+1). In these two equations, superscripts
1∗ and 2∗ refer to the points located at a distance from the boundary equal to
c∆T/2 and c∆T , respectively. Then, subscripts n, n + 1/2 and n + 1 refer to
times tn = n∆T , tn+1/2 = (n+ 1/2)∆T and tn+1 = (n+ 1)∆T , respectively. Thus,
depending on the time step one is solving, terms tn1 and tn2 in the two compatibility
equations modify. They are given for the first time step in equation (A.3) and for
the second time step in equation (A.4).
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3 – Closed-loop multiscale mathematical model of the cardiovascular system

At each boundary, one uses the compatibility condition related to the char-
acteristic line from where the last 1D information is coming. Therefore, for a
left boundary (e.g., the entrance to the aorta), one uses compatibility equation 1.
(3.91), which is associated to the characteristic line with negative slope (λ1). For
a right boundary (e.g., distal arteries), one uses compatibility equation 2. (3.92),
which is associated to the characteristic line with positive slope (λ2). One follows
the same criteria when solving arterial bifurcations (always made of one parent
artery and two daughter arteries in this problem): parent artery has a right bound-
ary and is represented by compatibility equation 2. (3.92), daughter arteries have
a left boundary and are represented by compatibility equation 1. (3.91).

Thus, the entrance to the aorta is solved by combining the equation associ-
ated to the local characteristic line λ1 with the physical condition of the aortic
valve (system (3.100)), as in Figure 3.7. Distal arteries are solved by combining
the equation associated to the local characteristic line λ2 with the physical con-
dition of the on-site characteristic impedance (equation (3.67)), as in Figure 3.7.
Arterial bifurcations are solved by combining the equations associated to the lo-
cal characteristic line λ1 at daughter arteries, the equation associated to the local
characteristic line λ2 at parent artery, and the physical condition of the bifurcation
(system (3.68)), as in Figure 3.8. The complete resolution of the entrance to the
aorta and the generic distal artery is provided by the (B.2) and (B.3), respectively,
after having introduced the 0D models of both cardiac valves and arterioles. The
complete resolution of the generic arterial bifurcation is provided by the (A.5).

Figure 3.7: Representation of the left (subscript "lb") and right boundaries (sub-
script "rb") for the first aortic tract and the generic distal artery, with an indication
of the characteristic to use at each boundary: the red one. PBC stands for physical
boundary condition.

Based on the above, one can define the vector of the variables at the boundary
of the complete 1D model, Vb,1D = [Qaor, Aaor, Qter_art,i, Ater_art,i], made of flow
rate and pressure at the entrance to the aorta (Qaor and Aaor) and flow rate and
pressure at distal arteries (Qter_art,i and Ater_art,i, for i from 1 to the number
of distal arteries). Vb,1D will be used in the coupling between the 1D model of
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3.2 – 0D model of the systemic microcirculation and the venous return, with the heart and pulmonary circulation

Figure 3.8: Representation of the left (subscript "lb") and right boundaries (sub-
script "rb") for the daughter arteries (vessels 2 and 3) and the parent artery (vessel
1) of an arterial bifurcation, respectively, with an indication of the characteristic to
use at each boundary: the red one. PBC stands for physical boundary condition.

the systemic arterial tree and the 0D model of the systemic microcirculation and
venous return, with the heart and pulmonary circulation (see section 3.3).

3.2 0D model of the systemic microcirculation
and the venous return, with the heart and
pulmonary circulation

The present 0D model includes the systemic microcirculation (arterioles, cap-
illaries and venules) and venous return, together with the heart and pulmonary
circulation. This model is represented in Figure 3.9, with its legend in Table 3.2
and each submodel described in the following.

3.2.1 0D model of arterioles, capillaries, venous return and
pulmonary circulation

Arterioles, capillaries, venules, veins, pulmonary arteries and veins are all re-
produced through RLC electric circuits [180, 181]. For the j-th compartment, the
RLC electric circuit is described by system⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

dpj

dt = Qj−1 −Qj

Cj

,

dQj

dt = pj −RjQj − pj+1

Lj

,

Vj = pjCj + Vj0 .

(3.95)
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3 – Closed-loop multiscale mathematical model of the cardiovascular system

Figure 3.9: Representation of the 0D model of the systemic microcirculation and
venous return, together with the heart and pulmonary circulation. The top panel
includes the structure of the 0D systemic/cardiac/pulmonary compartments on the
left and the 0D-1D interface (the characteristic impedances of distal 1D arteries
and the aortic valve, AV) on the right. The 0D model, with details in the bottom
panels, is divided into upper body (head and arms arterioles, yellow bullets; head
and arms microcirculation and venous return, HA; superior vena cava, SVC; right
heart, RH; pulmonary circulation, PC; left heart, LH) and lower body (arterioles
of abdomen and legs, pink bullets; microcirculation and venous return of abdomen
and legs, AL; inferior vena cava, IVC). The complete legend is provided in Table
3.2.
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3.2 – 0D model of the systemic microcirculation and the venous return, with the heart and pulmonary circulation

Table 3.2: Legend of the 0D model of the systemic microcirculation and venous
return, with the heart and pulmonary circulation, schematically depicted in Figure
3.9. Variables followed by the symbols (+), (∗) and (/) are used in Figures 3.11,
3.18 and 7.2 respectively.

Name Significance Name Significance
HA Head and Arms Erv Right-ventricular elastance
AL Abdomen and Legs Ela Left-atrial elastance
SVC Superior Vena Cava Elv Left-ventricular elastance
IVC Inferior Vena Cava RT V Tricuspid valve resistance
RH Right Heart LT V Tricuspid valve inertance
PC Pulmonary Circulation RP V Pulmonary valve resistance
LH Left Heart LP V Pulmonary valve inertance
RA Right atrium Cpa Pulmonary arteries compliance
TV Tricuspid valve Rpa Pulmonary arteries resistance
RV Right Ventricle Cpv Pulmonary veins compliance
PV Pulmonary valve Rpv Pulmonary veins resistance
P ART Pulmonary arteries RMV Mitral valve resistance
P VEN Pulmonary veins LMV Mitral valve inertance
LA Left atrium RAV Aortic valve resistance
MV Mitral valve LAV Aortic valve inertance
LV Left Ventricle paor (+) Aortic pressure
AV Aortic valve Qaor (+) Aortic flow rate
Zc,i Characteristic impedance of i-th artery Qter_art,i (+) Flow rate entering the i-th arteriole
Cart,i Arteriolar compliance i-th artery ∗svc (+) which refers to the superior vena cava
Rart,i Arteriolar resistance i-th artery ∗ivc (+) which refers to the inferior vena cava
Lart,i Arteriolar inertance i-th artery ∗_HA (+) Belonging to HA
Cc Capillary compliance ∗_AL (+) Belonging to AL
Rc Capillary resistance pacs (∗) aortic and carotid sinuses pressure
Lc Capillary inertance ns (∗) sympathetic signal
Cve Venular compliance np (∗) parasympathetic signal
Rve Venular resistance HR (∗) heart rate
Lve Venular inertance EA,rv (∗) Amplitude right-ventricular elastance
Cv Venous compliance EA,lv (∗) Amplitude left-ventricular elastance
Rv Venous resistance V0,ve (∗) Venular unstressed volumes
Lv Venous inertance V0,v (∗) Venous unstressed volumes
Cvc Vena cava compliance VIP (/) Volume indifference point
Rvc Vena cava resistance U ABD (/) Upper abdomen
Lvc Vena cava inertance L ABD (/) Lower abdomen
Era Right-atrial elastance LEGS (/) Legs

In system (3.95), Vj and Vj0 are the total and unstressed volumes associated to the
compartment, Qj−1 and Qj are the flow rates entering and exiting the compartment,
and pj and pj+1 are the pressures at the inlet and outlet of the compartment
(each compartment is characterised by pressure pj). Resistance, Rj, inertance, Lj,
and compliance, Cj, indicated in Appendix B.1, are proper of each compartment
and chosen according to Liang et al. [181] with adjustments (compensating for
the differences in ours and Liang’s modelling architecture). Total and unstressed
volumes of all compartments at the initial time, also provided in Appendix B.1 with
initial conditions (Q0

j and p0
j), are assigned in order to make a total blood volume
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3 – Closed-loop multiscale mathematical model of the cardiovascular system

of 5.7 l and respect the physiological distribution of blood within both the vascular
and body regions for a healthy and supine man.

For normal male subjects, total blood volume is supposed to be in the range
75-80 ml/kg [120]. Choosing a total blood volume of 76 ml/kg and referring to a
male subject of 75 kg, we set total blood volume to 5.7 l. Total unstressed volume
is instead taken equal to 70% of total blood volume [195]. Thus, total stressed
(total blood volume minus total unstressed volume) and unstressed volumes are
1710 ml and 3990 ml, respectively. Total stressed and unstressed volumes are first
distributed within the vascular regions as expected in literature, that is 10% to
systemic arteries, 5% to arterioles, 7% to heart, 9% to pulmonary circulation, and
69% to capillaries, venules and veins [120]. Total and unstressed volumes of the
different vascular regions are further divided among the body regions (i.e., head
and arms, thorax, abdomen and legs) in accordance to literature data for a supine
subject [119, 176].

3.2.2 0D model for heart chambers and valves
Similarly to what proposed by [30, 180, 181], dynamics of cardiac chambers is

mimicked through a time-varying elastance model as

pch = Ech(Vch − V0,ch), (3.96)

which links the pressure into the chamber, pch, to the relative stressed volume,
(Vch − V0,ch), through the elastance function,

Ech = EA,chech + EB,ch. (3.97)

Vch and V0,ch are the total and unstressed volume of the chamber, EB,ch and EA,ch +
EB,ch are the minimal and maximal values of the elastance, and ech is a normalized
time-varying function of the elastance, with different shapes for atria and ventricles.
In accordance to [30, 180, 181], atrial, ea, and ventricular, ev, ech functions are
determined like
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ea =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
2

[︄
1 + cos

(︄
π

(t+RR − tar)
Tar

)︄]︄
0 ≤ t ≤ tar + Tar −RR,

0 tar + Tar −RR < t ≤ tac,

1
2

[︄
1 − cos

(︄
π

(t− tac)
Tac

)︄]︄
tac < t ≤ tac + Tac,

1
2

[︄
1 + cos

(︄
π

(t− tar)
Tar

)︄]︄
tac + Tac < t ≤ RR,

(3.98)

and

ev =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

1
2

[︃
1 − cos

(︃
π
t

Tvc

)︃]︃
0 ≤ t ≤ Tvc,

1
2

[︄
1 + cos

(︄
π

(t− Tvc)
Tvr

)︄]︄
Tvc < t ≤ Tvc + Tvr,

0 Tvc + Tvr < t ≤ RR,

(3.99)

where RR is the heartbeat period, Tac/Tar and Tvc/Tvr are the periods of contrac-
tion/relaxation for atria and ventricles, while tac and tar are the times when atria
start contracting and relaxing, respectively. Characteristic times of the ea and ev

functions, EA,ch, EB,ch, initial Vch (V 0
ch) and V0,ch values are set according to [30,

120, 180, 181] with some variations and listed in Appendix B.2, together with ini-
tial conditions (p0

ch). Functions ea and ev are shown in Figure 3.10 for the chosen
characteristic times and RR =0.8 s.

Figure 3.10: Functions ea and ev for an heartbeat period RR of 0.8 s and the
characteristic times in Table B.2.

Cardiac valves are adequately reproduced through the pressure-flow relation
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adopted by Blanco et al. [31, 30], coupled to the valve model presented by Ko-
rakianitis et al. [156]. Namely,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Lva

dQva

dt +RvaQva +Bva|Qva|Qva = (1 − cos(θva))4

(1 − cos(θmax))4 (p1va − p2va) ,

Iao
d2θva

dt2 = Fpr + Fbm − Ffr − Fvo.

(3.100)

This system leads to the calculation of the valvular flow rate, Qva, based on the fluid
inertance, Lva, the viscous resistance, Rva, the turbulent flow separation coefficient,
Bva, the pressure difference across the valve, p1va −p2va, and the degree of the valve
opening angle, θva, which is between 0 and θmax=75°. θva is calculated according
to the momentum of inertia of the valve, Iao, and the forces applied on the valve
leaflets, which are the pressure gradient (Fpr = kp(p1va −p2va)), the dynamic action
of the blood pushing on the blood leaflets (Fbm = kqQvacos(θva)), the frictional
effects caused by the tissue resistance (Ffr = kf

dθva

dt
), and the role of the vortexes

downstream of the valve (Fvo = kvQvasin(2θva) if p1va ≥ p2va, and Fvo = 0 if
p1va < p2va). Parameters are set as in [30] and indicated in Appendix B.3, with
initial conditions (Q0

va and θ0
va).

3.2.3 Model resolution II

The complete circuit corresponding to the whole 0D model of the systemic mi-
crocirculation, venous return, heart and pulmonary circulation is shown in Figure
3.11, with the relative legend in Table 3.2. It is solved by the system of ordi-
nary differential equations (B.1), deriving from the application of system (3.95) to
arteriolar, capillary, venular, venous and pulmonary compartments, of equations
(3.96)-(3.99) to cardiac chambers, and of system (3.100) to cardiac valves.

Based on system (B.1), one defines the vector of the dependent variables for the
whole 0D model, V0D, and the vector of the variables at the boundaries of the 0D
model, Vb,0D, both indicated in Appendix B.4. V0D is advanced in time as the
weight vector α in the 1D model, following a two steps Runge-Kutta explicit scheme
(equations (3.65) and (3.66)). Therefore, at each ∆T , one gets the intermediate
solution

V0D
n+1/2 = V0D

n + ∆T
2

dV0D
n

dt , (3.101)

at the end of the first time step, and the final solution
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Figure 3.11: Representation of the electric circuit corresponding to the whole 0D
model of the systemic microcirculation and venous return, with the heart and pul-
monary circulation. Legend is shown in Table 3.2. Variables in red boxes are
provided by the boundary resolution to the 0D model, and the opposite for vari-
ables in green boxes.

V0D
n+1 = V0D

n + ∆T dV0D
n+1/2

dt , (3.102)

at the end of the second time step. Vb,0D, instead, is advanced in time by solving
at each half time step the 1D-0D boundary conditions. A detailed explanation of
the coupling between the 0D and 1D models is provided in section 3.3.

3.3 Coupling 1D and 0D models
The coupling between the complete 1D and 0D models when solving the (n+1)-

th ∆T is shown in Figure 3.12. One starts from the n-th values of the vector of
weight, αn, the vector of the complete 0D system, V0D

n, and the vector of the
boundary variables (Vb

n) for the 1D model, Vb,1D
n, and the 0D model, Vb,0D

n.
Vectors V0D

n, Vb,1D
n and Vb,0D

n are indicated in Appendix B.4, while vector αn

is defined in the (3.64). Then, the numbered operations in Figure 3.12 have to be
followed in chronological order. Namely,

1. αn+1/2 is obtained from αn and Vb,1D
n through equations (3.64)-(3.66).
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3 – Closed-loop multiscale mathematical model of the cardiovascular system

Figure 3.12: Scheme representing the chronological sequence of operations to follow
at each n-th ∆T (cycle) in order to couple the 0D and 1D models. Variables in
red (green) are the ones provided by the boundary resolution (0D model) to the
0D model (boundary resolution). Initial variables are enclosed in circles, while
variables at the end of the cycle are highlighted.

2. V0D
n+1/2 is calculated from V0D

n and Vb,0D
n by exploiting the system of
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3.4 – Multiscale model of the coronary circulation

equations (B.1), from which variables at the 1D-0D interface (pn+1/2
art,i and

p
n+1/2
lv ) are extracted.

3. Vb,1D
n+1/2 and Vb,0D

n+1/2 are determined from the variables provided by the
0D model (pn+1/2

art,i and pn+1/2
lv ), αn and Vb,1D

n by solving the boundary condi-
tions between the 1D and 0D models. The latter are the ones at the entrance
to the aorta through system (B.2) and at distal arteries through system (B.3).
Notice that in this phase boundary conditions at arterial bifurcations (A.5)
are also solved.

4. Points 1., 2. and 3. are repeated in the same order but with different input
variables. In fact, the 1D model is solved with αn, αn+1/2 and Vb,1D

n+1/2,
the 0D model with V0D

n, V0D
n+1/2 and Vb,0D

n+1/2, and the 1D boundary
conditions with pn+1

art,i, pn+1
lv , αn, αn+1/2 and Vb,1D

n+1/2. It is important to
notice that, when solving the second time step, the 1D model also requires
αn (see equation (3.66)), the 0D model also requires V0D

n (see equation
(3.102)), and the boundary conditions also require αn (see equations (3.91)
and (3.92)).

5. Variables at step n-th are replaced by the same variables at step (n + 1)-th
and points 1., 2., 3. and 4. are performed again.

3.4 Multiscale model of the coronary circulation
Left and right coronary circulations originate from the aortic root and include

9 and 5 large-medium arteries, respectively. The latter form the networks shown in
Figure 3.13, with the relative legend in Table 3.3 and the corresponding geometrical
and mechanical properties in Table A.2.

Each terminal coronary artery (k = 52 ÷ 57,59,61 ÷ 62) is closed by a proper
microvascular distal district, schematically represented in Figure 3.14, as proposed
by Mynard et al. [226, 227]. This district is identified at the entrance by the
characteristic impedance, Zca, and compliance, Cca, of the corresponding coronary
artery and contains j transmural layers: the subepicardium, SEP (j = 1), the
midwall, MW (j = 2), and the subendocardium, SEN (j = 3). Each layer is forced
by an intramyocardial pressure, pim

j , and is divided into two compartments, the
arterial one (i = 1) and the venous one (i = 3), with each compartment containing
one resistance, R, and one compliance, C. In particular, R1j and C1j are the
arterial resistances and compliances, while R3j and C3j are the venous resistances
and compliances. An intermediate resistance, R2j, links the arterial and venous
compartments. Characteristic impedances and compliances are constant in time,
while all resistances are time-dependent, based on the instantaneous volume of
each layer. The venous compartments of the microcirculation model converge into
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a venula, which is characterized - as the entrance - by a specific impedance, Zcv,
and compliance, Cpv. Pressure at the outlet, pout, is set at 5 mmHg.

Figure 3.13: Representa-
tion of the modelled left
and right coronary circu-
lations. Terminal arter-
ies are indicated in black
squares.

Table 3.3: Names of
the arteries numbered in
Figure 3.13. LAD stands
for Left Anterior De-
scending.

N Arterial tract
right/left
49 Left Main Coronary Artery
50 LAD Coronary Artery I
51 Circumflex Artery I
52 Marginal Artery
53 Circumflex Artery II
54 Diagonal Artery
55 LAD Coronary Artery II
56 Septal Artery
57 LAD Coronary Artery III
58 Right Coronary Artery I
59 Acute Marginal Artery I
60 Right Coronary Artery II
61 Acute Marginal Artery II
62 Right Coronary Artery III

All the parameters representing the k-th microvascular distal district are de-
tailed in the following, as first proposed by Mynard et al. [226, 227] and in accor-
dance with other authors [107, 290].

3.4.1 Intramyocardial compliances and unstressed volumes
Arterial, C1j,k, and venous, C3j,k, compliances of the k-th terminal coronary

artery are evaluated based on the total arterial, C1,T = 0.026 ml/(mmHg*hg),
and venous, C3,T = 0.127 ml/(mmHg*hg), compliances of all the coronaries (from
Mynard et al. [226, 227]), respectively, the weight of the myocardial region the
k-th terminal coronary artery contributes to feed, and the terminal radii of all the
arteries feeding the same region.

Exploiting Murray’s law2, myocardial weights and conductances (the inverse of
resistances) can be divided among the different myocardial regions proportionally
to the inverse cube of the 1D penetrating artery radii [226, 227]. Based on this,

2Murray’s law states that the cube of the radius of a parent vessel should be equal to the cubes
of the radii of the daughter vessels [300].
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3.4 – Multiscale model of the coronary circulation

Figure 3.14: Representation of the microvascular distal district closing the k-th
terminal coronary artery. It is presented in the above section and detailed below.

we impose that the portion of the myocardium weight fed by the k-th terminal
coronary artery, wk, is proportional to the cube of its radius, rv,k, as

wk = Mwr
3
v,k, (3.103)

with Mw a constant [290]. Since left ventricle (wLV = 1.04 kg [189]), septum
(wS = 0.54 kg [189]) and right ventricle (wRV = 0.46 kg [189]) are fed by the groups
of vessels GLV = {52 ÷ 54,57}, GS = {56,62} and GRV = {59,61}, respectively,
one obtains different constants Mw for the distal coronaries associated to the left
ventricle (Mw,LV ), septum (Mw,S) and right ventricle (Mw,RV ). Namely,

Mw,LV = wLV

⎛⎝∑︂
GLV

r3
v,k

⎞⎠−1

,Mw,S = wS

⎛⎝∑︂
GS

r3
v,k

⎞⎠−1

,Mw,RV = wRV

⎛⎝∑︂
GRV

r3
v,k

⎞⎠−1

.

(3.104)

Thus, we get the total arterial and venous compliances of the k-th terminal coronary
artery (C1,k and C3,k, respectively) as
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⎧⎨⎩C1,k = C1,TMw,LV/S/RV r
3
v,k,

C3,k = C3,TMw,LV/S/RV r
3
v,k,

(3.105)

where Mw assumes different values based on the region the k-th terminal coronary
artery belongs to (Mw,LV for the left ventricle, Mw,S for the septum and Mw,RV

for the right ventricle) [290]. C1,k and C3,k are then distributed to the layers of
the k-th microvascular compartments imposing a subendocardial-to-subepicardial
ratio, γC,j, of 1.14 [226, 227]. Hence, C1j,k and C3j,k are{︄

C1j,k = C1,kγC,j,

C3j,k = C3,kγC,j.
(3.106)

Similarly, the unstressed volumes, V0,1/3j,k, of the k-th terminal coronary artery
are determined as ⎧⎨⎩V0,1j,k = V0,1,TMw,LV/S/RV r

3
v,kγV0,j,

V0,3j,k = V0,3,TMw,LV/S/RV r
3
v,kγV0,j,

(3.107)

where V0,1,T = 25 ml and V0,3,T = 8 ml are the total arterial and venous unstressed
volumes of all the coronaries, respectively, and γV0,j = γC,j [226, 227].

3.4.2 Intramyocardial resistances
Intramyocardial arterial, R1j,k, and venous, R3j,k, resistances of the k-th ter-

minal coronary artery vary with time through the instantaneous intramyocardial
stressed volumes of the arterial, V1j,k(t), and venous, V3j,k(t), compartments, re-
spectively, in accordance to the Poiseuille’s law [226, 227]. Namely,

R1j,k = R0,1j,k

[︄
V0,1j,k

V1j,k(t)

]︄2

,

R3j,k = R0,3j,k

[︄
V0,3j,k

V3j,k(t)

]︄2

,

(3.108)

where R0,1j,k and R0,3j,k are the reference resistances of the arterial and venous
compartments. Middle resistances (R2j,k), instead, are supposed to depend on the
volumes of both the arterial and venous compartments as

R2j,k = R0,2j,k

[︄
0.75

V 2
0,1j,k

V1j,k(t)2 + 0.25
V 2

0,3j,k

V3j,k(t)2

]︄
, (3.109)
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with R0,2j,k the reference resistances of the middle compartment [226, 227]. In
these expressions, instantaneous volumes, V1/3j,k(t), are calculated in accordance to
Mynard et al. [226, 227]:

V1/3j,k(t) = V0,1/3j,k +
∫︂ t

0
C1/3j,k

d
dt(p1/3j,k(t) − pim

j (t))dt, (3.110)

where compliances, C1/3j,k, and unstressed volumes, V0,1/3j,k, are chosen as ex-
plained in section 3.4.1, while intramyocardial pressures, pim

j , will be defined in
section 3.4.4.

Reference resistances of the j-th layer for the k-th terminal coronary artery feed-
ing a given myocardial region (R0,1j,k, R0,2j,k and R0,3j,k) depend on the terminal
radii of all the arteries associated to the same myocardial region, and the total resis-
tance of the j-th layer for the chosen myocardial region (left ventricle/septum/right
ventricle), Rj,T,LV/S/RV . In fact, the sum of the reference resistances of the j-th layer
for the k-th terminal coronary artery, ∑︁3

i=1 R0,ij,k = Rs,j,k, is taken inversely pro-
portional to the cube of rv,k (i.e., conductance 1/Rs,j,k is proportional to the cube
of rv,k, exploiting Murray’s law, as done for myocardial weights in section 3.4.1)
[290]. Namely,

Rs,j,k = MR

r3
v,k

, (3.111)

with MR a constant of the chosen layer. Since ∑︁GLV/S/RV
Rs,j,k = Rj,T,LV/S/RV , MR

is calculated for the vessels belonging to the groups GLV (MR,LV ), GS (MR,S) and
GRV (MR,RV ) as

MR,LV = Rj,T,LV∑︁
GLV

r−3
v,k

, MR,S = Rj,T,S∑︁
GS
r−3

v,k

, MR,RV = Rj,T,RV∑︁
GRV

r−3
v,k

, (3.112)

withRT,LV = [2631.1, 1117.1, 500.1] mmHg/ml, RT,S = [2421.2, 931.6, 457.8] mmHg/ml
and RT,RV = [2903.2, 2363.8, 2029.7] mmHg/ml, from the subepicardium (j = 1) to
the subendocardium (j = 3), based on the parameters by Mynard et al. [226, 227]
with modifications. Thus, Rs,j,k are obtained as

Rs,j,k = MR,LV/S/RV

r3
v,k

. (3.113)
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Reference resistances are expressed as functions of Rs,j,k, by imposing the following
conditions [226, 227]: ⎧⎪⎪⎨⎪⎪⎩

R0,1j,k = 1.2R0,2j,k,

R0,3j,k = 0.5R0,2j,k,

Rs,j,k = R0,1j,k +R0,2j,k +R0,3j,k.

(3.114)

Hence, one gets ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
R0,2j,k = Rs,j,k

2.7 ,

R0,1j,k = 1.2R0,2j,k,

R0,3j,k = 0.5R0,2j,k.

(3.115)

3.4.3 Impedances and compliances at the inlet and outlet
Zca,k, calculated through equation (A.1), corresponds to the characteristic impedances

of the k-th terminal coronary artery. For all terminal coronary arteries, Zca values
are reported in Table A.1. Zcv,k is determined as Zca,k, assuming a radius 40%
higher than the one used for Zca,k [290]:

Zcv,k = Zca,k

1.42 . (3.116)

Cca,k and Ccv,k are calculated as

Cca,k = 1
10C1,k,

Ccv,k = 1
10C3,k,

(3.117)

where C1j,k and C2j,k, defined in the (3.106), are the arterial and venous compliances
of the k-th terminal coronary artery [226, 227].

3.4.4 Intramyocardial pressure
Intramyocardial pressures, pim

j , are due to the sum of two contributions, the
cavity-induced extracellular pressure, CEP , and the shortening-induced intracel-
lular pressure, SIP . For the left/right ventricle, CEP was confirmed to be ap-
proximately equal to plv/prv in the subendocardium, linearly decreasing up to the
subepicardium [226, 227]. Accordingly, CEP is calculated as
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CEP = plv/prvγCEP,j, (3.118)

for the left/right ventricle, with γCEP = [0.2, 0.6, 1] (from the subepicardium to
the subendocardium). Based on [226, 227], CEP is instead distributed between
prv (on the subepicardium) and plv (on the subendocardium) for the ventricular
septum. For the left ventricle and septum/right ventricle, SIP was found to have
the same shape of the left/right-ventricular elastance function [226, 227]. Thus, it
is approximated as

SIP = ϕSIPElv/Erv, (3.119)

with ϕSIP = 8.9 ml. The latter parameter is chosen in order to have, as expected
[226, 227], peak pim

j equal to 20% of peak plv in the subendocardium.

3.4.5 Resolution of large-medium coronary arteries
Large-medium coronary arteries are solved as the systemic arterial tree, by im-

posing the conservation of mass and momentum balance equations (see section
3.1). Terminal coronary arteries are resolved as distal arteries of the arterial tree,
by combining a physical boundary condition and a compatibility condition. The
physical boundary condition derives from the constitutive equation of the charac-
teristic impedance, Zca,k, closing the k-th terminal coronary artery

Qter_art,k = pter_art,k − pa,k

Zca,k

, (3.120)

with Qter_art,k and pter_art,k the flow rate and pressure at the outlet of the k-th
terminal coronary artery, and pa,k the arterial pressure of the k-th microvascular
distal district (see Figure 3.14). The compatibility condition here adopted is the
one used for each right boundary (equation (3.92)). The complete resolution of
the k-th terminal coronary artery is given in the (B.4). Notice that the boundary
conditions of all the terminal coronary arteries are resolved in parallel with the ones
of the other distal 1D arteries.

3.4.6 Resolution of coronary microvascular distal districts
The microvascular distal district of each terminal coronary artery (whose circuit

is shown in Figure 3.14) is mathematically represented through a system of ordi-
nary differential equations, which arises from the combination of the constitutive
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equations for resistances, compliances and characteristic impedances, together with
the application of the Kirchhoff law at the circuital nodes [290]. The constitutive
equations for resistances, compliances and characteristic impedances are⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Qja = pa − p1j

R1j

, j = 1 ÷ 3,

Qjm = p1j − p3j

R2j

, j = 1 ÷ 3,

Qjv = p3j − pv

R3j

, j = 1 ÷ 3,

QCca = Cca
dpa

dt ,

Q1j = C1j

d(p1j − pim
j )

dt , j = 1 ÷ 3,

Q3j = C3j

d(p3j − pim
j )

dt , j = 1 ÷ 3,

QCcv = Ccv
dpv

dt ,

Qout = pv − pout

Zcv

,

(3.121)

excluding the one at Zca, already used to solve the boundary condition for the
relative terminal coronary artery. The equations deriving from the applications of
the Kirchhoff law at the circuital nodes are⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Qter_art,k = QCca +Qa,

Qv = QCcv +Qout,

Qa =
3∑︂

j=1
Qja,

Qv =
3∑︂

j=1
Qjv,

Qja = Q1j +Qjm,

Qjm = Q3j +Qjv.

(3.122)

Combining systems (3.121) and (3.122), one obtains a single system of ordinary
differential equations, that is
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Cca
dpa

dt = Qter_art,k −
3∑︂

j=1

pa− p1j

R1j

,

C1j
dp1j

dt = pa − p1j

R1j

− p1j − p3j

R2j

+ C1j

dpim
j

dt , j = 1 ÷ 3,

C3j
dp3j

dt = p1j − p3j

R2j

− p3j − pv

R3j

+ C3j

dpim
j

dt , j = 1 ÷ 3,

Ccv
dpv

dt = −pv − pout

Zcv

+
3∑︂

j=1

p3j − pv

R3j

.

(3.123)

It includes 8 equations for 8 different unknowns (pa, p11, p12, p13, p31, p32, p33, pv),
with Qter_art,k provided by the resolution of the boundary condition at the k-th
terminal coronary artery (B.3). This system is solved with a two-steps Runge-
Kutta explicit scheme, in parallel with the resolution of the other 0D compart-
ments. Notice that to couple the 1D coronary arteries with the 0D microvascu-
lar distal districts, one follows the same technique exposed in section 3.3, with
some changes in the vectors Vb,1D, V0D and Vb,0D, in the variables provided
by the 0D to the boundary resolution (indicated in green in Figure 3.12), and in
the equations representing the 0D modelling and the boundary conditions. For
the multiscale model of the coronary circulation, vector Vb,1D is replaced by vec-
tor Vb,1Dc = [Qter_art,k, Ater_art,k], vector V0D is replaced by the array of vec-
tors V0Dkc = [pa,k, p11,k, p12,k, p13,k, p31,k, p32,k, p33,k, pv,k] (there are as many vectors
[pa, p11, p12, p13, p31, p32, p33, pv] as terminal coronary arteries), vector Vb,0D is re-
placed by vector Vb,0Dc = [Qter_art,k], and the variables provided by the 0D to
the boundaries are replaced by pa,k. In addition, the equations representing the
0D modelling and the boundary conditions are (3.123) and (3.120), respectively.
Based on these changes, the coupling between the 1D and 0D counterparts in the
multiscale model of the coronary circulation when solving the (n + 1)-th ∆T is
shown in Figure 3.15.

Notice that, when the coronary model is simulated together with the remaining
1D-0D model, pout is imposed equal to the pressure within the right atrium, pra,
and the sum of the flow rates from all the terminal coronary arteries, ∑︁k Qout,k =∑︁

k
pv,k−pra

Zcv,k
, is added to the flow rates entering the right atrium (see system (B.1)).

3.5 Model of the baroreflex system
A short-term regulation of the arterial pressure is guaranteed by the baroreflex

model presented by Ottesen et al [256] and schematically shown in Figure 3.16.
At the end of each heartbeat, the mean aortic-carotid sinus pressure (p̄acs) is
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3 – Closed-loop multiscale mathematical model of the cardiovascular system

Figure 3.15: Scheme representing the chronological sequence of operations to follow
at each n-th ∆T (cycle) in order to couple the 0D and 1D modelling portions in the
multiscale model of the coronary circulation. Variables in red (green) are the ones
provided by the boundary resolution (0D model) to the 0D (boundary resolution)
model. Initial variables are enclosed in circles, while variables at the end of the
cycle are highlighted.

evaluated as the arithmetic average of the aortic (paor), right- (pcs,dx) and left-
carotid sinus (pcs,sx) pressures, each averaged over the previous heartbeat duration
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Figure 3.16: Scheme representing the functioning of the baroreflex system. paor,
pcs,dx and pcs,sx are the aortic, right- and left-carotid sinus pressures, p̄acs is the
mean aortic-carotid sinus pressure, pacs,ref is the reference p̄acs, ns and np are the
sympathetic and parasympathetic activities, HR is the heart rate, EA,lv/rv are the
amplitude values of left- and right- ventricular elastance, Rart/c are the arteriolar
and capillary resistances, and Cve/v and V0,ve/v are the compliances and unstressed
volumes of venules and veins.

Figure 3.17: Representation of the functions ns and np in the range 0-2 of the
normalised aortic-carotid sinus pressure.

(RR−1), as suggested by [31]. Namely,

p̄acs = 1
3RR−1

(︄∫︂
RR−1

paor(t)dt+
∫︂

RR−1
pcs,dx(t)dt+

∫︂
RR−1

pcs,sx(t)dt
)︄
. (3.124)

Sympathetic, ns, and parasympathetic, np, activities are calculated as sigmoid
functions:
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ns(p̄acs) = 1
1 +

(︂
p̄acs

pacs,ref

)︂νb
, np(p̄acs) = 1

1 +
(︂

p̄acs

pacs,ref

)︂−νb
, (3.125)

with νb = 7 [256] determining the steepness of the sympathetic and parasympathetic
signals and pacs,ref = 93 mmHg equal to the reference aortic-carotid sinus pressure.
The shapes of ns and np are given in Figure 3.17.

Reactions of the efferent organs are advanced in time through the ordinary
differential equation

dxm

dt = 1
τm

(−xm + αmns(p̄acs) − βmnp(p̄acs) + γm) , (3.126)

with xm the m-th efferent organ, τm the time it takes for the efferent response to
fully act, αm and βm the weights of the sympathetic and parasympathetic activities,
and γm equal to xm when ns=np (p̄acs = pacs,ref ) [256]. Efferent organs are the heart
rate (HR), the amplitude values of left- and right-ventricular elastances (EA,lv/rv),
arteriolar and capillary resistances (Rart/c), compliances and unstressed volumes
of venules and veins (Cve/v and V0,ve/v). Parameters of the baroreflex model are
reported in Table B.4 according to [256].

Notice that the sum ns + np is always one and ns = np = 0.5 when the ho-
moeostasis is reached. Two disequilibrium conditions are possible for the baroreflex
system: when p̄acs < pacs,ref and when p̄acs > pacs,ref . In the first case, barorecep-
tors react with an increase in ns and a decrease in np, which lead to a rise in HR,
EA,rv/lv and Rart/c and a reduction in Cve/v and V0,ve/v. In the second case, instead,
beroreceptors produce a decrease in ns and an increase in np, causing a fall in HR,
EA,rv/lv and Rart/c and a rise in Cve/v and V0,ve/v.

3.6 The global model
The global model presented so far in chapter 3 is schematically shown in Figure

3.18. As one can see from the top panels of the latter, it includes the 1D model
of the systemic arteries, the structure of the 0D systemic/cardiac/pulmonary com-
partments, the 0D-1D interface (the characteristic impedances of distal 1D arteries
and the aortic valve, AV), the 0D-1D coronary model, and the baroreflex model.
The circuital components of the 0D systemic/cardiac/pulmonary compartments are
shown in the bottom panels, while the complete legend is provided in Table 3.2.

The global model has been implemented in MATLAB, starting from the model
of the systemic arterial tree developed by Guala et al. [108] with modifications.
Time step is equal to 10−4 s, and convergence is reached after about 10 beats, as
the baroreflex action is not active, and 20 beats, as the baroreflex action is active.
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Figure 3.18: Representation of the complete closed-loop multiscale model of the
cardiovascular system. Legend is provided in Table 3.2.
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Chapter 4

Reliability of the global model

Some of the contents of this chapter have been previously published in [91].

The reliability of the closed-loop multiscale mathematical model presented in
the previous chapter is proved in the following sections, where the computational
haemodynamic signals and cardiovascular parameters throughout the model do-
main are compared with the corresponding measurements available in literature.
In order to test a benchmark case, the geometry and mechanical properties associ-
ated to a generic healthy and young man are considered. Computer simulations are
here run at a constant heart rate of 75 bpm, corresponding to a heartbeat duration
of 0.8 s. Results provided by (i) the 1D model of the systemic arterial tree, (ii)
the 0D model of the systemic microcirculation and venous return, and (iii) the 0D
model of the heart and pulmonary circulation, together with the multiscale model
of the coronary circulation, are given in sections 4.1, 4.2 and 4.3, respectively. The
efficacy of the short-term baroreflex mechanism, also integrated in the multiscale
framework, is demonstrated in section 4.4, where the heart pacing and open loop
aortic-carotid sinus control are tested.

4.1 The systemic arterial tree
Figure 4.1 depicts pressure and flow rate signals at different sites along the

systemic arterial tree, which are reproduced through the 1D model in section 3.1.
These results allow one to recognize some key haemodynamic aspects already anal-
ysed in chapter 1.

• The shapes of pressure and flow rate signals at the ascending aorta (Figure
4.1A) follow the expected patterns (see Figures 1.6 and 1.11), with the typical
dicrotic notch in pressure and backflow in flow rate occurring with the closure
of the aortic valve [110].
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Figure 4.1: Pressure and flow rate signals at different sites along the systemic
arteries for a healthy and young man with a heartbeat period of 0.8 s (HR=75
bpm). Each artery is associated to its number in brackets according to Figure 3.1.
This figure continues on the next page.

• Moving from the ascending aorta to the periphery, the amplitude of both
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Figure 4.1: This figure begins on the previous page. Pressure and flow rate signals
at different sites along the systemic arteries for a healthy and young man with a
heartbeat period of 0.8 s (HR=75 bpm). Each artery is associated to its number
in brackets according to Figure 3.1. The last panel on the left puts together the
pressure and flow rate signals in panels A-I-P-S-V-W, with the arrows going in the
direction of the more distant sites from the heart.

pressure and flow rate signals progressively increases and decreases, respec-
tively. In addition, pressure signals steep and delay and flow rate signals loose
the magnitude of the regurgitant flow [46] with the distance from the heart.
These aspects are apparent in Figure 4.1 X, which puts together the simul-
taneous pressure and flow rate signals along the ascending aorta, thoracic
aorta, abdominal aorta, common iliac, femoral and anterior tibial arteries.
However, it is possible to notice from the latter figure that there is a fall in
mean pressure between thoracic and abdominal arteries, since systolic pres-
sure reduces instead of increasing. We have verified that this aspect depends
on the choice of the arterial tree geometry. These results, in fact, have been
obtained by adopting the arterial diameters and lengths proposed by Rey-
mond et al. [279] (Table A.1), with slight adjustments in some diameters in
order to minimize forward wave reflections at bifurcations [279]. If we used
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the arterial diameters and lengths by Liang et al. [180] (in Table A.3) with
all the other settings maintained, the mean pressure reduction between tho-
racic and abdominal areas would disappear. To this purpose, a comparison
between the changes in the aortic pressure signals with the arterial diameters
and lengths by Reymond et al. [279] and Liang et al. [180] is provided in Fig-
ure 4.2. Thus, it seems that the typical rise in systolic pressure from central
to peripheral sites can be discontinuous throughout the aorta, depending on
the arterial geometry, which in any case is patient-specific.

Figure 4.2: Computed pressure signals along the ascending aorta (vessel 1), thoracic
aorta (vessel 18) and abdominal aorta (vessel 37) obtained by using the arterial
diameters and lengths by Reymond et al. [279] (Table A.1), left panel, and by
Liang et al. [180] (Table A.3), right panel.

For all simulated arteries, systolic (psys), diastolic (pdia), mean (pmean = pdia +
(psys − pdia)/3) pressures and mean flow rates (Qmean) over the heartbeat duration
by the 1D model are indicated in Table 4.1. Corresponding values from available
measurements in literature are also reported in Table 4.1, providing a quantitative
validation of computed arterial pressures and flow rates. The experimental condi-
tions and the population data associated to the chosen references in literature are
given in Table 4.2.

From Table 4.1, one observes how computed central pressure is between 118.66
and 72.07 mmHg, producing a pulse pressure of 46.59 mmHg and a mean pressure
of 87.60 mmHg, which are within the expected ranges for a healthy young man
in physiological conditions [110, 160, 223]. Pressures adequately evolve from cen-
tral to peripheral sites, as demonstrated by the comparison in Figure 4.3 between
systolic/diastolic pressures by the model and from invasive measurements in liter-
ature [160] along the brachial, radial and femoral arteries. Figure 4.3 also offers a
comparison between model-generated mean flow rates and measured data reported
in literature at the level of head, thorax, abdomen and legs. We find that model
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4.1 – The systemic arterial tree

Table 4.1: Systolic, psys, diastolic, pdia, mean, pmean, pressures and mean flow rates,
Qmean, by the model for HR=75 bpm (in black) and from available measurements
in literature (in red with references in square brackets) along the systemic arterial
tree. The experimental conditions and the population data of the chosen references
are given in Table 4.2.

(N) Arterial tract psys pdia pmean Qmean

(right/left) [mmHg] [mmHg] [mmHg] [ml/s]
(1) Ascending Aorta 118.66 72.07 87.60 79.43

113-146 [160, 223] 71-90 [160, 223]
(2) Aortic Arch A 120.42 71.01 87.48 65.96
(3) Brachiocephalic 122.67 71 88.22 8.61
(4/19) Subclavian A 128.11/127.91 70.70/70.31 89.84/89.51 4.78/4.99
(5/15) Common Carotid 129.11/124.34 70.70/70.83 90.17/88.66 3.70/3.67
(6/20) Vertebral 129.57/128.74 69.73/69.73 89.67/89.41 1.35/1.34

0.51-1.63 [250]
(7/21) Brachial 126.96/126.89 69.61/69.62 88.73/88.71 3.48/3.63

114.13-172.28 [160] 63.9-90 [160]
(8/22) Radial 160.17/147.45 65.87/66.32 94.72/91.37 1.84/1.66

115.26-179.58 [160] 62.48-89.10 [160]
(9/23) Ulnar A 161/144.49 61.77/63.15 94.85/90.26 1.64/1.97
(10/24) Interosseous 165.75/151.02 62.27/63.64 96.76/92.77 0.11/0.11
(11/25) Ulnar B 161.92/148.61 62.30/63.71 95.51/92.01 1.53/1.87
(12/16) Internal Carotid 137.93/135.79 67.31/68 90.85/90.59 1.77/1.73

2.72-6.27 [250]
(13/17) External Carotid 139.41/136.74 67.26/67.94 91.31/90.87 1.94/1.87
(14) Aortic Arch B 121.56 70.85 87.75 62.32
(18) Thoracic Aorta A 125.98 70.33 88.88 57.39

48.33-103.33 [383]
(26) Intercostals 136.01 69.73 91.83 7.93
(27) Thoracic aorta B 132.92 69.65 90.74 49.46

38.33-58.33 [50]
(28) Abdominal aorta A 121.24 67.77 85.59 39.96
(29) Coeliac A 130.76 67.74 88.75 9.47
(30) Coeliac B 129.29 67.44 88.06 7
(31) Hepatic 131.43 67.56 88.85 2.45
(32) Gastric 126.28 66.35 86.33 5.16
(33) Splenic 130.40 67.07 88.18 1.85
(34) Superior Mesenteric 128.06 67.32 87.57 9.76

5.83-13.33 [215, 314, 332]
(35) Abdominal Aorta B 121.12 67.33 85.26 30.28
(36/38) Renal 125.74/124.37 66.62/66.24 86.32/85.62 7.06/7.36

5.17-11.87 [61, 72]
(37) Abdominal Aorta C 121.46 66.73 84.97 23.23
(39) Abdominal Aorta D 122.78 66.32 85.14 15.88

8.33-21.67 [50]
(40) Inferior Mesenteric 134.50 65.36 88.40 1.26
(41) Abdominal Aorta E 130.59 65.44 87.16 14.56
(42) Common Iliac 131.41 65.17 87.25 7.30
(43) Inner Iliac 132.87 63.71 86.76 1.72
(44) External Iliac 130.72 63.51 85.91 5.57

4.9-11 [149, 182]
(45) Deep Femoral 132.41 62.49 85.80 2.52
(46) Femoral 131.48 64.62 85.32 3.05

117.52-173.74 [160] 63.90-87.30 [160] 1.85-5.22 [182]
(47) Anterior Tibial 138.76 56.48 83.91 2.03
(48) Posterior Tibial 139.54 56.60 84.25 1.01
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Table 4.2: Experimental condition and population data of the references adopted in
Table 4.1 and indicated in Figure 4.3. M/W: Men/Women, HR: heart rate, BSA:
body surface area, BMI: body mass index, B-M: B-Mode, C: Catheterisation, C
D: Color Doppler, C-M: Catheter-Manometer, E D: Echo Doppler, MR PC: MR
phase-contrast imaging, P D: Pulse Doppler.

References Technique M/W HR Age BSA BMI
(year)

[bpm] [years] [m2] [kg/m2]
CHCheng et al. MR PC 6/5 73±6.2 20-28 NA NA
[50] (2003)
COCox et al. MR PC 33/0 NA 25±4 NA 23±2
[61] (2017)
EEckerbom et al. MR PC 13/0 NA 24.5±6.9 1.89±0.19 22.6±2.5
[72] (2019)
KLKlein et al. MR PC 25/0 NA 26-80 NA NA
[149] (2003)
KRKroeker et al. C-M 12/0 64±8 32±5.27 1.98±0.12 NA
[160] (1955)
LLiang et al. C D 60/0 NA NA NA NA
[182] (2020)
MOMoneta et al. B-M+P D 5/2 NA 28-38 NA NA
[215] (1988)
MUMurgo et al. C 5/2 69±3 40±4 1.97±0.03 NA
[223] (1980)
OOktar et al. C D 9/21 NA 33.67±7.98 NA NA
[250] (2006)
SSomeya et al. P D+E D 7/6 57±2 24±1 NA ≃20.68
[314] (2008)
SSomeya et al. P D+E D 7/6 57±2 24±1 NA ≃20.68
[332] (2008)
TTakayama et al. Ultrasound+P D 24/0 59.6±9.31 31.2±6.9 NA NA
[383] (1965)
Z Zitnik et al. C-M 5/0 75.83±6.65 26-34 1.91±0.13 NA

results are in accordance with literature measurements at each analysed site apart
from at the internal carotid arteries, where mean flow rate is 1.77/1.73 ml/s by
the model and in the range 2.72-6.27 ml/s based on literature [250]. The reason
seems to be due to the lack of the cerebral circulation, just approximated by the
0D model at the boundary of the 1D head arteries.
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4.1 – The systemic arterial tree

Figure 4.3: Comparison between systolic/diastolic arterial pressures (top) and mean
flow rates (bottom) at the indicated sites (Ascending Aorta: A. Aorta, Thoracic
Aorta: Tho. Aorta, Abdominal Aorta: Abd. Aorta, Brachial, Radial, Femoral,
Vertebral, Internal Carotid: Int. Carotid, Superior Mesenteric: Sup. Mes., Renal,
External Iliac: Ext. Iliac) by the model and from measurements available in litera-
ture. Vertical lines on red bars show the range of possible values found in literature.
Superscripts of the arterial sites stand for the references in Table 4.2.
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4.2 The systemic microcirculation, venous return
and pulmonary circulation

Figure 4.4 depicts pressure and flow rate signals along the systemic microcircu-
lation, venous return and pulmonary circulation, which are all mimicked through
the 0D model in section 3.2. These results remark some key haemodynamic aspects
already analysed in chapter 1.

Figure 4.4: (a-h) Pressure and flow rate signals along the systemic microcirculation
and venous return for the head and arms (HA) and abdomen and legs (AL) com-
partments, pressure and flow rate signals for the pulmonary (i-l) arteries (P ART)
and (m-n) veins (P VEN) compartments. These signals are obtained for a healthy
and young man with a heartbeat period of 0.8 s (HR=75 bpm).

• Mean capillary (27.12 mmHg), venular (10.47 mmHg), venous (8.12 mmHg)
and venae cavae (7.61 mmHg) pressures belong to the expected ranges, that
are 30-10 mmHg for capillaries, 15-5 mmHg for venules, and 10-3 for veins
and venae cavae [110, 27].
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• As one can see from panels i and m of Figure 4.4, while pulmonary arterial
pressure is pulsatile, pulmonary venous pressure is weakly pulsatile, with
similar mean pressures for the systemic and pulmonary veins [27]. Systolic,
diastolic and mean pulmonary arterial pressures are 23.06, 10.62 and 14.77
mmHg, respectively, that means within the expected intervals (18-25 mmHg
for systolic pressure, 8-15 mmHg for diastolic pressure and 11-17 mmHg for
mean pressure [110, 169, 235]).

4.3 The heart and coronary circulation
Figure 4.5 represents pressure and volume signals within cardiac chambers, flow

rate signals through cardiac valves, and P-V loops of left and right ventricles, with
cardiac chambers and valves reproduced by the lumped models in section 3.2. These
images depict important cardiac features recalled in chapter 1.

• Transvalvular flows (see panel c of Figure 4.5) are in accordance with litera-
ture [156], with reversal flows accompanying the closure of cardiac valves and
complicating the patterns of volume signals for cardiac chambers (see panel
b of Figure 4.5). Reversal flows through tricuspid and mitral valves make
atrial volumes rise and ventricular volumes decrease. Reversal flows through
pulmonary and aortic valves, instead, are just responsible for a slight increase
in ventricular volumes.

• Left and right ventricular stroke volumes are equal, despite the right ventricle
works within a pressure range considerably smaller than the left ventricle (see
panel d of Figure 4.5).

Table 4.3 summarises some cardiac parameters provided by the model, together
with the corresponding expected ranges. We find that all parameters are in agree-
ment with experimental data.

Figure 4.6 depicts pressure and flow rate signals along the systemic coronary
arteries, which are reproduced through the multiscale model in section 3.4. The
shapes of flow rate signals as well as mean flow rate values per cardiac cycle along
the main coronary arteries are also in accordance with the limited set of coronary
blood flow rates in humans available in literature [226, 316]. Based on model results,
the mean flow rate received by the coronary circulation per cardiac cycle is 4.90
ml/s, that is acceptable in resting conditions, corresponding to about the 5% of
CO [110, 273].
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Figure 4.5: (a-b) Pressure and volume signals within cardiac chambers (right
atrium, RA, right ventricle, RV, left atrium, LA, left ventricle, LV), (c) flow rate
signals at cardiac valves (tricuspid valve, TV, pulmonary valve, PV, mitral valve,
MV, aortic valve, AV), (d) P-V loops for right and left ventricles. These signals are
obtained for a healthy and young man with a heartbeat period of 0.8 s (HR=75
bpm).

4.4 Baroreflex response
The efficacy of the baroreflex model introduced in section 3.5 has been tested

by analysing the (i) heart pacing and (ii) open-loop response [91]. In heart pacing,
a fixed value of HR is imposed, with its effects on the remaining effector organs
quantified through the baroreflex mechanism. Instead, in the open-loop case, it is
the pressure sensed by the baroreceptors, here expressed as the ratio p̄acs/pacs,ref ,
to be imposed as independent variable, while the other effector organs respond
accordingly [254]. We have simulated the heart pacing through seven HRs (35,
55, 75, 95, 115, 135 and 155 bpm) and the open-loop case through seven ratios
p̄acs/pacs,ref (from 0.625 to 1.375).

Figure 4.7 depicts the results of the heart pacing simulation. Panel 4.7a shows
the behaviour p̄acs(HR) with and without baroreceptors, proving the capability of
the baroreflex action to limit arterial pressure variations when cardiac frequency
changes with respect to its reference value (75 bpm). Figures 4.7b-c represent
the behaviour of the non-dimensional stroke volume, SV’, and cardiac output,
CO’, with the non-dimensional HR’ (apex indicates non-dimensional quantities),
together with the experimental data by [239, 212, 318]. Normalisation is done
with respect to the baseline values at 75 bpm for the results by the model, and
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Table 4.3: Stroke volume, SV, cardiac output, CO, left ventricular end-diastolic vol-
ume, Vedlv, left-ventricular end-systolic volume, Veslv, ejection fraction, EF, and left
atrial pressure by the model for HR=75 bpm (in black) and by available measure-
ments in literature (in red with references in square brackets). Cardiac parameters
are defined in chapter 1.1.

Parameters Left heart
SV [ml] 68.84

59-119 [41]
CO [l/min] 5.16

4-8 [41]
Vedlv [ml] 116.72

83-218 [128]
Veslv [ml] 47.88

18-82 [128]
EF [%] 58.98

55-63 [41]
Left atrial pressure 7.58

5.8-10.8 [41]

with respect to the indicated baseline values for the experimental results. As re-
ported in literature [25], SV falls with HR, while CO rises at low HRs, reaching
a maximum value for HRs between 90 and 180 bpm, and reducing for further HR
increases. These trends are reproduced in Figure 4.7b-c, where one observes an
overall agreement between simulated and experimental data. However, the max-
imum CO predicted by the model (between 135 and 155 bpm) is located at HRs
higher than the experimental measures shown in the Figure. This could depend
on the techniques adopted to modify HR in the experiments (ventricular pacing,
atrial pacing, pharmacological agents, exercise, etc.) as well as the experimental
conditions (e.g., conscious or anaesthetized subjects). Moreover, the fact that ex-
perimental results are often published in dimensional form limits the possibility to
effectively compare results from different sources.

Figure 4.8 shows the results for the open-loop analysis. The behaviours of
HR, mean arterial pressure (MAP), arterial and capillary resistances (Rart and
Rc), and compliances of venules and veins (Cve and Cv) with p̄acs are provided in
non-dimensional form for both simulated and experimental results [35, 62, 306],
with normalization done as in the case of heart pacing. Apart from the general
correspondence between numerical and experimental results, same discrepancies
emerge, mainly because experimental results consider the contribution of carotid
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Figure 4.6: Pressure and flow rate signals along the systemic coronary arteries for
a healthy and young man with a heartbeat period of 0.8 s (HR=75 bpm). Each
artery is associated to its number in brackets according to Figure 3.13.

sinus pressure only in the baroreflex action [256]. By contrast, in our model, pres-
sure triggering the baroreflex action is a combination of both aortic arch and carotid
sinus pressures.
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Figure 4.7: Heart pacing case. (a) Behaviours of the average aortic-sinus carotid
pressure with HR. Dependence of the stroke volume (b) and cardiac output (c) on
HR, with a comparison with experimental data. Variables marked with an apex
are non-dimensional. Data by Stein et al. [318] refer to human subjects, while data
by Noble et al. [239] and Miller et al. [212] are measured on dogs.

Figure 4.8: Open-loop case. Non-dimensional open-loop responses for the (a) heart
rate, (b) mean arterial pressure, (c) arterial and capillary resistances, and (d) com-
pliances of venular and venous compartments, with a comparison with experimental
data. Variables marked with an apex are non-dimensional. All experimental data
(Bolter et al. [35], Cox et al. [62] and Shoukas et al. [306]) refer to dogs.

Based on the above, one recognises how the baroreflex model here presented
works well over a wide range of heart rates and aortic-carotid sinus pressures, and is
able to guarantee homoeostasis in accordance with the limited set of data available
in literature.
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Chapter 5

Making the model patient-specific
and testing

Some of the contents of this chapter have been submitted for publication [94].

Nowadays, it is common to develop personalised models of the cardiovascular
system or limited portions of it, mainly to support clinicians in diagnostics and
decision-making, and transform average treatments into individual therapies [101].
Cardiovascular models are typically made patient-specific by using for each patient
the exact cardiac/vascular geometry derived from his/her scans. However, alter-
native approaches have been proposed by other authors [108, 259], who adopted
empirical rules (extracted from large cohort of individuals) to introduce patient-
specific personal and anthropometric data.

In this context, we propose a patient-specific model of the entire cardiovascular
system, obtained from the general model presented in chapter 3, which is relative to
a reference healthy subject. The transition from general to patient-specific model
has been implemented by (i) imposing the individual mean heart rate, left ventric-
ular contraction time and brachial blood pressure (BP), and (ii) adjusting some
key model parameters of the reference subject, based on noninvasive data routinely
measured during standard clinical examinations, through validated empirical rules
reported in literature. In this process, we have neglected the coronary circulation.

This chapter is organised in two sections. Section 5.1 contains a description of
how the model has been made patient-specific, with a summary of the rules applied
to adapt the reference geometrical and mechanical properties of the general model
domain (see chapter 3) to a specific subject. Section 5.2 is instead dedicated to
prove the reliability of the patient-specific model.
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5.1 Patient-specific adaptation
To make the general model patient-specific, we have defined as model input

data the following subject information: heart rate (HR), left-ventricular contrac-
tion time (Tvc), weight (w), height (h), age (age), sex (s), mean (pmb) and pulse
(ppb) noninvasive brachial BPs. Depending on the explicit or implicit occurrence of
the different model input data in the general model, patient-specific values of HR,
Tvc and pmb have been directly introduced in the model, while individual values of
w, h, age, s and ppb have been used in empirical relationships to adapt the arterial
geometry and cardiac/vascular mechanical properties of the reference healthy sub-
ject (HRref=75bpm, Tvcref

=0.27s, wref=75kg, href=175cm, ageref=25y, sref=man,
pmbref

=88mmHg, ppbref
=67mmHg) to the patient-specific characteristics. In par-

ticular, we have considered the following dependencies: arterial lengths (lart) from
h, age and s, arterial diameters (dart) from age, h, w and s, arterial compliances
(through the pulse wave velocities, PWVart) from age, ppb and pmb, arterial thick-
ness (hart), cardiac (EA/B,ch) and venous compliances (Cv) from age, and reference
BP sensed by the baroreceptors from pmb. The rationales of these dependencies
and the adopted empirical rules are reported in the following sections.

Special attention has been paid to the choice of the regression models, which
can sometimes lead to controversial results, being extracted from heterogeneous
cohorts of individuals. To justify the differences in regression models linking the
same parameters, one could just take into account the following considerations.

• The clinic profiles of people from who regression models are derived vary ac-
cording to the author’s purpose and may have a role on the resultant trends.
For instance, if data are taken from potential living organ donors, final re-
gression models will be associated to a low risk population. Otherwise, if data
come from people who are recovering from cardiovascular surgery, regression
models will be related to higher risk subjects.

• The number of individuals involved per study, as well as the distribution of
patient characteristics among the participants, is responsible for the closing
results. For example, if the number of women is significantly larger than the
number of men, or the amount of underweight people is huge compared with
that of the obese ones, results could become increasingly specific to the group
under study and cannot be interpreted as general behaviours.

• Cardiovascular properties of people coming from different countries are not
always comparable. As a matter of fact, regression models extracted from
Chinese people or American people or a mix of them could lead to contrast-
ing empirical relationships between cardiovascular parameters and impacting
factors.
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• The different techniques to measure arterial diameters and lengths, as well
as cardiovascular mechanical properties, could have a role on the ultimate
outcomes.

In this complex scenario, we have opted for regression models representative of
white people affected by cardiovascular or cardiovascular-related problems, such as
hypertension, diabetes, atrial fibrillation, etc.. This choice has been intended to
obtain a patient-specific model of the cardiovascular system to be tested with pre-
existing invasive BP signals, which were recorded on white, old and not perfectly
healthy patients.

5.1.1 Arterial lengths
It is quite accepted in literature that the arterial path length depends on h and

influences the resultant haemodynamic behaviour [166, 167, 187, 312]. In fact, in
shorter people, the earlier arrival of the reflected waves to the heart during systole
leads to a rise in central systolic and pulse BPs, which are responsible for an increase
in the left-ventricular work and stress at the same mean BP.

To take into account the relationship between body height and vessel lengths, all
arterial lengths have been scaled according to the specific subject h [108]. Namely,
arterial lengths have been multiplied for the ratio between the h to simulate and
href .

Some arterial lengths also elongate with age. Thus, a dependence of these
arterial tracts from age has been considered. Parametric relationships linking the
length of the aorta to age are available in literature [282, 326]:

• Rylski et al. [282] evaluated aortic lengths at 4 locations, from the aortic valve
to the iliac bifurcation, in 195 patients between the ages of 20 and 96. Sub-
jects underwent electrocardiogram-gated computed tomography angiography
and were affected by hypertension, diabetes mellitus and smoking. They doc-
umented that the absolute values of aortic lengths are higher in men than
women. However, after adjustments for BSA, lengths of ascending, descend-
ing thoracic and abdominal aorta are slightly longer in women than in men.
Aortic lengths rise in both women and men with age, with a greater degree
of increase in women than in men along the ascending aorta and aortic arch
segments;

• Sugawara et al. [326] measured the lengths of aorta, carotid and iliac arteries
on 256 healthy subjects, in the age range 19-79 years, through 3D transverse
magnetic resonance imaging arterial tracing. They found that the ascending
aorta length increases with age, while the lengths of descending aorta, carotid
and iliac arteries are not associated to age.
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We have modified aortic lengths with age according to the regression coeffi-
cients by Rylski et al. [282], reported in Table 5.1, while have maintained the other
arterial lengths constant with age. Notice that Rylski’s coefficients, which are sex-
dependent, are expressed for a change in mm per year and m2 of body surface area,
BSA1. Thus, coefficients are multiplied for the patient-specific BSA, which we have
calculated from h and w through the Du Bois’s formula [34]: BSA=0.20247h0.725w0.425

(h and w are expressed in m and kg, respectively).

Table 5.1: Regressions coefficients for women (c1,w) and men (c1,m) expressing the
variations (in mm) in aortic lengths with age (per year) according to the regression
models by Rylski et al. [282]. Results are given for 4 different aortic tracts; 1: from
the aortic valve to the origin of the brachiocephalic artery, 2: from the end of tract
1 to the the origin of the left subclavian artery, 3: from the end of tract 2 to the
origin of coeliac artery, and 4: from the end of tract 3 to the aortic bifurcation.
The numbers of the 1D arteries (see Table 3.1) included in each aortic tract are
indicated in brackets. Table extracted from [94].

Aortic tract (vessels) c1,w c1,m

[mm/y/m2] [mm/y/m2]
1 (1) 0.22 0.21
2 (2, 14) 0.11 0.09
3 (18, 27) 0.45 0.55
4 (28, 35, 37, 39, 41) 0.19 0.19

Thus, considering the effects of h, age and s, arterial lengths are modified
starting from those of the reference subject (lart,ref , indicated in Table A.1) as

lart = lart,ref
h

href

+ c1,w/mBSA(age− ageref ), (5.1)

where coefficients c1, both space- and sex-dependent, are shown in Table 5.1.

1BSA is typically used to determine drug dosage in many medical fields, such as cancer
chemotherapy, transplantology, toxicology, etc. [277]. Different formulas are available in liter-
ature to calculate BSA, each of which with its own specificity. Among the most used formulas, we
recall the Du Bois’s one [34]: 0.20247h[m]0.725w[kg]0.425 and the Mosteller’s one [221]:

√︂
h[cm]w[kg]

3600 ,
with h and w the body height and weight, respectively.
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5.1.2 Arterial diameters
It is well known that diameters of elastic arteries enlarge while muscular arteries

remain almost unaltered during normal ageing [198]. However, if the age-induced
rise in aortic and common carotid arterial diameters is widely accepted, there is
some controversy regarding the impact of age on diameters of muscular arteries
such as the brachial, radial and common femoral arteries. In fact, some authors
sustain the diameters of these last arteries reduce [40], while others report the
opposite result [103]. This controversy could be imputed to a transitional elastic-
muscular behaviour at more peripheral zones, as proved by Bjarnegard et al. [29],
who evaluated the variations in the brachial artery diameter with age along the
arm length. Based on the contrasting trends observed at more distant locations,
we have introduced the effects of age on aortic and carotid diameters only.

Arterial diameters also alter with both w and h, whose combined effect can be
taken into account by either the body mass index (BMI2) or BSA. We have here
used BSA as body size variable, since it was demonstrated to be better associated
to some aortic diameters than BMI [370]. We have modelled the effects of BSA at
aortic and carotid level only, where the role of BSA has been mostly analysed.

Concerning the behaviour of aortic diameters with age and BSA, we have con-
sidered a number of regression models in literature [66, 76, 111, 282, 370]:

• Davis et al. [66] measured aortic diameters at three locations, from ascend-
ing to abdominal aorta, through cardiovascular magnetic resonance at 1.5 T.
They analysed 447 subjects aged between 19 and 70 and without identifiable
cardiovascular risk factors. They found that aortic diameters increase with
BSA and age for both women and men. The amount of dilatation does not
depend on sex as the BSA increases. The rate of dilation with advancing
age, instead, is not gender-specific at proximal level but becomes larger for
men than women at abdominal level. Moreover, the increase in aortic diam-
eters with BSA is modest, since people affected by hypertension and other
cardiovascular risk factors were excluded in this study;

• Fleischmann et al. [76] focused on the abdominal aortic diameters of 77 po-
tential living renal donors aged between 19 and 67. Image-data were acquired
with contrast-enhanced helical computed tomography angiography. They re-
ported that men always have larger diameters than women. Aortic diameters
progressively reduce from proximal to distal sites, and the degree of dilation

2BMI is adopted to determine the degree of overweight, even if, in some circumstances, it
appears to be a poor indicator of body fatness [245]. In fact, it does not discriminate between
lean and fat mass, making it look like athletes and body builders overweight, while they are not
[44]. BMI is calculated as w[kg]

h[m]2 .
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in diameters with age progressively decreases moving down along the abdom-
inal aorta. Finally, the effect of BSA does not change site by site and is equal
for both men and women;

• Hager et al. [111] measured aortic diameters from the aortic valve to the
thoracic aorta at the level of diaphragm by helical computed tomography.
Data were obtained from 70 individuals, with age between 17 and 89, without
any sign of cardiovascular disease. They indicated no influence of height,
weight and BSA, while recognised the impact of both sex and age on aortic
diameters. In particular, men have always larger diameters than women and
age is responsible for an increase in aortic dimensions at all intrathoracic
levels;

• Rylski et al. [282] evaluated aortic diameters, together with aortic lengths, as
explained in section 5.1.1. They documented that the absolute values of aortic
diameters are always higher in men than women. However, after adjustments
for BSA, women have larger ascending aorta and aortic arch diameters than
men. Aortic diameters rise in women and men with age, with a greater degree
of increase in women than in men along the ascending aorta and aortic arch
segments. They concluded that, in the elderly, aortic diameters are similar
in men and women because of the faster growth in the ascending aorta for
women;

• Wolak et al. [370] measured ascending and descending thoracic aorta di-
ameters in a low-risk population of 4883 individuals in the 26-92 age range.
Assessments were based on gated non contrast computed tomography scans
for coronary calcium measurements. They reported that men and women
have similar diameters in the youth, while aortic diameters become greater
in men than women in the elderly. Furthermore, the rate of increase in aortic
diameters with BSA is almost equal between young men and women, and
greater in old men than women.

Notice that results coming from the empirical rules proposed by the authors
above are not perfectly comparable. For instance, according to Davis et al. [66], the
rate of age-dependent increase in proximal aortic diameters is not gender-specific,
while, for Rylski et al. [282], aortic diameters grow more in women than in men at
proximal level because of age. This type of dissimilarities can be explained based
on the differences in the characteristics of the cohorts analysed, with Davis et al.
excluding people with identifiable cardiovascular risk factors and Rylski et al. in-
cluding them.

Changes in carotid arterial diameters with age and BSA were determined by
different authors [114, 139, 159]. However, not only results coming from these
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authors are not coherent but also the influence of different determinants on changes
in carotid dimensions was considered:

• Kamenskiy et al. [139] were interested in quantifying the changes in carotid
geometry with ageing. Variations in carotid diameters with age were eval-
uated on 15 healthy individuals, aged between 15 and 64 years, and on 17
patients with unilateral carotid artery disease, in the age range 49-86 years.
Geometry was investigated through 3D reconstructions of thin-section com-
puted tomography angiography scans. It was found that, in absence of carotid
artery disease, the right common carotid artery diameter is the most prone
to increase with age, while the left common carotid artery diameter and the
left/right internal carotid artery diameters slightly increase with age;

• Krejza et al. [159] measured the diameters of the common carotid (left and
right) and internal carotid arteries (left and right) on 500 patients, aged be-
tween 14 and 103, through ultrasound examinations. People involved were
affected by hypertension, diabetes, atrial fibrillation, heart and cerebrovas-
cular diseases, and hypercholesterolaemia. They found correlations between
carotid diameters and sex, BSA, neck length, age and systolic arterial BP.
In particular, carotid diameters are larger for men than women and grow
with the BSA, neck length and systolic arterial BP. Women have the right
common carotid artery slightly larger than the left one, while there are not
side-to-side effects in the common carotid arteries of men and in the internal
carotid arteries of both women and men. It also emerged that, in contrast
with other studies, the relationship between carotid diameters and age is not
significant. Authors justified this conclusion with the fact that the population
under study was relatively young (mean age: 51.6 years for women and 52.8
years for men).

We have reproduced the role of age through the regression coefficients c2, given
in Table 5.2, by Rylski et al. [282] along the aorta and by Kamenskiy et al. [139] for
the common carotid arteries, respectively. All these coefficients are sex-dependant,
and express a change in mm per year and per m2 of BSA by Rylsky et al., and a
change in mm per year by Kamenskiy et al.. Since an explicit dependence of the
aortic diameters with BSA is considered, age-dependant coefficients by Rylsky et
al. are multiplied for the reference BSA, BSAref, which - calculated through the Du
Bois’s formula - is equal to 1.90 m2. The role of BSA on the aortic and common
carotid arteries diameters has been instead quantified through the regression coef-
ficients c3 by Davis et al. [66] and Krejza et al. [159], respectively, both indicated
in Table 5.2 and expressing different changes depending on sex.

Thus, including the effects of age, h and w (through BSA), and s, arterial diam-
eters, dart, are modified from the corresponding reference values (dartref

, indicated
in Table A.1) as
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Table 5.2: Regressions coefficients for women (c2,w/c3,w) and men (c2,m/c3,m) ex-
pressing the variations in aortic and carotid diameters with age/BSA. Dependences
with age are expressed according to Rylski et al. [282] (in [mm/y/m2]) and Kamen-
skiy et al. [139] (in [mm/y]) for the aortic and carotid tracts, while dependences
with BSA according to Davis et al. [66] and Krejza et al. [159] (both in [mm/m2])
for the aortic and carotid tracts, respectively. Results are given for 6 different ar-
terial tracts; 1: from the aortic valve to the origin of the brachiocephalic artery,
2: from the end of tract 1 to the the origin of the left subclavian artery, 3: from
the end of tract 2 to the origin of coeliac artery, 4: from the end of tract 3 to the
aortic bifurcation, 5: along the right common carotid artery, and 6: along the left
common carotid artery. The numbers of 1D arteries (see Table 3.1) included in
each aortic tract are indicated in brackets. Table extracted from [94].

Arterial tract (vessels) c2w, c3w c2,m, c3w

1 (1) 0.11, 5.6 0.08, 7.6
2 (2, 14) 0.08, 2.8 0.06, 5.5
3 (18, 27) 0.08, 3.1 0.08, 3.8
5 (28, 35, 37, 39, 41) 0.05, 3.1 0.06, 3.8
5 (5) 0.017, 1.13 0.018 1.21
6 (15) 0.006, 1.13 0.006 1.21

dart = dartref
+ c2(age− ageref ) + c3(BSA − BSAref), (5.2)

with coefficients c2 and c3, both space- and sex-dependent, in Table 5.2.

5.1.3 Arterial thicknesses
Aortic and common carotid arteries thicken with age [127, 198, 274], while there

are contrasting results at other arterial locations. Thus, patient-specific arterial
thickness values, hart, have been modified along the aorta and common carotids
only with respect to the reference values (hartref

, indicated in Table A.1). Namely,

hart = hartref
+ c4(age− ageref ), (5.3)

with coefficient c4 differently determined for aorta and common carotids.
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Along the aorta, we have adopted the regression coefficients derived from a
widely used work: the one by Virmani et al. [355]. They measured aortic inti-
mal and medial thickness at 4 fixed locations (ascending aorta, descending thoracic
aorta, suprarenal abdominal aorta and subrenal abdominal aorta) on a population
of 302 subjects, with ages between 19 and 104 years. Subjects were all dead because
of different causes, from trauma to cerebrovascular accidents. They found that me-
dial thickness variations with age are negligible with respect to the age-related
intimal thickness increases. Moreover, the highest growth in intimal thickness is
localised at abdominal level. Relationships between intimal thickness and age are
linear at each aortic site, with the following regression coefficients (c4): 0.0040
mm/years for the ascending aorta, 0.0092 mm/years for the descending thoracic
aorta, 0.0085 mm/years for the suprarenal abdominal aorta, and 0.0144 mm/years
for the subrenal abdominal aorta.

Concerning common carotids, instead, numerous works treating variations in
carotid intima-media thickness with age [193, 274, 127, 318, 334, 344] have been
considered:

• Ma et al. [193] analysed left and right carotid intima-media thickness of
both women and men by B-mode ultrasonography. Population under exam
included 2402 subjects with age in the range 35-64 years. They found that
there is a linear correlation between carotid intima-media thickness and age
in the age range 35-64 years, with some differences between men and women,
right and left side. They reported a rate of increase in carotid intima-media
thickness between 0.0051 and 0.0057 mm per year;

• Rashid et al. [274] evaluated carotid intima-media thickness in 140 people,
aged from 20 to 88 years, by B-mode ultrasonography. Selected subjects were
free from previous ischaemic heart diseases and strokes. They found that
intima-media thickness of all carotid arteries highly increases with age. They
indicated a mean rate of increase of about 0.011 mm/year, with the highest
variation at carotid bifurcation rather than at common and internal carotid
arteries. Moreover, they concluded that there are not significant differences
between left and right side, as well as between women and men;

• Rashid’s results are in accordance with the ones by Howard et al. [127], who
reported that the averaged age-related increases in wall thickness are about
0.015/0.018 mm/year for women/men at carotid bifurcation, 0.010/0.014
mm/years for women/men at internal carotid artery, and 0.010 mm/years
for both women and men at common carotid artery;

• Stein et al. [318] measured carotid intima-media thickness on 519 black and
white adults, in the age range 20-38 years, through B-mode carotid ultrasound
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images. They documented that carotid intima-media thickness increases with
age, without important age-related differences between females and males,
black and white subjects.

• Tanaka et al. [334] determined carotid intima-media thickness on 129 in-
dividuals from 18 to 77 years. Population included sedentary and active
people, who were all normotensive, nonobese and without chronic heart dis-
eases. Measurements of carotid intima-media thickness were done on images
obtained from an ultrasound machine, with a high-resolution linear array.
The primary finding is that carotid intima-media thickness grows in the el-
derly, being 50% higher in old people (mean age 65 years) than among young
people (mean age 27 years);

• Tosetto et al. [344] analysed the influence of age on the carotid intima-media
thickness of 2484 individuals with age>40 years by ultrasonic scans. Some
of the subjects involved had suffered from cardio or cerebrovascular disease
and were subjected to drug medications. It was found that carotid intima-
media thickness constantly increases with age both in women and men, with
negligible gender-related differences.

To the purpose of our model, we have imposed that common carotid intima-
media thickness linearly grows with age within the whole age spectrum. In par-
ticular, in accordance with the age-related increases indicated by Rashid et al.
[274] and Howard et al. [127], we have used a rate of increase of 0.010 mm/years
(c4) for common carotid arteries. We have not taken into account side-to-side and
sex differences in the growth rate of common carotid intimal-media thickness with
advancing age. Moreover, we have neglected any age-modification along internal
carotids.

5.1.4 Arterial compliances
It is well known how aorta stiffens during ageing [211, 246, 295, 320], leading to

a decrease in arterial compliances. It was discussed that arterial stiffening is greatly
caused by the fatigue and successive rupture of the median elastic lamellae, which
typically break after about 8e8 cycles (e.g., 30 years with a mean HR of 70 bpm)
[247, 248]. Carotid-femoral pulse wave velocity (PWV ) is nowadays taken as the
gold standard for aortic stiffness evaluation [37], with a great deal of data available
in literature [22, 39] about its variations with ageing. However, as Hickson et al.
[125] observed, carotid-femoral PWV doesn’t take into account the influence of
proximal aorta, which has the highest elastic content and plays an important role
in buffering BP pulsations produced by the contracting activity of heart. Therefore,
to better map the stiffening process along the aorta with age, one should refer to
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the regional PWV s.

Different authors have quantified the variations in PWV s with age along the
aorta [125, 249, 276, 284]:

• Hickson et al. [125] measured regional PWV in 4 segments, from the aor-
tic valve to the iliac bifurcation, by cine phase contrast magnetic resonance
imaging. Measurements were done on 162 subjects, with age between 18
and 77 years, who didn’t exhibit cardiovascular diseases and were free from
medications. The highest increase in aortic stiffening, expressed through a
growth in PWV , was localised along the abdominal artery (+0.9 m/s per
decade), then along the thoracic-descending region (+0.7 m/s per decade),
the mid-descending region - at the level of the diaphragm - (+0.6 m/s per
decade), and the ascending aorta (+0.4 m/s per decade). By contrast, the
most important changes in aortic diameters because of age were identified in
the ascending aorta (0.96 mm per decade), then along the mid-descending
region (0.85 mm per decade), the thoracic-descending region (0.78 mm per
decade), and the abdominal artery (from 0.64 to 0.37 mm per decade depend-
ing on the site). Moreover, the effect of ageing on aortic stiffness was proved
to increase exponentially with age. In fact, curves linking regional PWV s to
age are second-order polynomials regardless of the aortic position;

• O’Rourke et al. [249] recorded BP waves from proximal aorta to iliac artery in
39 patients, with ages in the interval 6-69 years, through diagnostics catheter-
isation. They observed that there is a decrease in the transmission time of BP
signals with age, reflecting a rise in PWV during ageing. They also noticed
that the greatest changes are localised along the distal aorta and iliac artery,
with negligible variations along the thoracic artery;

• Redheuil et al. [276] evaluated the aortic arch PWV and the carotid-femoral
PWV by tonometry in 111 asymptomatic subjects in the age range 20-84.
They concluded that both aortic and carotid-femoral PWV s increase with
age of about 1.60 and 1.56 m/s per decade, respectively. In addition, the
relationship between aortic PWV and age was found not linear, with a more
marked rise in aortic PWV among individuals older than 50 years;

• Rogers et al. [284] determined PWV in 3 aortic segments and carotid-femoral
PWV . Measurements were done on 24 volunteers between 21 and 72 years
by phase-contrast magnetic resonance imaging and applanation tonometry.
It was verified that the age-related increases in PWV are higher at proximal
level than at distal level. Moreover, at each aortic site, the growth in PWV
is more significant on subjects older than 55 years.
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Results by Hickson et al. [125] and Rogers et al. [284] are contrasting. In
fact, according to Hickson et al., PWV mainly grows at distal aortic sites, while,
according to Rogers et al., the greatest variations in PWV are localised along the
ascending and proximal descending aorta. Although Hickson’s results are not per-
fectly in accordance with those by Rogers et al., they were derived from the largest
cohort of individuals. Furthermore, Hickson et al. justified their conclusion of a
higher distal rise in PWV with age. They observed that proximal aortic diameters
grow more than distal diameters with age. Thus, since PWV is directly propor-
tional to the square-root of wall thickness and inversely proportional to the square
root of the radius, increases in vessel diameter in absence of corresponding increases
in vessel wall thickness could limit PWV growth at proximal level.

The changes in carotid PWV with age have been determined by other authors
[36, 357]:

• Borlotti et al. [36] calculated PWV at carotid and femoral arteries in 1774
healthy individuals of 35-55 years, through direct measurements of local flow
velocity and diameter. They concluded that carotid PWV linearly rises with
age, with not statistically significant differences between men and women.
Femoral PWV , instead, is not associated to age and is higher in men than
women;

• Vriz et al. [357] compared carotid-femoral PWV with one-point carotid
PWV , which were evaluated for 160 individuals (age range 17-78 years), both
healthy and affected by cardiovascular problems, such as hypertension, aortic
valve disease and ventricular dysfunction. They found that both carotid-
femoral PWV and one-point carotid PWV linearly correlate with age, but
one-point carotid PWV is always lower than carotid-femoral PWV . Thus,
the relationship between carotid-femoral PWV and age cannot be applied to
one-point carotid PWV .

When making the model patient-specific, we have maintained the reference com-
pliances of the arterial areas where age alteration in PWV s were found negligible
or absent. Instead, we have adapted patient-specific carotid and aortic compliances
through the relative patient-specific PWV s. In fact, mechanical properties of 1D
arteries are specified through coefficients B1 − B5 of the constitutive equation for
BP, which are functions of the local PWV s (see equations (3.27-3.31)). In particu-
lar, aortic PWV s have been calculated from reference values (PWVartref

, obtained
from the (3.20)) through the quadratic relationship PWV (age):

PWV = PWVartref
+ [c5(age− ageref ) + c6(age2 − age2

ref )]a+ b, (5.4)
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with c5 and c6, provided in Table 5.3, by Hickson et al. [125]. Carotid PWV s,
instead, have been evaluated from reference values through the linear relationship
PWV (age):

PWV = PWVartref
+ c7(age− ageref )a+ b, (5.5)

with c7 = 0.0538 m/s/year given by Vriz et al. [357]. Coefficients a and b in
equations (5.4-5.5) allow one to include the role of the BP level (ppb and pmb) in
the patient-specific arterial compliances.

Table 5.3: Linear and quadratic regressions coefficients expressing the variations
in aortic PWV s with age according to Hickson et al. [125]. Results are given
for 4 different aortic tracts; 1: ascending aorta, 2: descending thoracic aorta, 3:
suprarenal abdominal aorta, 4: subrenal abdominal aorta. The numbers of the 1D
arteries (see Table 3.1) included in each aortic tract are indicated in brackets. Table
extracted from [94].

Aortic tract (vessels) c5 c6
[mm/y] [mm/y2]

1 (1) 1.8986 10−4 0.0266
2 (2, 14) 8.1551 10−4 0.0016
3 (18, 27) 6.3056 10−4 0.0109
4 (28, 35, 37, 39, 41) 5.0331 10−4 0.0674

5.1.5 Cardiac compliances
Since ventricular stiffening increases with age [275], we have corrected patient-

specific amplitude, EA,ch, and minimum, EB,ch, values of left-ventricular elastance,
starting from the corresponding reference values (EA,chref

and EB,chref
, indicated in

Table B.2), as

EA,ch = EA,chref
+ c8(age− ageref ) (5.6)

and

EB,ch = EB,chref
+ c9(age− ageref ). (5.7)
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Coefficient c8 has been set to have an increase of 1% and 0.5% per year for women
and men, respectively, according to Redfield et al. [275]. c9, instead, has been
reasonably taken equal to c8EB,chref

/EA,chref
.

5.1.6 Venous compliances
Venous compliances, as arterial ones, reduce with age [102, 214, 252]. We have

evaluated patient-specific venous compliances, Cven, through the

Cven = Cvenref
+ c10(age− ageref ), (5.8)

with Cvenref
reported in Table B.1 and c10 chosen in order to have a linear reduction

in Cvenref
of 50% from 25 to 80 years [252].

5.1.7 Reference status of the baroreceptors
In order to reach the mean BP level of the generic subject patient-specific, we

have set the reference BP of the baroreceptors equal to the specific mean brachial
BP pmb. In this fashion, the comparison between reference and effective BP sensed
by the baroreceptors at the end of each heartbeat is done at brachial level rather
than at aortic-carotid level.

5.1.8 Sensitivity analysis
In order to quantify the role of the different patient-specific input data to the

individual central BP values, we have performed a sensitivity analysis. Considering
the input parameter X and the output parameter Y , the sensitivity of Y to X is
defined as

Sens =
(︄
Y ′ − Y

Y

)︄(︃
X

X ′ −X

)︃
, (5.9)

where Y ′ is the modified output parameter obtained with the modified input pa-
rameter X ′ [224]. According to this definition, negative values of Sens imply that
an increase in X causes a decrease in Y and a decrease in X causes an increase
in Y . In addition, if |Sens|>1 (<1), the input variability introduced through X
is amplified (damped) in Y . Here, we have applied an increase of 25% to all the
patient-specific input data: X ′ = X + 0.25X.

Figure 5.1 shows the sensitivities of central systolic (sys), diastolic (dia), mean
(mean) and pulse (pp) BPs to age, w, h, HR, Tvc, pmb and ppb for a male subject.
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Very similar results have been obtained for a female subject. From Figure 5.1, it
emerges that pmb is the only input parameter having a not negligible impact on all
the output parameters, and h and ppb are the input parameters with the greatest
impact on central pp. The sensitivity of central pp to H is negative (-0.94), while
the sensitivity of central pp to ppb is positive (1.40). The other input parameters
(age, w, HR and Tvc) result to be less effective on the output parameters, with
the smallest sensitivities for central mean and the highest for central pp. Also
from Figure 5.1, it appears that the variability introduced through pmb is amplified
in central dia and mean (and damped in central sys and pp), and the variability
introduced through ppb is amplified in central pp (and damped in central sys, dia
and mean). The variability associated to all the other input parameters results to be
damped. Thus, according to Figure 5.1, specific brachial BPs and h measurements
are the most influential input data on the model outputs, although the majority of
the chosen patient-specific input data are proven to be important to match central
pp.

Figure 5.1: Sensitivities of central systolic (sys), diastolic (dia), mean (mean) and
pulse (pp) BPs to the input model parameters (age, age, weight, w, height, h, heart
rate, HR, mean left ventricular contraction time, Tvc, and mean and pulse brachial
BPs, pmb and ppb) for a male subject. Image extracted from [94].
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5.2 Testing of the patient-specific model
The proposed patient-specific model has been tested by comparing the com-

puted central systolic, diastolic, mean and pulse BPs with the corresponding beat-
averaged invasive BPs on 12 patients in sinus rhythm. Such a test aims at investigat-
ing the possibility to provide individual central BP via a patient-specific multiscale
mathematical model of the cardiovascular system, that could be convenient from a
clinical point of view. In fact, despite automatic brachial BP monitoring is routinely
adopted in clinical practice, it is a poor indicator of central BP, mainly because of
the pulse BP increase from central to distal arterial regions [207]. Thus, considering
that target organs (such as heart, brain and kidneys) and peripheral vasculature
are more sensible to central rather than brachial BP [377], the easy assessment of
central BP is expected to be useful in diagnostics and decision-making. In behalf
of this, it has been proved that central BP is a better predictor of cardiovascular
risk factors like hypertension. In fact, more than 30% men and 10% women with
normal brachial systolic BP suffer from stage 1 of hypertension considering their
aortic systolic BP [208]. Moreover, antihypertensive drugs can have different effects
on central BP but similar effects on brachial BP [368], making the idea to clinically
use central BP instead of brachial BP attractive.

The best method to currently detect central BP is cardiac catheterisation, which
is invasive, technically demanding and time consuming, thus not employable in rou-
tine screening of large population. Consequently, a number of noninvasive devices
have been proposed to estimate central BP from peripheral pressure data, by ex-
ploiting a variety of calibration techniques [297]. Nevertheless, the explicit added
value of noninvasive central BP compared to brachial BP in the prediction of seri-
ous cardiovascular events has not emerged yet, with different studies coming up to
opposing interpretations. This seems to be due to the fact that current noninva-
sive methods are not always accurate enough to affirm the undisputed superiority
of noinvasive central BP over brachial BP [170]. In this context, it emerges the
need to identify the most accurate methods to noninvasively evaluate central BP,
to definitely verify if brachial or aortic BP is the best prognostic parameter to be
adopted in the future.

In this complex scenario, we present the characteristics of patients from which
invasive BP signals are extracted in section 5.2.1, and the comparison between
simulated and measured central BP signals/values in section 5.2.2

5.2.1 Patient recruitment and data collecting
Invasive BP signals come from a perspective clinical study by Olbers et al. [251]

examining intra-arterial BP in patients undergoing routine coronary angiography.
Olbers et al. acquired intra-arterial BP recordings from 12 patients with sinus
rhythm, using pressure transducer-equipped manifolds (NAMIC, Navilyst Medical
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Inc, Marlborough, MA, USA), connected with the RadiAnalyzer Xpress unit (St
Jude Medical, St Paul, MN, USA) for digital storage. Right radial, right brachial
and ascending aorta BP signals were sequentially recorded by advancing a diagnos-
tic catheter from the right radial to the right brachial to the central site, and at
least 15 cardiac cycles were saved at each location and for all the subjects.

Anthropometric and clinical data of patients in the trial are reported in Table
5.4, while the presence of comorbidities, like diabetes and ischaemic heart disease
(IHD), and the smoking status are given in Table 5.5. In particular, Table 5.4
provides the following patient-specific information: s, age, w, h, mean HR, Tvc,
pmb and ppb. HR and Tvc were extracted from the ECG, while ppb and pmb were
calculated from systolic (psb) and diastolic (pdb) brachial BPs (ppb = psb − pdb and
pmb = pdb + ppb/3), which were noninvasively measured from the upper left arm
through automatic oscillometric recording, and simultaneously to the invasive BP
at the level of the ascending aorta.

Table 5.4: Anthropometric and clinical data of patients in the trial. Averages and
standard deviations of age, w, h, HR, Tvc, ppb and pmb are reported in bold in the
last row. Table extracted from [94].

Patient s age w h HR Tvc ppb pmb

number [years] [kg] [cm] [bpm] [s] [mmHg] [mmHg]

1 m 72 61 170 63 0.38 63 75
2 f 68 81 175 65 0.39 50 94
3 m 73 81 170 80 0.34 62 101
4 f 83 68 163 61 0.39 63 74
5 m 65 99 193 54 0.39 83 116
6 f 81 69 167 63 0.36 74 93
7 m 75 91 172 55 0.41 82 96
8 m 62 77 175 61 0.41 55 82
9 f 72 60 167 51 0.39 78 91
10 m 74 97 182 71 0.32 60 92
11 f 73 64 162 62 0.39 88 99
12 m 62 82 179 61 0.36 61 93

71.67 77.50 172.92 62.25 0.38 68.25 92.17
±6.61 ±13.46 ±8.72 ±7.70 ±0.027 ±12.24 ±11.45

Mean, µv, standard deviation, σv, and coefficient of variations (cv = σv/µv)
values of systolic and diastolic BPs recorded on all the patients at the three mea-
surement sites are indicated in Table 5.6. Based on systolic BP transmission from
central-to-peripheral sites, Picone et al. [267] individuated four BP phenotypes:
(phenotype I) both central-to-brachial and brachial-to-radial systolic BP increase
(≥ 5 mmHg), (phenotype II) only aortic-to-brachial systolic BP increase, (phe-
notype III) only brachial-to-radial systolic BP increase, (phenotype IV) neither
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Table 5.5: Presence of comorbidities, like diabetes and ischaemic heart disease
(IHD), and the smoking status of patients in the trial. Table extracted from [94].

Patient diabetes IHD smoking
Number

1 x x
2 x x
3
4
5 x
6 x x x
7 x x x
8
9 x
10 x
11
12

aortic-to-brachial nor brachial-to-radial systolic BP increase. Considering the in-
vasive measurements of systolic BP at the ascending aorta, brachial and radial
arteries on the 12 patients (all indicated in Table 5.6), we have recognized all the
four BP phenotypes identified by Picone et al.. The phenotype associated to each
patient is reported in Table 5.6.

5.2.2 Computed and invasive central pressure comparison
To test the reliability of the patient-specific multiscale model in estimating the

individual central BP, the procedure schematised in Figure 5.2 has been imple-
mented. For each patient, the average waveform, µ(p(t)), and standard deviation,
σp(t), of central BP per beat over the recorded cardiac cycles have been calculated.
Then signals µ(p(t)) ±σp(t) have been compared against the corresponding simulated
waveform, µ(p(t))comp.

Figure 5.3 displays measured central BP signals (µ(p(t)), continuous thin line,
and µ(p(t)) ±σp(t), dotted thin line) and corresponding simulated signals (µ(p(t))comp,
continuous thick line) for all the patients. All signals are reported as a function of
the non-dimensional mean heartbeat period, RR. Simulated signals well match the
average measured signals, as one can visually notice, despite some shape dissimi-
larities emerge. It can be observed that simulated systolic BPs almost entirely fall
within the interval µ(p(t)) ± σp(t) of the measured systolic BPs. On the contrary,
simulated diastolic BPs do not often fall in the interval µ(p(t))±σp(t) of the measured
diastolic BPs. This implies that modelling errors of the estimated central systolic
BP are comparable with the same BP variability during the measurements, which
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Figure 5.2: Schematic representation of the procedure implemented to prove the
reliability of the patient-specific multiscale model.Image extracted from [94].

is due to both physiological BP fluctuations and measurement errors. By contrast,
in the case of the central diastolic BP, modelling errors can be higher than diastolic
BP variability detected during the measurements.

The accuracy of the model has been quantified, for each patient, by comparing
the errors by both the reference model (the one without the patient-specific ad-
justments) and the patient-specific model in estimating central systolic, diastolic,
mean and pulse BPs, with respect to the mean values of the related measured BPs
indicated in Table 5.6. These results are reported in Table 5.7.

The reference model leads to higher mean errors in central systolic (26.12
mmHg), mean (10.43 mmHg) and pulse (28.46 mmHg) BPs with respect to the
patient-specific model (4.2, 4.98 and 3.51 mmHg for systolic, mean and pulse BPs,
respectively). Differently, slightly smaller mean errors occur in central diastolic
BP (5 mmHg) with respect to the patient-specific model (5.86 mmHg). Based on
these results, it is clear that the patient-specific adaptations we have proposed are
effective in mimic the patient-specific BP responses. For diastolic BP, however, the
mean error by the reference model is moderately littler than by the patient-specific
model. One can observe that the reference model does not produce smaller errors in
central diastolic BP for all the patients but for only five of the twelve patients, for
who the error is significantly reduced. These five patients are associated to three
over the four BP phenotypes indicated in Table 5.6, making it difficult to iden-
tify clear correlations between the error in central diastolic BP and one or more
BP phenotypes. Therefore, only an extended number of patient data applied to
this patient-specific model could tell us whether (i) central diastolic BP is actually
smaller with the reference than with the patient-specific model, and (ii) the individ-
ual errors in central diastolic BP are correlated with one or more BP phenotypes.
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Table 5.6: Mean values (µv) ± standard deviations (σv) of systolic (sys) and di-
astolic (dia) invasive BPs along the ascending aorta (AA), right brachial (RBA)
and radial arteries (RRA). Coefficients of variation, cv = σv/µv, are provided in
percentage. The phenotype associated to each patient (I, II, III, or IV, see text),
identified as indicated by Picone et al. [267], is reported in brackets below the
Patient number. Table extracted from [94].

Patient number
AA RBA RRA

sys dia sys dia sys dia
[mmHg] [mmHg] [mmHg] [mmHg] [mmHg] [mmHg]

1 114.54 58.21 124.38 59.53 154.59 64.41
(I) ±3.21 ±1.10 ±4.07 ±1.81 ±2.33 ±1.50

2.80% 1.89% 3.27% 3.04% 1.51% 2.32%
2 131.66 78.95 113.25 82.07 127.44 72.79

(III) ±1.28 ±1.01 ±4.28 ±2.49 ±2.78 ±1.49
0.97% 1.28% 3.78% 3.03% 2.18% 2.05%

3 139.28 75.03 157.41 74.18 153.29 73.37
(II) ±3.02 ±1.79 ±2.34 1.54 ±3.46 ±2.04

2.17% 2.39% 1.48% 2.07% 2.26% 2.79%
4 122.36 63.36 122.64 55.49 127.74 58.30

(III) ±1.89 ±0.56 ±2.41 1.09 ±1.73 ±0.84
1.55% 0.89% 1.96% 1.97% 1.35% 1.45%

5 158.01 84.11 179.73 80.65 175.68 73.17
(II) ±5.19 ±0.74 ±4.32 3.46 ±4.64 ±2.78

3.28% 0.88% 2.40% 4.29% 2.64% 3.80%
6 143.16 76.48 152.47 71.45 156.64 71.28

(II) ±2.34 ±2.86 ±2.95 1.91 ±2.97 ±2.34
1.64% 3.74% 1.94% 2.68% 1.90% 3.28%

7 149.05 69.16 155.87 68.46 156.16 65.15
(II) ±5.29 ±2.28 ±4.78 1.67 ±4.65 ±2.63

3.55% 3.30% 3.07% 2.45% 2.98% 4.04%
8 119.96 67.01 129.24 65.94 136.29 65.13

(I) ±3.51 ±1.58 ±2.75 1.95 ±2.12 ±1.11
2.92% 2.36% 2.13% 2.96% 1.55% 1.70%

9 161.22 74.52 163.07 69.26 154.79 68.09
(IV) ±3.61 ±2.12 ±3.35 1.48 ±10.63 ±6.02

2.24% 2.85% 2.05% 2.14% 6.87% 8.84%
10 135.91 73.69 140.07 70.72 157.84 72.85

(III) ±2.72 ±0.95 ±4.81 2.07 ±2.22 ±0.95
2% 1.29% 3.43% 2.93% 1.41% 1.30%

11 177.26 74.32 177.21 72.86 183.60 73.26
(III) ±5.75 ±2.82 ±2.83 1.17 ±3.28 ±1.35

3.24% 3.80% 1.60% 1.61% 1.79% 1.85%
12 137.46 71.90 152.44 69 145.57 65.81
(II) ±4.11 ±2.03 ±3.43 2.69 ±3.01 ±1.95

3% 2.82% 2.25% 3.90% 2.07% 2.97%

By adopting the patient-specific model, differences between measured and modelled
mean BPs appear quite acceptable. In fact, mean error is always ≤ 5 mmHg, apart
from diastolic BP, and standard deviation is always ≤ 8 mmHg, which have been
defined as the minimum acceptable errors in the central BP validation protocol
[297].
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5.2 – Testing of the patient-specific model

Figure 5.3: µ(p(t)) (continuous thin line) and µ(p(t)) ± σp(t) (dotted thin line) of
the measured central BP signals and corresponding simulated signals (µ(p(t))comp,
continuous thick line). Time is made dimensionless by the heartbeat period, RR.
Image extracted from [94].

Coherently with Figure 5.3, Table 5.7 confirms that diastolic BP errors are
greater than systolic ones for the majority of patients. One can also notice that
errors in mean BP are between errors in systolic and diastolic BPs, while large/small
pulse BP errors do not necessarily correspond to large/small systolic and diastolic
BP errors.

Scatter plots between simulated central systolic/diastolic BPs and catheter mea-
surements are given in Figure 5.4, together with coefficients of determination (R2).
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Table 5.7: Errors ([mmHg]) in simulated central systolic (sys), diastolic (dia), mean
(mean) and pulse (pp) BPs through both the general (superscript G) and patient-
specific (superscript PS) models, evaluated with respect to the mean values of
the same invasive BPs along the ascending aorta (AA). Moduli of mean errors ±
standard deviation are reported in bold in the last row. Table extracted from [94].

Patient
General model Patient-specific model

sysG diaG meanG ppG sysP S diaP S meanP S ppP S

1 0.19 16.08 10.78 -15.89 0.14 -3.23 -2.10 3.37
2 -16.93 -4.66 -8.75 -15.89 -2.25 -2.71 -2.56 0.45
3 -24.55 -0.74 -8.68 -23.81 2.90 5.14 4.39 -2.23
4 -7.63 10.90 4.74 -18.56 -7.53 -10.16 -9.28 2.63
5 -43.28 -9.82 -20.97 -33.46 1.84 9.80 7.15 -7.96
6 -28.43 -2.19 -10.94 -26.24 -4.94 -6.55 -6.01 1.60
7 -34.32 5.13 -8.02 -39.45 2.62 -1.38 -0.045 3.99
8 -5.23 7.28 3.11 -12.51 -4.80 -1.62 -2.68 -3.18
9 -46.49 -0.23 -15.65 -46.26 -8.55 -14.56 -12.56 6.01
10 -21.18 0.60 -6.66 -21.78 -1.60 -3.07 -2.58 1.48
11 -62.53 -0.03 -20.86 -62.50 -8.34 -10.36 -9.69 2.02
12 -22.73 2.39 -5.98 -25.12 -5.56 1.69 -0.73 -7.25

26.12 5 10.43 28.46 4.26 5.86 4.98 3.51
±18.29 ±5.10 ±5.87 ±14.68 ±2.81 ±4.38 ±3.95 ±2.38

These latter are equal to 0.95 and 0.67 for systolic and diastolic BPs, respectively,
thereby reflecting larger errors by the model for diastolic than for systolic BPs.

Bland-Altman plots of the central systolic and diastolic BP errors by the model
are depicted in Figure 5.5. The coefficients of determination, R2, for the relations
between the central BP error and the mean central BP are 0.035 for systolic and
0.11 for diastolic BP. Thus, the present data suggest that the error magnitude does
not depend on systolic BP, even if it is slightly correlated to diastolic BP.

To contextualise this patient-specific modelling approach within the current
medical scenario, we have compared the errors produced by our method with
the ones through one of the most common medical device to noninvasively es-
timate central BP, the SphygmoCor, and generalized/variable transfer functions.
The SphygmoCor generates errors in central systolic, diastolic and pulse BPs of
-8.2±10.3 mmHg, 7.6±8.7 mmHg, -12.2±10.4 mmHg, respectively, with the cali-
bration performed through brachial cuff BP. These errors were extracted from a
large meta-analysis including 857 subjects [51]. With respect to these results, our
method seems promising, although it still needs to be verified in an extended co-
hort of individuals. In other works by Shih et al. [305, 304], where central BP
was evaluated through an ensemble averaged generalised transfer function derived
from 40 individual transfer functions, smaller mean errors (in modulus) in central
systolic BP (-2.2±6.4 mmHg in [305] and -2.1±7.7 mmHg in [304]) were found,
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5.2 – Testing of the patient-specific model

Figure 5.4: Scatter plots between computed (subscript comp) systolic (sys) and
diastolic (dia) BPs and measured (subscript mea) values. R2 is the coefficient of
determination. Image extracted from [94].

Figure 5.5: Bland-Altman plots of the central systolic (sys) and diastolic (dia) BPs
errors by the model. Image extracted from [94].

albeit larger errors in central pulse BP (10.3±8 mmHg in [305]) were detected,
compared to our patient-specific model. More recently, a new physiology-based
technique was proposed by Natarajan et al. [230] to get central BP via a standard
automatic arm cuff. In particular, they applied a variable transfer function method
to the brachial BP-like waveform, which was in turn determined through an en-
semble averaging/calibration procedure, with brachial systolic and diastolic BP for
calibration obtained from the application of a patient-specific method to an oscillo-
gram. The technique by Natarajan et al. yields errors in central systolic, diastolic
and pulse BP between -0.6 and 2.6 mmHg and corresponding standard deviation
in the range 6.8-9 mmHg. Thus, despite the proposal by [230] generates reduced
mean errors with respect to our model, standard deviations double compared to
ours.

It is clear that the errors by our modelling approach largely depend on the errors
committed during the brachial oscillometric measurement, from which the brachial
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mean and pulse BPs (pmb and ppb) adopted in the patient-specific calibration of the
reference model were extracted. Indeed, the role of these two parameters in making
the reference model patient-specific has been proved by the sensitivity analysis in
section 5.1.8. Considering the latter, it is predictable that any error associated to
the input data pmb and ppb is transmitted (with the same order of magnitude) to
the output data, namely the central BP values. However, despite the automatic
oscillometric device we adopted to assess brachial systolic and diastolic BP is widely
used in clinical practice, no peer-reviewed clinical validation information is available
on this technology. Therefore, a direct comparison between the input errors in the
values of pmb and ppb and the output errors in the estimations of central BP for the
12 patients is not possible here.

5.3 Future developments for the present patient-
specific model

The patient-specific modelling approach represents a promising instrument to
noninvasively estimate central BP. However, successive efforts need to be addressed
to test the reliability of this methodology over a larger cohort of individuals, and
more deeply individuate correlations between BP errors and impacting factors.
Moreover, a direct comparison between input and output errors by the model should
be executed, and the possibility to further reduce the model errors should be in-
vestigated, for example, by adopting more accurate oscillometric BP measurement
techniques, like the one proposed by Liu et al. [185] and employed by Natarajan
et al. [230]. This because of the bias errors introduced by cuff on brachial BP. In
any case, the outcomes provided by this patient-specific modelling approach may
be regarded as an invitation to continuing working on similar in-silico techniques
for their use in clinical trials. In fact, apart from providing central BP, they can
offer the complete BP and flow rate map of the whole cardiovascular system, as well
as the full list of the most common haemodynamic parameters adopted in medical
treatments.
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Chapter 6

Effects of atrial fibrillation on
arterial haemodynamics

Some of the contents of this chapter have been previously published in [93, 291,
293].

This chapter offers some results about the direct effects of atrial fibrillation (AF)
on arterial haemodynamics, based on a simplified version of the general multiscale
mathematical model presented in chapter 3. An overview of AF is provided in
section 6.1, the instrument to simulate atrial fibrillation is described in section 6.2,
which precedes section 6.3, offering a brief description of the adopted modelling
approach and detailing the model outcomes.

6.1 AF: definition, types, cures, epidemiology and
associated risks

AF is one of the most common form of arrhythmia and belongs to the group of
supraventricular tachycardias. It occurs when the electrical rhythm is not coordi-
nated by the sinus node and many impulses fire at the same time in the atria with
a frequency of 300-600 times/min [231]. Thus, atria experience fast and chaotic
electrical signals and start quivering instead of contracting. In this condition, the
atrioventricular node receives irregular impulses, resulting in an unsynchronized
ventricular rhythm and a rapid ventricular rate (HR), which typically increases
from 60-100 bpm to 100-175 bpm with respect to sinus rhythm (SR) [367].

AF can be simply detected through an ECG. Since standard atrial depolari-
sation is absent in AF, fibrillated ECGs lack of the classical P waves, which are
replaced by the so called f waves. These latter appear as high frequency oscillations
of the isoelectric line, as shown in Figure 6.1. In addition, irregular and high HRs
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6 – Effects of atrial fibrillation on arterial haemodynamics

Figure 6.1: Comparison between the electrical signal propagation and the ECGs in
SR, on the left, and AF, on the right. Image extracted from [45].

can be observed in AF ECGs, where the time intervals between the QRS complexes
are more variable and smaller compared to SR, as visible in Figure 6.1.

Different classes of AF can be identified based on the duration of the episodes
[133, 376]. Paroxysmal AF happens with variable frequency and terminates spon-
taneously or with intervention within 7 days. Persistent/long-standing AF consists
in sustained anomalous heart rhythm for more than 7 days/12 months, even with
treatment, and eventually resolves on its own or with help. Finally, permanent AF
is characterized by the unresponsiveness to any therapy, and is so defined as patient
and clinician decide to stop any attempt to come back to SR.

AF can be treated with different methods, going from pharmacological/electrical
cardioversion, which aims at restoring SR through antiarrhythmic medications/electrical
shocks, to catheter ablation, that is intended to destroy the areas of the myocardium
where an abnormal and independent electrical signal production is discovered. Nev-
ertheless, none of the methods implemented to date effectively leads to a definitive

130



6.1 – AF: definition, types, cures, epidemiology and associated risks

resolution of AF, especially in persistent cases. To this purpose, a deeper under-
standing of AF determinants is unanimously believed necessary to design innovative
and more effective treatment approaches [232]. In fact, despite it is well established
that the two major causal factors of AF pathophysiology are the ectopic foci1 ac-
tivity and re-entry2 [233], there are ongoing controversies about the fundamental
mechanisms underlying AF and governing the initiation, maintenance and progres-
sion of this complex and evolutionary pathology [118].

Nowadays, AF represents a significant public health problem with a prevalence
between 1% and 4% in Australia, Europe and the USA [386]. It has been veri-
fied that AF prevalence continues increasing over time, especially in industrialized
countries, with about 14-17 millions of AF patients expected in 2030 in Europe
alone [385]. The worrying and growing prevalence rate of AF, mainly due to both
the rise of life expectancy and the improved capability to recognise and treat a
great deal of disease conditions, results in huge economic burdens for the national
heath services. One can just think that the current direct cost per patient and per
year amounts to 10100-14200 $ in the USA and to 450-3000e in Western Europe
[371].

The probability to develop AF gets higher with age and among men then women
of the same age [141]. Indeed, AF prevalence rate ranges between <0.5%-1.0%, 1%-
4%, and 6%-15% at 50, 65 and 80 years, respectively. In addition, men have 1.5-fold
risk to be affected by AF [10]. Apart from ageing and male sex, confirmed cardio-
vascular risk factors associated to AF are hypertension, valvular heart disease,
congestive heart failure, coronary artery disease and diabetes mellitus, together
with left ventricular hypertrophy, obesity and excessive alcohol use [168].

Despite 12-42.5% of patients affected by AF are asymptomatic, AF can often
provoke disabling effects such as palpitations, chest pain, dyspnea, dizziness, short-
ness of breath and reduced exercise capacity, all contributing to a marked reduced
quality of life [117]. In fact, even patients suffering from intermittent AF complain
an impairment of their quality of life, based on measures of physical, social, mental
and general heath, and evaluate these aspects similarly to people subjected to more
severe cardiac diseases (e.g., heart failure and post infarction) [67].

AF is usually associated to a 3- to 5-fold enhanced risk of stroke, even if this
association is not fully verified over the whole age range, as well as in case of sole AF,
and seems to involve other comorbidities [138]. AF is also related to heart failure,

1Ectopic foci are automatic electrical impulse generators within the heart, which can trigger
tachycardias depending on their locations and the electrical activity of the closest regions.

2Re-entry happens when an electrical impulse does not die after the expiration of its refractory
period and continuously excites the same cardiac region [13].

131



6 – Effects of atrial fibrillation on arterial haemodynamics

with <10% and about 50% of AF cases among patients affected by mild and severe
heart failure, respectively [196]. However, the cause-effect relationship between
AF and heart failure has not been completely understood, with their frequent
coexistence probably due to the presence of common risk factors favouring both
the pathologies [11].

AF is though to independently increase the risk of death. At 10 years of follow-
up during the Framingham Heart Study, amongst the subjects in the age range
55-74 years, died men with and without AF were 61.5% and 30%, and died women
with and without AF were 57.6% and 20.9%, respectively [23]. Notwithstanding,
the probability of individual survival in presence of AF is believed to be strongly
dependant on age and a set of other disturbs. Good evidence of this can be found in
the fact that AF patients above 75 years have 3 times the absolute risk of mortality
than AF patients below 65 years, and the mortality rate among people with alone
AF is comparable to that of AF-free subjects of similar age and same sex [288].

6.2 How to computationally reproduce atrial fib-
rillation?

AF and SR have been simulated in this Thesis by imposing artificially built RR
interval time series, whose probability density functions, PDFs, and power spec-
tra, S(f) (f is the beat frequency), have the same characteristics of real fibrillated
and healthy RR beatings, respectively. To this aim, we have exploited the results
merging from the work by Hennig et al. [115, 122]. They found that the PDF of
AF RR intervals shows a well visible exponential tail, which is absent in SR. More-
over, while the power spectrum of SR RR intervals exhibits a 1/f linear behaviour
over the whole frequency range, the AF spectrum displays a characteristic angu-
lar shape. In particular, the long-term component (at low frequencies) of the AF
spectrum is characterized by a 1/f linear pattern, instead, the short-term compo-
nent (at high frequencies) appears flat, with the breakpoint frequency between the
two components localised at 0.005±0.002 Hz (see Figure 6.2). It was proved that
the 1/f power spectrum is associated to the pink noise [150], which is negatively
correlated, while the flat spectrum corresponds to the white noise, consisting in a
series of uncorrelated values.

Based on the above findings, we have obtained the SR and AF RR interval time
sequences used in the studies of the present chapter as follows. The generic SR RR
sequence has been extracted from a pink noise-like Gaussian distribution, with mean
value µv = 0.8s and coefficient of variation cv = µv/σv = 0.07 (µv=60/HR: mean of
the RR distribution, σv: standard deviation), which is expected between 0.04-0.17
during SR [122, 268, 292, 315]. The generic RR sequence in AF, instead, has been
constructed as combination of two statistically dependant times, as RR=τG + τE.
τG has been drawn, as in SR, from a pink noise-like Gaussian distribution, with
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Figure 6.2: Power spectral densities of 24h RR fluctuations in AF, left, and SR,
right. Vertical and horizontal axes are in logarithmic scales. Image extracted from
[115].

mean value µG, standard deviation σG and coefficient of variation cvG. τE has been
taken from an uncorrelated white noise-like exponential distribution, characterized
by the rate parameter γE [292]. To reproduce different mean HRs in AF, µG has
been varied accordingly, while cvG has been always maintained constant and equal
to 0.24, as usual in AF [335]. The decay rate parameter γE has been estimated from
84 long-term RR recordings belonging to the MIT-BIH Long-Term AF Database
[100, 266] as γE=-9.2RR+14.6. In this fashion, the generic AF RR sequence has
been reproduced through an exponentially modified Gaussian distribution, with
mean value µE = µG + γ−1

E and standard deviation σE =
√︂
σ2

G + γ−2
E [292].

Notice that this way to reconstruct the AF sequence of RR interbeat intervals
can be applied to fibrillated unimodal distributions only, which represent the ma-
jority of the AF distributions (61%), together with the bimodal (32%), trimodal
(5%) and multimodal (2%) [361]. Thus, we have modelled AF just considering the
case of unimodal distributions, which are more typical among AF patients.

6.3 Two computational studies in atrial fibrilla-
tion

This section shows the results of two studies about the fallouts of AF on the
arterial haemodynamics.

The first study (Arterial tree study) goal is to inquire into the impact of the
sole heart rhythm variation from SR to AF at 75 bpm on the haemodynamics of
the arterial tree, and is based on the work [291], which has been developed during
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my PhD.
The second study (Coronary study) aims at inquiring into the effects of five

different HRs in AF on coronary perfusion, and derives from the works [93, 293],
which have been carried out as part of my research program.

In both studies AF (and SR) has been reproduced as explained in the above
section, while the combination arterial tree-left coronary circulation has been simu-
lated through a simplified version of the model presented in chapter 3. A summary
of the main differences between the model in chapter 3 and the one used in the
arterial tree and coronary studies is provided below.

6.3.1 A model of the left heart-arterial tree with the left
coronary circulation

The simplified version of the model adopted in the arterial tree and coronary
studies is made of the 1D model of the systemic arterial tree outlined in section
3.1, coupled with the multiscale (0D-1D) model of the left coronary circulation il-
lustrated in section 3.4. The systemic arterial tree is then closed, at the ascending
aorta, by a 0D model of the left heart and, at peripheral arteries, by 3-elements
Windkessel models, which account for the total effect of distal circulation (from
small arteries to capillaries) [107]. Thus, the most striking aspect of this simplified
model, compared with the one in chapter 3, is that it is not closed-loop. This
means that the pressure and flow rate signals at the ascending aorta are indepen-
dent from the outlet signals, and are instead forced at each heartbeat period by
the contracting activity of left ventricle. A sketch of this simplified model, with a
representation of the 0D models applied to the extremities of the systemic arterial
tree, is depicted in Figure 6.3.

As one can see from this last Figure, left-atrial pressure, pla, is taken constant
and equal to 8.5 mmHg, and mitral valve is simulated as a simple resistance, RMV =3
mmHgs/l. Left-ventricular pressure, plv, continues to be reproduced through equa-
tion (3.96), while left-ventricular volume, Vlv, is obtained from the volume balance
equation

Vlv = V0,lv + pla − plv

RMV

−Qaor∆T/2. (6.1)

In this last one, V0,lv is the unstressed left-ventricular volume, Qaor is the aortic
flow rate (provided by the resolution of the boundary condition at the ascending
aorta as in the (B.2)), and ∆T is the constant time step imposed for the numerical
resolution (it is divided by 2 since boundary conditions are solved at each half time
step as explained in section 3.2.3). The aortic valve is represented through the
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(3.100) and the relative coupling with the 1D aorta is done as in the (B.2).
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Figure 6.3: Representation of the simplified model adopted in this chapter. It
includes the 1D representation of the systemic arterial tree and the multiscale (0D-
1D) model of the left coronary circulation. It is closed by a 0D model of the
left heart at the entrance to aorta and by a 3-elements Windkessel model at each
peripheral artery. Differences with respect to the model in chapter 3 are marked
with the term SIMPLIFICATION.

The 3-elements Windkessel model closing each peripheral 1D artery, also de-
picted in Figure 6.3, corresponds to equation

dQw

dt
− 1
Rw1

dpw

dt
= pw − pve

Rw1Rw2Cw

−
(︃

1 + Rw1

Rw2

)︃
Qw

Rw1Cw

. (6.2)
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Qw and pw are the flow rate and pressure at the outlet of the terminal artery, Rw1,
Rw2 and Cw are the proximal resistance, distal resistance and compliance of the
peripheral circulation beyond the terminal artery, and pve=5mmHg is a constant
venular pressure. Qw and pw are calculated together with the other boundary con-
ditions at each half time step, by combining equation (6.2) with the compatibility
condition adopted for distal 1D arteries, similarly to what done in equation (B.3).
The values of Rw1, Rw2 and Cw are given in Table C.1.

Notice that this simplified model lack of the baroreflex model introduced in
section 3.5, meaning that, in the arterial tree and coronary studies, we neglect to
consider the internal mechanism of short-term automatic regulation of mean arte-
rial pressure.

In simulating AF, we have not taken into account the cardiac force-frequency
relationship due to the RR variability [156]. We recall that the left-ventricular
elastance model (see equation (3.97)), here integrated in the left ventricular model,
is defined through an activation function depending on RR (see equation (3.99)).
However, a reduction in the maximum value of the left ventricular elastance, usually
detected in chronic AF cases with concomitant cardiomyopathy, has been neglected
[333]. This because of the contrasting trends merging in literature about the pos-
sibility that a similar dysfunction is present with AF alone [334].

6.3.2 Arterial tree study: effects of AF on arterial haemo-
dynamics

Introduction of the arterial tree study.

The direct effect of AF on arterial haemodynamics is far from being well estab-
lished, with literature results reporting contrasting information in terms of both
cardiac and systemic arterial pressures [7, 55, 99, 137]. This is not surprising
considering that AF rarely manifests alone but in concert with a variety of other
cardiovascular disturbs, which make it difficult to isolate the net role of AF on our
cardiovascular system. Moreover, the reliability of automated oscillometric instru-
ments to assess blood pressure fluctuations in AF remains controversial [257, 322],
and current clinical devices can fail in detailing the blood flow field throughout the
vasculature. In fact, their resolving power can be insufficient to keep up with the
continuous heart rate oscillations during AF [331].

In this context, we aim at exploring the variability of arterial haemodynam-
ics triggered by the sole heart rhythm alterations in AF, which has been poorly
analysed so far. In particular, it is not known how pressure and flow rate signals
are affected by the AF rhythm, and whether the modifications induced by the AF
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rhythm can have a negative impact on physiological tissue and organ perfusion. Ol-
bers and co-authors [251] demonstrated that the beat-to-beat systolic and diastolic
blood pressure variability in AF is 2-fold and 6-fold compared to SR, respectively,
that is believed to alter the normal vascular structure and functioning. In fact, it
seems that not only high blood pressure but also high blood pressure variability
can lead to the development of atherosclerosis in the long term. This was proved in
a numerical study by Xiong et al. [375], where the response of a two dimensional
stenosed artery model to different blood pressure variations (during a single cardiac
cycle and beat-to-beat) was simulated.

In this study, we have analysed the haemodynamic variability at arterial level by
imposing two sequences of 2000 heartbeat periods, one in SR (RRSR) and the other
in AF (RRAF), to the left heart-arterial tree model outlined in section 6.3.1. The
RR sequences have been constructed as explained in section 6.2, and the number
of simulated cardiac periods (that correspond to about half an hour of cardiac
activity) has been chosen in order to guarantee the statistical reliability of the
model outcomes. Since the scope of the present study is to focus on the role of the
sole heart rhythm variations in AF compared to SR, we have simulated SR and AF
at the same mean heart rate: HR=75bpm (mean RR value: 0.8 s). Thus, among
the features of the RR beating, we have included the increased temporal variability
and reduced temporal correlation but have neglected the accelerated heart rate.

Beating features of the arterial tree study.

The RRSR and RRAF series, and the relative PDFs are reported in Figure 6.4,
while the main statistics of the same series are offered in Table 6.1.

Figure 6.4: (a) Simulated sequences of 2000 RR interbeat intervals in SR (blue thin
line) and AF (red thick line), and (b) relative PDFs, PDF(RR). The 5th and 95th
percentiles of the PDF(RR) in SR correspond to the 33rd and 72nd percentiles in
AF. Image extracted from [291].
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Table 6.1: Statistics of the simulated sequences of 2000 RR interbeat intervals in
SR (RRSR) and AF (RRAF). µv: mean value, σv: standard deviation, cv = σv/µv:
coefficient of variation. Table extracted from [291].

Case µv [s] σv [s] cv

RRSR 0.80 0.06 0.07
RRAF 0.80 0.19 0.24

Results of the arterial tree study.

The multiscale modelling approach has allowed us to gain 2000 complete left-
ventricular pressure and volume signals and 2000 complete pressure and flow rate
signals at each arterial section of the modelled domain. Thus, we have identified
some quantities of interest regarding the left ventricle and the following arteries,
and have calculated their PDFs from the 2000 corresponding data. Each PDF has
been characterized by its mean value, µv, standard deviation, σv, and coefficient of
variation, cv = σv/µv. The AF-induced changes for each haemodynamic parameter
have been quantified through the changes in the µv and cv values from SR to AF,
and/or by analysing the percentile variations between SR and AF. Regarding this
last point, we have identified, for each variable, the 5th and 95th percentiles in the
SR PDF as references. Then, we have evaluated to which percentile each of the
SR reference corresponds to in the AF PDF. In this way, the probability to reach
extreme haemodynamic values in AF compared to SR has been assessed, regardless
of the specific PDF shape. This procedure is graphically represented in Figure 6.4b
for the RR distribution. As one can see from this latter, the RR values associated
to the 5th and 95th percentiles in SR correspond to the 33rd and 72nd percentiles
in AF.

The main results of this study are presented in the following four paragraphs.
In particular, the first one concerns (A1) the principal cardiac and haemodynamic
parameters, the second one (A2) the pressure patterns from heart to periphery
along large-to-medium arteries, the third one (A3) the mechanisms of wave propa-
gation and reflection, and the fourth one (A4) the organ perfusion at the principal
gastrointestinal bifurcations.

A1: Cardiac and haemodynamic parameters. The principal statistics of the
most important cardiac and haemodynamic parameters got from the SR and AF
simulations are reported in Table 6.2. In SR, one observes that the mean cardiac
parameters (stroke volume: SV=66.57 ml, ejection fraction: EF=55.38%, cardiac
output: CO=4.99 l/min, stroke work: SW=0.92 J) and aortic pressures (systolic
aortic pressure: paorsys=120.50 mmHg, diastolic aortic pressure: paordia

=71 mmHg)
are in good agreement with the expected physiological values [46, 110, 148, 365]. It
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also emerges a satisfying qualitative correspondence between our results and those
available in literature, concerning the mean AF variations with respect to SR (see
the last two columns in Table 6.2).

Table 6.2: µv ± σv of the indicated cardiac parameters (Vedlv: end-diastolic left-
ventricular volume, Veslv: end-systolic left-ventricular volume, pedlv: end-diastolic
left-ventricular pressure, peslv: end-systolic left-ventricular pressure, SV: stroke vol-
ume, CO: cardiac output, EF: ejection fraction, SW; stroke work, all defined in
chapter 1.1) and aortic pressures (paorsys , paordia

and ppaor: systolic, diastolic and
pulse pressures at the entrance to the aorta, respectively) in SR (Columns II) and
AF (Columns III). Ratios of the cv values in AF and SR, cvAF/cvSR, (Column IV).
Average variations during AF with respect to SR (Column V). Available literature
variations (Column VI). "+" increase during AF, "-" decrease during AF, "=" no
significant variations during AF, "/" no data available. Table extracted from [291].

Variable µv ± σv cvAF
cvNSR

Mean variations in AF with respect to NSR
NSR AF Present results Literature results

Vedlv [ml] 120.21 ± 0.04 120.09 ± 1.17 31.41 - = [255],
+ [11, 338]

Veslv [ml] 53.64 ± 1.23 54.18 ± 3.70 2.97 + = [255],
+ [11, 338]

pedlv [mmHg] 8.35 ± 0.01 8.34 ± 0.09 31.42 - - [7]
peslv [mmHg] 93.27 ± 2.29 92.26 ± 7.59 3.35 - /
SV [ml] 66.57 ± 1.27 65.91 ± 4.19 3.34 - - [7, 59, 99, 112, 287],

= [144]
CO [l/min] 4.99 ± 0.09 4.94 ± 0.31 3.34 - - [55, 59, 65, 112, 143] ...

...[220, 255, 287, 346],
= [278, 296]

EF [%] 55.38 ± 1.04 54.87 ± 3.30 3.20 - - [11, 52, 96, 338, 373]
SW [J] 0.92 ± 0.01 0.91 ± 0.04 3.10 - - [143, 255]
paorsys [mmHg] 120.50 ± 3.17 120.73 ± 9.34 2.94 + + [99, 137],

= [7, 55]
paordia [mmHg] 71.00 ± 3.04 71.64 ± 9.69 3.16 + + [7, 99, 137],

= [55]
ppaor [mmHg] 49.51 ± 0.31 49.10 ± 1.40 4.51 - - [137]

It is worth noting that a strict quantitative correspondence between our results
and literature data in AF has not been possible here. In fact, literature results
are often heterogeneous, with the analysed patients (i) having dissimilar age, sex,
class of AF (paroxysmal, persistent, permanent), and concomitant pathologies, (ii)
being subjected to different AF treatments (cardioversion, catheter ablation, anti-
arrhythmic medications, etc.), and (iii) being observed for incomparable follow-up
periods. Since this version of the model is not patient-specific and is intended to
provide a global heart-arterial response to AF for a young man, the comparison
between the present outcomes and the results available in literature can be just
qualitative. Moreover, since the scope of the work is to investigate the sole heart
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rhythm variations in AF on the arterial system, we have taken the same mean heart
rate in both the SR and AF simulations. It follows that the percentage variations of
the mean values from SR to AF are often negligible and underestimated. Nonethe-
less, it appears that an irregular and uncorrelated RR beating in AF, taken the
same mean HR of the SR case, has the potential to trigger haemodynamic vari-
ations going in the same direction of the ones detected during fibrillated clinical
measurements.

A representation of the P-V loops of the 2000 heartbeat periods in SR and AF is
given in Figure 6.5. The limited variations in the end-diastolic volume and pressure
during both SR and AF are of course due to the hypothesis of constant atrial
pressure applied to the model adopted for this work (see section 6.3.1). However,
despite this modelling limitation, the comparison between the P-V loop series in
SR and AF well highlights the enhanced variability induced by AF at the level of
the heart with respect to SR.

Figure 6.5: P-V loops of the 2000 heartbeat periods in SR (a) and AF (b). Image
extracted from [291].

A2: Pressure patterns along large-to-medium arteries. The characteristic
arterial pressure patterns in AF compared to SR have been evaluated in terms of
systolic, diastolic and pulse pressure from the entrance to the aorta to the periphery.
The distance from the heart has been identified through the the variable x [cm],
which is just indicative of the arterial site and neglects to consider the different
number of bifurcations between the heart and the considered site.

A representation of the PDFs of the systolic and diastolic pressures at some
arterial locations, together with some portions of the complete pressure time series,
are shown in Figure 6.6. One can observe from the latter that the tails of the
PDFs in AF are much more extended than in SR, meaning that the probability of
reaching extreme pressure values is much more higher in a fibrillated case than in
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Figure 6.6: Representation of the pressure-time series and PDFs of systolic (thicker
line) and diastolic (thinner line) pressures at the indicated arterial sites in SR
(dotted blue line) and AF (continuous red line). x is the distance from the heart,
starting from the entrance to the aorta (x=0 cm). Image extracted from [291] with
modifications.
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a healthy one. Moreover, it is apparent that the AF-induced pressure variability
spreads over the whole arterial system up to the lower limbs.

The mean arterial pressure behaviour in SR, together with the typical arterial
pressure oscillations during SR along x, is provided in Figure 6.7. Panel a shows that
mean systolic pressures increase, while mean diastolic pressures decrease, with the
distance from the heart, resulting in a growth in mean pulse pressures further away
from the heart. This is in accordance with the physiological expectations [46, 110].
From Figure 6.7b, one sees that systolic, diastolic and pulse pressure oscillations
around mean values are between 2-3%, 4-5% and 1-2%, respectively, and the cv
values rise/reduce for diastolic/systolic pressures with x. This means that, already
in SR, the arterial system non-monotonically amplifies diastolic fluctuations, while
reducing systolic ones, thereby contributing to an extremely variable pattern for
the cv pulse pressure values along the arterial tree.

Figure 6.7: Mean (a) and cv (b) values of systolic (triangles), diastolic (bullets)
and pulse (squares) pressures along the arterial tree (x) in SR. Image extracted
from [291].

The mean values of systolic, diastolic and pulse pressures in AF vary minimally
with respect to their counterparts in SR, mainly because of the common mean HR
imposed in the SR and AF simulations. However, systolic, diastolic and pulse pres-
sure fluctuations around mean values significantly rise in AF compared to SR, with
corresponding cv values in the intervals 7-8%, 14-19% and 3-10%. These results,
already predictable from Figure 6.6, are depicted in Figure 6.8a-b, displaying the
cv ratios between AF and SR (cvAF/cvSR) for the systolic, diastolic and pulse pres-
sures along the arterial tree. These figures, apart from showing a higher pressure
variability in the fibrillated case (cvAF/cvSR is always higher than 1), individuate
the ability of the arterial system to magnify or damp the pressure fluctuations in-
troduced at the aortic root. These latter are identified by horizontal lines, which
represent the aortic ratios cvAF/cvSR for the systolic (3.15), diastolic (2.95) and
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Figure 6.8: cv ratios between AF and SR along the arterial tree (x) for systolic (tri-
angles) and diastolic (bullets) pressures in panel (a) and pulse (squares) pressures
in panel (b). Horizontal lines stand for the cv ratios at the ascending aorta. AF
percentiles corresponding to the 5th (+) and the 95th (*) percentiles in SR along
the arterial tree (x) for systolic (c), diastolic (d) and pulse (e) pressures. Horizontal
lines indicate the 5th and 95th percentiles in SR. Image extracted from [291].

pulse (4.5) pressures. Thus, cv ratios below the horizontal line imply a reduction
of the pressure variability imposed at the beginning of the aortic root, and the
opposite for cv ratios above the horizontal line. We have found that the cv ratios
of systolic and diastolic pressures are amplified below the abdominal region (for
x>30cm) with respect to the aortic root, while the cv ratios of pulse pressures

143



6 – Effects of atrial fibrillation on arterial haemodynamics

are dumped with respect to the starting aortic value, with an exception only at
abdominal level.

The enlargement of the tails of the PDFs of systolic and diastolic pressures
depicted in Figure 6.6 translates into strong modifications of the 5th and 95th
percentiles from SR to AF, as shown in Figures 6.6c-e. We have obtained that
the 5th and 95th percentiles of systolic, diastolic and pulse pressures in SR are
associated to around the 30th and 70th percentiles during AF, respectively. There
is not a strong dependence of the percentile behaviour from the location, with a
stronger variability for pulse than for systolic and diastolic pressures.

A3: Wave propagation and reflection phenomena. The mechanisms of wave
propagation and reflection, deriving from the complex interplay between forward
and backward waves, are always responsible for the resultant shape and extreme
values of pressure and flow rate signals. This section aims at exploring to what
extend these mechanisms are altered in AF. To this purpose, we have focused on
the variations from SR to AF on phase velocity, cF T F , and reflection magnitude,
RM, along the arterial tree. We recall that, at a given arterial section, cF T F is an
estimation of the pulse wave velocity through the foot-to-foot method (see section
1.2.5), while RM is the ratio between the amplitudes of the backward and forward
pressure waves as explained by Westerhof et al. [365] (see section 1.2.3).

The behaviour of cF T F from SR to AF is depicted in Figure 6.9. In particular,
panels a and b show the mean and cv values of cF T F in SR along the arterial tree.
Mean values of cF T F grow moving away from the heart as expected, while fluctua-
tions around mean values reduce of 50% (from 3 to 1.5%) as the distance from the
heart increases. Switching to AF, the mean values of cF T F fairly change compared
to SR, while fluctuations around mean values upsurge. As one can see from panel
c, the ratio cvAF/cvSR of cF T F values in AF and SR is among 2.5 at the beginning
of the aorta, and continues growing further away from the heart, up to about 4 at
femoral level. As for the other variables analysed so far, the tails of the AF PDFs
for cF T F dramatically extend with respect to SR, with the 5th percentiles in SR
becoming the 30th percentiles in AF, and the 95th percentiles in SR translating into
the 60-80th percentiles in AF, depending on the arterial site (see panel d of Figure
6.9). As a last remark, we recall that cF T F is a function of blood density, here
taken constant, and vessel distensibility. Since this latter depends on both pressure
and frequency, which are both affected by the heart rhythm alterations induced by
AF, it is reasonable that the phase velocity experiences a strong variability in a
fibrillated case, as emerging from Figure 6.9c-d.

Regarding RM, its oscillations around mean values significantly grow in AF
with respect to SR, as shown in Figure 6.10a, which depicts the ratio cvAF/cvSR

for RM along the whole arterial tree. This ratio is in the range 2-6, with the
highest values at femoral level (x>60 cm) and the minimum values between the
thoracic and abdominal tracts (20<x<40 cm). Thus, the ratio cvAF/cvSR for RM
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Figure 6.9: Mean (a) and cv (b) values of the phase velocity, cF T F , along the arterial
tree (x) in SR. cv ratio between AF and NSR for cF T F (c) along the arterial tree
(x), with the dotted line standing for the cv ratio at the beginning of the ascending
aorta. (d) AF percentiles corresponding to the 5th (+) and the 95th (*) percentiles
in SR along the arterial tree (x) for cF T F . Horizontal lines indicate the 5th and
95th percentiles in SR. Image extracted from [291].

is quite variable along the arterial tree, both rising and reducing with respect to the
ascending aorta, where it is around 4. The AF percentiles for RM corresponding
to the 5th and 95th percentiles in SR throughout the arterial tree are illustrated
in Figure 6.10b. We have found that the 5th percentiles in SR reach the range
20th-40th in AF, and the 95th percentiles in SR become in the interval 60th-85th
during AF, respectively, with the widest extreme PDF areas along the abdominal
aorta.

A4: Organ perfusion at the principal gastrointestinal tracts. To inquire
into the effect of AF on organ perfusion, we have also investigated the variations
in the mean flow rates per beat, q [ml/beat], at the principal gastrointestinal bifur-
cations of the model domain from SR to AF. As for the pressures, mean values of

145



6 – Effects of atrial fibrillation on arterial haemodynamics

0 20 40 60
x [cm]

2

3

4

5

6

cv
A

F/c
v N

S
R

(a)

0 20 40 60
x [cm]

0

25

50

75

100

pe
rc

en
til

e 
%

(b)

Figure 6.10: cv ratio between AF and SR for RM (a) along the arterial tree (x),
with the dotted line standing for the cv ratio at the beginning of the ascending
aorta. (b) AF percentiles corresponding to the 5th (+) and the 95th (*) percentiles
in SR along the arterial tree (x) for RM. Horizontal lines indicate the 5th and 95th
percentiles in SR. Image extracted from [291].

q are not seriously affected by AF with respect to SR. By contrast, q fluctuations
around mean values and q variability upsurge in AF with respect to SR as docu-
mented by Table 6.3. This Table indicates that the ratios cvAF/cvSR are always
higher than 1 at each gastrointestinal site, although they reduce compared to the
ascending aorta. In addition, as for all the other variables analysed so far, there
is an enlargement of the PDF tails for q, with the 5th and 95th percentiles in SR
becoming the 25–30th and 65–70th percentiles in AF, respectively.

Table 6.3: cv ratios between AF and SR for the mean flow rate per beat, q [ml/beat],
(Column II), AF percentiles of q corresponding to the 5th (Column III) and 95th
(Column IV) percentiles in SR at the indicated vessels (numbers follow the numer-
ation in Figure 3.1). Table extracted from [291].

Vessel cvAF

cvNSR

AF percentile corresponding AF percentile corresponding
to the 5th percentile in SR to the 95th percentile in SR

Ascending aorta (1) 3.70 30.1 65.5
Intercostal (26) 2.26 30.6 69.3
Celiac (29) 1.75 28.2 68.1
Superior mesenteric (34) 1.79 28.1 70.7
Left Renal (36) 1.65 29.6 67.7
Right Renal (38) 1.67 28.2 66.9
Inferior mesenteric (40) 1.95 28.8 63.9
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Conclusions of the arterial tree study.

Based on the above results, the following conclusions emerge.

• Both in SR and AF, coefficients of variation are higher for diastolic than for
systolic pressures, and increase/decrease for diastolic/systolic pressures mov-
ing away from the heart. This behaviour is magnified in AF, with the cv
ratios between AF and SR always larger than one, greater for diastolic than
for systolic pressures (apart from a few exceptions at abdominal level), and
growing towards distal locations. It can also be observed how (i) diastolic
pressures need more or the same time than systolic pressures to come back
to their initial values as a single RR perturbation comes into play, and (ii)
peripheral locations have a more powerful inertia than central ones in recover-
ing from a RR disturbance towards their initial equilibrium condition. Thus,
it is clear that the arterial system is not able to annihilate the AF-related
variability, which instead takes over at peripheral level, where the strongest
variations with respect to SR are detected.

• The probability of reaching extreme and uncommon pressures, flow rates,
phase velocities and reflection indexes dramatically grow during AF, with the
tails of the PDFs seriously expanding from SR to AF. As a matter of fact, the
5th and 95th percentiles in SR transform into the 30th and 70th percentiles
in AF, respectively, with limited variations along the arterial tree, apart from
RM, which is more variable along the path heart-periphery.

• AF triggers not negligible fluctuations in pressures, whose magnitude vary
site by site. This feature is easily explained taking into account the fact that
pressure, as well as flow rate signals, are nothing but waves. These latter
are generated by the contracting activity of left ventricle, travel at a finite
and locally variable speed (estimated through cF T F ), and reflect most of all
at arterial bifurcations (whose reflection magnitude is given by RM). Based
on this consideration, it is clear that the pressure and flow rate signals at a
generic site depend on four different factors: the pressure signal at the aortic
root, the local phase velocity, how waves are reflected close to the chosen
site, and the distance between the nearest bifurcations and the site of interest
[365]. We have demonstrated here that the first three factors are affected
by AF, with the signal at the entrance to the aorta depending on the RR
variations, and the mechanisms of wave propagation and reflection, evaluated
in terms of cF T F and RM, varying site by site from SR to AF. Therefore, the
interplay among these three sources of variations can be judged responsible
for the complex haemodynamic scenario resulting from this study.

The arterial tree study represents a first attempt to quantify the effects of the
sole heart rhythm variations in AF on the arterial haemodynamics. It appears that,
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at a normal HR, rhythm alterations alone during AF are perfectly able to induce
serious modifications in terms of pressure and peripheral perfusion with respect to
SR. This suggests that prolonged rhythm disorders in AF could cause additional and
more severe dysfunctions, due to the long-term exposure to abnormal pressure/flow
rate values and oscillations. It seems to us that these conclusions deserve to be
further explored in the future, through both clinical and computational studies. In
fact, they could explain the higher probability of morbidity and mortality among
AF patients, even in absence of other concomitant pathologies.

Limitations of this study are the lack of a short-term baroreceptor mechanism,
as anticipated in section 6.3.1, the absence of any AF-induced remodelling caused
by a prolonged exposure to a fibrillated state, and the hypothesis of constant atrial
pressure, which underestimates the end-diastolic left-ventricular pressure and vol-
ume fluctuations. As a last remark, one can also notice that, despite the model
adopted in this study represents a simplification of the complete model provided in
chapter 3, the missing cardiovascular regions are reasonably replaced by adequate
central and distal boundary conditions.

6.3.3 Coronary study: effects of different HRs on coronary
perfusion in AF

Introduction of the coronary study.

It is well established that AF is associated with impaired coronary blood flow
and reduced myocardial perfusion, even in absence of coronary heart disease (CAD)
[191, 192]. In fact, the prevalence of CAD among AF patients is between 17-46.5%,
while the prevalence of AF among patients with CAD is in the smaller range 0.2-
5% [210]. Although different studies have examined the effects of AF on animal
coronary flow, there are not so many data on humans [152]. Recent investigations,
however, suggest that in case of AF there could be a mismatch between coronary
blood flow and myocardial metabolic demand, concomitantly to a reduction in the
coronary flow reserve [151]. It would be this mismatch to cause/worse new/pre-
existent myocardial ischaemias as a consequence of accelerated and irregular heart
rates during AF. However, the mechanisms through which an irregular rhythm
could have deleterious consequences on the coronary function is not absolutely
clear and still remains object of discussion with different solutions on the table:
decreased aortic pressure because of smaller RR intervals, coronary vasoconstriction
and limited coronary blood flow. To further shed light into the fallouts of AF
without CAD on the coronary behaviour and performance, more investigations are
needed. However, since AF and CAD often coexist [158, 366], it is difficult to
evaluate the role of AF alone on coronary haemodynamics from clinical studies,
despite an attentive evaluation of the reciprocal interaction AF-CAD continues
to be required for clinical purposes [203]. Moreover, together with the role of the
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fibrillated ventricular rhythm, the impact of the HR in AF on the coronary function
has remained largely unexplored. Indeed, although different rate control strategies
resulted on similar midterm cardiovascular outcomes [95], ultimate evidence is still
lacking [374] and data on coronary flow impairment remain sparse.

In this context, we aim at exploring the influence of ventricular rate during AF
on coronary flow impairment. To this purpose, we have imposed five sequences of
2000 heartbeat periods in AF, each of which with its own mean heart rate (50, 70,
90, 110, 130 bpm), to the mathematical model of the left heart-arterial tree and
left coronary circulation outlined in section 6.3.1. As in the arterial tree study,
the fibrillated RR sequences have been extracted as discussed in section 6.2, and
the number of simulated cardiac periods has been imposed to assure the statistical
reliability of the model results. Among the model outputs, we have focused on
the flow rate signals along the Left Anterior Descending (LAD) artery, QLAD, from
which some analyses on the waveform amplitudes and coronary blood flows at the
five mean HRs have been conducted. A flow chart of the procedure followed in this
study is offered in Figure 6.11.

Definition of the haemodynamic parameters to analyse the coronary per-
fusion.

To quantify coronary blood flow variations at each mean HR in AF, we have used
some haemodynamic parameters, all derived from the flow rate signals along the
LAD artery, QLAD, which is one of the most characteristic vessel to study myocar-
dial blood supply. Considering the complete LAD flow rate signal for a single heart-
beat period RR, as the one represented in Figure 6.12, we have identified the ven-
tricular systolic, RRsys, and diastolic, RRdia, periods. The mean values±standard
deviations of RRsys and RRdia associated to each of the simulated HR, together
with the corresponding ratios RRdia/RRsys, are provided in Table 6.4.

We have defined

Vsys[ml/beat] =
∫︂

RRsys
QLAD, (6.3)

and

Vdia[ml/beat] =
∫︂

RRdia
QLAD, (6.4)

as the blood volumes through the LAD artery during systole and diastole, respec-
tively. The sum of these two volumes has been identified as the LAD stroke volume,
SVLAD = Vsys + Vdia [ml/beat]. From this latter, we have expressed the coronary
blood flow, CBF , as CBF = SVLADxHR [ml/min], representative of both myocar-
dial perfusion and oxygen supply. As other variables, we have chosen Qmax,sys and
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Figure 6.11: Flow chart of the procedure implemented in study B. (a) Extraction of
2000 RR interbeat intervals in AF at five different mean HRs (50, 70, 90, 110, 130
bpm). (b) Resolution, for each RR sequence, of the 0D–1D cardiovascular model.
(c) Analysis of the QLAD (Left Anterior Descending Artery flow rate) time series
provided by the mathematical model at each mean HR. Image extracted from [293]
with modifications.

Qmax,dia as the maximum flow rates during RRsys and RRdia, respectively, and Qmin

as the minimum flow rate throughout RR. An indication of all these parameters
for a single QLAD signal is also given in Figure 6.12.
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Table 6.4: Mean values, µv, ± standard deviations, σv, and coefficients of variation,
cv = µv/σv, (in brackets) of RRsys and RRdia for each simulated mean HR (50, 70,
90, 110, 130 bpm). Ratio between mean values of RRdia and RRsys. Table extracted
from [93].

HR [bpm] RRsys [s] RRdia [s] RRdia/RRsys

50 0.41±0.049 0.79±0.26 1.93
(0.12) (0.33)

70 0.35±0.034 0.50±0.17 1.43
(0.097) (0.34)

90 0.32±0.026 0.35±0.14 1.09
(0.081) (0.35)

110 0.31±0.019 0.24±0.11 0.77
(0.061) (0.32)

130 0.30±0.019 0.17±0.096 0.57
(0.063) (0.56)

Figure 6.12: An example of LAD flow rate signal, QLAD, in AF for a single heartbeat
period RR=0.87 s. Qmin is the minimum flow rate, Qmax,sys and Qmax,dia are
the maximum flow rates during the systolic RRsys and diastolic RRdia periods,
respectively. Vsys (green area) and Vdia (blue area) are the blood volumes per beat
during RRsys and RRdia, respectively. Image extracted from [293].

Notice that all the haemodynamic parameters associated to the LAD artery here
introduced are beat-to-beat measures. It means that, for each variable, one value
per RR, is obtained. Thus, in this study, we have got 2000 values for each of the
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haemodynamic parameters analysed at a given mean HR. To better compare the
waveforms of the LAD flow rate at all the simulated mean HRs, we have calculated
the average behaviour of the LAD flow rate per beat for each mean HR. Namely,

< QLAD >= 1
N

N∑︂
i=1

QLADi
(τ), (6.5)

where N = 2000 is the number of simulated heartbeat periods for each mean
HR, QLADi

is the LAD flow rate signal at the i-th heartbeat period, and τ is
the nondimensional heartbeat period (t/RRi). Beside < QLAD >, we have also
determined the standard deviation of all the QLADi

signals, that is σQLAD. It
follows that, for each HR configuration, < QLAD > and σQLAD represent the
average LAD flow rate waveform and the standard deviation of the LAD flow rate
waveform per beat over the 2000 cardiac cycles. Notice that, since both < QLAD >
and σQLAD are expressed in terms of the non-dimensional beating period, τ = [0,1],
they are fully comparable at any mean HR.

Finally, we have considered two additional variables, the coronary perfusion
pressure, CPP , and the rate pressure product, RPP. CPP is normally taken as an
estimate of myocardial perfusion and has been calculated as CPP = paordia

− pedlv,
with paordia

the aortic diastolic pressure and pedlv the end-diastolic left-ventricular
pressure. To this purpose, we recall that the mathematical model adopted for this
study (6.3.1) assumes constant the left atrial pressure. This means that fluctuations
of pedlv are underestimated at any mean HR. RPP is usually considered as a measure
of oxygen consumption and is defined in section 1.2.3.

Results of the coronary study.

The main results of this study are presented in the following four paragraphs. In
particular, the first one regards (B1) the changes experienced by the QLAD signals,
the second one (B2) the HR-induced variations in CBF and associated variables,
the third one (B3) the possibility to consider CPP as surrogate measure of CBF ,
and the fourth one (B4) the beat-to beat variability in CBF .

B1: Waveforms and amplitudes of the QLAD signals at different HRs in
AF. The changes experienced by the QLAD signals at different HRs in AF have
been investigated in terms of both waveform and amplitude variations.

Waveform variations have been analysed by comparing signals < QLAD > and
σQLAD at each simulated HR. From Figure 6.13a it is immediately visible how
< QLAD > signals significantly modify as HR increases. In particular, one notices
that, at higher HRs, < QLAD > waveforms are stretched forward in time both in
systole and diastole, compared to smaller HRs. In addition, the typical behaviour
of QLAD signals during diastole (see Figure 6.12) is lost at high cardiac frequencies.
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Figure 6.13: (a) Average (< QLAD >) and (b) standard deviation (σQLAD) of the
LAD flow rate signals at different HRs (50, 70, 90, 110, 130 bpm) as functions of
the non-dimensional time, τ . Black dots mark the beginning of diastole. Image
extracted from [293].

In fact, while at lower HRs < QLAD > signals reach a peak in diastole and then
start slowly decreasing up to the end of the heartbeat duration, at higher HRs
the diastolic decreasing phase tends to disappear. This is due to the fact that
when HR grows, diastole shortens more than systole, with the ratio RRdia/RRsys

going from 1.97 to 0.57 in the HR range 50-130 bpm (see Table 6.4). Thus, one can
observe that, for HR>90 bpm, the maximum diastolic peak within RRdia is detected
towards the end of the beat and systole starts with much higher < QLAD > values.
The curves σQLAD for mean HRs between 50 and 130 bpm are shown in Figure
6.13b. As one can see from this latter, σQLAD in general enhances with HR and its
waveform moves forward in time for higher HRs. One can recognize two maxima
in each σQLAD signal, one within RRsys and the other within RRdia. The first one
is due to the rapid decrease of < QLAD > from Qmax,sys to Qmin, while the second
one seems to be related to the rapid growth of < QLAD > from Qmin to Qmax,dia.

The amplitude variations of the QLAD signals with HR in AF have been quanti-
fied through the main statistics (mean value, standard deviation and coefficient of
variation) of Qmax,sys, Qmax,dia and Qmin over the 2000 simulated cardiac periods
for each mean HR taken into account. Mean values of the maxima, Qmax,sys and
Qmax,dia, both rise towards the high frequency range, with an exception only for
Qmax,dia at 130 bpm. In particular, mean Qmax,sys values monotonically grow of
78% from 50 to 130 bpm. Mean Qmax,dia values, instead, not-monotonically increase
of 21% between 50 and 130 bpm, with the maximum at 110 bpm. Looking at the
coefficients of variation of Qmax,sys and Qmax,dia, it appears that the system tends
to amplify and damp diastolic and systolic fluctuations with respect to mean val-
ues, respectively, at higher HRs. This means that the LAD flow rate variability is
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Table 6.5: Mean values, µv, ± standard deviations, σv, and coefficients of variation,
cv = µv/σv, (in brackets) of Qmax,sys, Qmax,dia and Qmin for each simulated HR (50,
70, 90, 110, 130 bpm). Table extracted from [93].

HR [bpm] Qmax,sys [ml/s] Qmax,dia [ml/s] Qmin [ml/s]
50 49.97±5.36 73.92±7.07 -27.65±3.54

(0.11) (0.096) (-0.13)
70 56.36±10.65 86.75±8.60 -28.06±3.03

(0.19) (0.099) (-0.11)
90 71.11±15.07 94.30±9.70 -27.86±3.92

(0.21) (0.10) (-0.14)
110 84.68±15.08 96.61±11.15 -27.49±3.81

(0.18) (0.12) (-0.14)
130 87.41±14.85 89.52±17.24 -25.93±5.38

(0.17) (0.19) (-0.21)

particularly sensitive to the HR variability, considering that the coefficient of vari-
ations of the RR sequences for all the simulated HRs is taken constant and equal
to 0.24. Regarding Qmin, one can notice that its mean values, standard deviations
and coefficients of variation fairly change throughout the observed frequency range,
suggesting that it is less sensitive than Qmax,sys and Qmax,dia to the HR variations
in AF.

B2: HR-induced variations in CBF and related variables in AF. Coro-
nary blood flow at different HRs in AF has been investigated through the mean
values, standard deviations and coefficients of variations of Vsys, Vdia, SVLAD, CBF
and RPP for each simulated HR. All these variables are represented in Figure 6.14.

Panel a shows how Vsys slightly increases and Vdia dramatically decreases with
HR, resulting in a not negligible reduction of SVLAD over the whole frequency
range. This reduction surely depends on the fact that RRdia lowers more than
RRsys when HR rises (see Table 6.4). In fact, considering the LAD flow rate signal
shape (see Figure 6.12), it is noticeable that the major contribution to SVLAD is
given by Vdia rather than Vsys. The not linear decrease in SVLAD with HR leads to
a not trivial behaviour of CBF in Figure 6.14b. It grows between 50 and 90 bpm,
remains almost constant from 90 to 110 bpm, finally reducing for higher HRs. The
oxygen demand, expressed through RPP and shown in Figure 6.14b, monotonically
increases with HR.

Notice that the cv values of all these parameters rise with HR, apart from
Vsys and RPP. It implies that the AF-induced variability associated to SVLAD and
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Figure 6.14: Mean values (µv, solid curves) and standard deviation values (in terms
of µv ± σv, shaded areas) of Vsys, Vdia and SVLAD, in panel (a), and CBF (left y-
axis) and RPP (right y-axis), in panel (b), computed over 2000 heartbeat periods
at each simulated HR. cv = µv/σv values are also reported for each variable and
HR. Image extracted from [293].

CBF becomes stronger in the high frequency range, despite the cv value of the RR
sequences remains constant among all the simulated HRs.

B3: CPP as a surrogate measure of CBF in AF?. In SR, CPP is often
adopted as a surrogate measure of CBF , by exploiting the positive correlation
among these two variables due to the coronary autoregulation. Thus, we have
verified the possibility to extract CBF from CPP also in case of AF. To this end,
we have focused on the distributions CBF (CPP ) at all the simulated HRs, that are
shown in Figure 6.15. It is apparent from this latter that a strong linear correlation
CBF (CPP ) is still present in AF up to 70 bpm (panels a and b), but data become
sparse and uncorrelated for higher HRs (panels c-e). Indeed, as depicted in Figure
6.15f, the R-square (R2) values non-monotonically drop from high to low HRs,
implying that CPP stops to be a good estimate of CBP in AF for HR higher than
90 bpm. It is worth noting that at 90 bpm, a CPP of 70 mmHg can correspond
to a CBP between 10 and 55 mm/min. Therefore, based on presented results, one
can conclude that CBF and CPP can be also correlated in case of AF but HR
values have to remain small enough. If this condition is not verified, responses will
be irregular and not linear and the range of possible haemodynamic values will
enlarge.

B4: Beat-to-beat variability of CBF during AF. In order to estimate the
beat-to-beat variability of CBF in AF, we have considered the correlations between
CBF and the current (RR), the preceding (RR−1) and the pre-preceding (RR−2)
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Figure 6.15: CBF (CPP ) relation over 2000 cardiac cycles at each simulated HR
(panels (a)-(e)). Coefficient of determination, R2, for the relation CBF (CPP ) as
function of HR (f). Image extracted from [293].

heartbeats at each simulated HR.
The Pearson correlation coefficients, Pr, for the relations CBF (RR), CBF (RR−1)

and CBF (RR−2) are indicated in Table 6.6 for HR=50-130 bpm. One can see that,
for all three relations, correlations switch from negative to positive as HR increases.
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Table 6.6: Pearson correlation coefficients, Pr, for the relations CBF (RR),
CBF (RR−1) and CBF (RR−2) at each simulated HR (50, 70, 90, 110, 130 bpm).
Table extracted from [293].

HR [bpm] CBF (RR) CBF (RR−1) CBF (RR−2)
50 -0.70 -0.66 -0.29
70 -0.35 -0.81 -0.48
90 0.24 -0.57 -0.24
110 0.67 -0.17 0.15
130 0.73 0.05 0.28

Moreover, choosing as significant correlation |Pr| ≥ 0.3, a stronger correlation with
RR than with RR−1 and RR−2 is detected. Indeed, while CBF (RR) shows signif-
icant correlation at all HRs apart from 90 bpm, CBF (RR−2) presents significant
correlation at 70 bpm only. Similar results are reported in the work by Kochi-
adakis et al. [151], who indicated not negligible/negligible correlation between the
coronary flow and RR/RR−1,RR−2 in all the fibrillated patients considered.

Conclusions of the coronary study.

Based on the above findings, the following conclusions emerge

• A rise in mean HR during AF causes serious changes in both the waveform
and amplitude of the LAD flow rate signals, with a considerable delay of the
diastolic peak and a marked decline of the total flow rate per beat. The
systolic and diastolic flow rate maxima, Qmax,sys and Qmax,dia, as well as their
variability, increase with HR, while negligible changes are associated to Qmin

as HR varies.

• CBF exhibits an ideal value at about 90 bpm, while RPP regularly increases
with HR, thereby causing an impairment of the coronary circulation between
90-110 bpm in AF.

• The correlation between CBF and CPP in AF is lost above 90 bpm, when
data become sparse. This means that CPP is not a good estimate of CBF
during AF when HR≥90 bpm.

• CBF is mainly correlated to RR and RR−1, but it is largely independent
from the previous heartbeats.
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Thus, this work sustains a coronary impairment at high cardiac frequencies in
AF, which seems to be due to the changes in both HR and RR variability.

HR variations have a big impact on the shape of the average LAD flow rate per
beat, < QLAD >. In fact, as HR grows, there is a shortening of the corresponding
cardiac cycle, with a greater reduction of RRdia, with respect to RRsys, per cardiac
cycle. It follows the disappearance of the traditional diastolic decay and the growth
of the maximum value during systole in < QLAD > signals for increasing HR, as
displayed in Figure 6.13. Such changes in < QLAD > waveforms are responsible
for the observed variations in mean coronary perfusion towards the high frequency
range. Indeed, since SVLAD receives its highest contribution during diastole, it is
clear that a reduction in RRdia is responsible for a decline in Vdia and, thus, in
SVLAD. This SVLAD reduction, however, is not monotonic, being rapid at hight
HRs and slow at low HRs. As a consequence, there is an increase in CBF up
to 90 bpm, due to the slow decline in SVLAD, and a decrease in CBF above 110
bpm, due to the rapid diminution in SVLAD. Going from 90 to 110, the SVLAD

reduction is compensated by the accelerated HR and CBF levels off. Contrary
to CBF , the oxygen demand, here represented through RPP, always grows with
HR. This implies that, while below 90 bpm the coronary perfusion is sufficient to
keep up with the enhanced myocardial oxygen demand, above 90-110 bpm there is
a disproportion between myocardial oxygen supply and demand. In other words,
beyond 90-110 bpm there is an impairment of the coronary perfusion.

The variability introduced by AF is not assimilated by the coronary circulation
at different HRs, despite the cv value of all the RR sequences we have simulated
is taken constant. Among the haemodynamic parameters used to quantify the
variations in the amplitudes of the LAD flow rate signals, Qmax,dia and Qmax,sys

are the most prone to the AF-variability, reporting the highest cv increases within
the observed frequency range (of 78% and 21% between 50 and 130 bpm, with the
maxima at 130 and 110 bpm, respectively). Also the coronary perfusion parameters,
SVLAD and CBF , exhibit continuous increases in their cv values moving toward the
high frequency range. The fact that there is an enhanced coronary haemodynamic
variability as HR grows has been highlighted in the scatter plots CBF (CPP ) for
HR=50-130 bpm (Figure 6.15), which turn out to be extremely sparse for HR higher
than 90 bpm.

Therefore, the main conclusion suggested by the present model is that during
AF high ventricular rates, together with the irregularity of the ventricular rhythm,
are responsible for the impairing of the coronary circulation; there is a reduction
of the myocardial oxygen demand-supply ratio and an enhanced coronary perfu-
sion variability. It is important to note that this conclusion has been obtained
from an in-silico framework, which neglects to model the typical cardiovascular
co-morbidities associated to AF patients. This implies that even in absence of rel-
evant cardiovascular disorders, normally present together with AF, high HRs in
AF can represent a serious risk in terms of coronary blood supply. In this sense,
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the present study offers relevant clinical information, not easily obtainable from
standard medical examinations.

The main limitations of this study are the absence of a baroreflex model and
a mechanism of metabolic regulation for the coronary circulation, together with
the model incapability to consider some mechanical properties of both cardiac ves-
sels (viscoelasticity of extracellular matrix) and muscle (strain rate). However, the
global framework results to be adequate to the purpose of the study, that is investi-
gating the standalone effect of the irregular and faster AF beating on the coronary
circle.
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Chapter 7

Effects of long-term microgravity
exposure on the cardiovascular
system

Some of the contents of this chapter have been previously published in [92].

Microgravity is that special condition where objects are subjected to net ac-
celerations smaller than the ones measured on Earth surface, from 1% of Earth
gravitational acceleration (during parabolic flights) to less than one part in a mil-
lion (aboard Earth-orbiting free flyers, e.g., the International Space Station - ISS)
[285]. Astronauts are normally exposed to such an environment, which alters the
physiological functioning of human body [109]. In fact, any part of us is accustomed
to work because of gravity or in spite of gravity [12], and starts looking for another
equilibrium point upon entering microgravity, in order to optimize its performance
for the new state.

The set of all the body changes experienced during a period in space is called
space deconditioning, which is currently studied by numerous institutions all around
the world working in the field of Space Medicine. By definition, the term decondi-
tioning is used when there is an adaptation to a less demanding environment [209].
Indeed, living in microgravity is genuinely less stressful than living on Earth, con-
sidering the abolishment of the head-to-foot gravity vector (gz = 9.81 m/s2) and
the consequent unloading of human body. However, even if space deconditioning is
not a problem during spaceflight, it can be an handicap after returning on Earth,
or after landing on the Moon (gz = 1.62m/s2) or Mars (gz = 3.73m/s2), where a
partial gravity restoration takes place.

International space agencies and private organizations are working to expand the
human presence into the solar System, putting several efforts into the preparation
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of space missions beyond the Low Earth Orbit (LEO), towards the lunar surface
and on the path to Mars [1, 129]. In this context, a though understanding of the
0G adaptation point after long-term microgravity exposure turns out to be of great
scientific interest, in order to (i) assure the well-being of astronauts throughout
the mission, (ii) individuate target countermeasures to avoid or limit microgravity-
related disabling effects, and (iii) guarantee the mission success.

In this chapter, we focus on cardiovascular deconditioning, and present some
computational-obtained results about the direct effects of microgravity on the car-
diovascular system behaviour after 5-6 months in space. To this aim, a slight
different version of the general model presented in chapter 3 has been adopted,
and a comprehensive bibliographic investigation of more than fifty studies has been
exploited to model the main cardiovascular alterations induced by microgravity in
the long period.

An overview of space deconditioning, with particular attention on cardiovascular
deconditioning, is given in section 7.1, while the computational study we have
developed is presented in section 7.2. This latter includes a brief description of
the main differences between the model in chapter 3 and the one used in this
chapter (section 7.2.1), the setting of the model parameters to simulate the effects
of microgravity on the circulation in the long-term (section 7.2.2), and the results
of the in-silico investigation (section 7.2.3).

7.1 Space deconditioning
Space deconditioning involves different body functions, related to the skeletal,

muscular, neurovestibular and cardiovascular systems, all subjected to an acceler-
ated ageing-like process, further complicated by the high radiation environment.
These phenomena will be summarized in the following sections, with a focus on
cardiovascular deconditioning, which is more relevant to the purpose of this chap-
ter.

7.1.1 Skeletal deconditioning
One of the most serious problem associated to microgravity is osteoporosis [336],

consisting in a gradual loss of bone density. It’s quite accepted that bones are the
result of a continuous remodelling process, regulated by the applied mechanical
stimuli [87], which derive from the daily physical activity and gravity load. In fact,
an increase in physical activity has been demonstrated to be beneficial in terms
of bone density [132, 308], and a decline in bone density has been found in case
of prolonged sedentary lifestyle [24, 165]. It has been quantified that astronauts
experience a reduction in the bone mass per month of 1-1.6% in the spine, femoral
neck, trochanter and pelvis [173], while their upper extremities and skull remain
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almost unaffected or even gain bone mass [105]. Thus, the highest percentage of
bone loss is localised at lower extremities, which feel the most important variations
in terms of gravity load while in space. Indeed, one of the prime determinant
of bone loss during spaceflight is the abolishment of the gravity vector, which is
continually present on Earth [42].

The fact that bone loss is currently judged as one of the most risky threats
astronauts encounter during space missions is due to three different reasons.

• Bone loss is difficult to be recovered after re-entry on Earth. Data from
one individual involved in the Mir programme indicate that a loss in bone
mass of 12% within 4.5 months in space was followed by a recuperation of
6% only after 1 year from re-entry on Earth [42, 184]. Other studies done on
Skylab crew members, instead, report that 5 years on Earth were not sufficient
to recover from the bone loss detected after 1-3 months in space [42, 342].
Nevertheless, the latest countermeasure protocols aboard the ISS, combining
resistive exercise and a more attentive dietary intake, are proving to largely
attenuate the dramatic bone mass losses recorded during older space missions
[311].

• The risk of bone fractures is a real possibility, especially in view of future
missions on the Moon or Mars, where astronauts are required to be physically
active after having spent a period in microgravity [179]. Thus, procedures to
avoid or at least limit this risk appear crucial to the mission success and to
the health of astronauts throughout the mission.

• The formation of kidney stones during microgravity is absolutely realistic,
with more than 30 cases reported postflight and one probable case aboard the
Salyut 7 space station [172]. The typical explanation of this phenomenon is
that the unloading of the skeleton, which leads to the release of calcium in the
bloodstream, kidneys and urine, increases the probability of stone production.
Renal stones are very painful when break and travel into the ureter, therefore,
a successful kidney stone prevention programme is necessary to avoid medical
emergencies in space [42].

Microgravity also leads to the elongation of the vertebral column, with a conse-
quent increase in the total body height of about 3% with respect to Earth. Because
of this, 52% of astronauts suffer from back pain, with 86%, 11% and 3% of them
referring mild, moderate and severe pain [142]. This pain seems to be due to an ex-
cessive swelling of the lumbar intervertebral discs, which explains the high incidence
of hernias, especially in cervical discs, postflight [289].
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7.1.2 Muscle deconditioning
Another problem caused by microgravity is muscle deconditioning or muscle

atrophy. On Earth, even in sedentary conditions, we use specific muscles to sustain
our body in spite of gravity. These muscles, called antigravity muscles, are the ones
of the back and in the back of the legs (e.g., the quadriceps femoris, the hamstrings
and the solei), and have several functions, from maintaining the standing position,
to changing posture, to allowing one walking and running. All these functions stop
to be performed in space, where the body is more guided by arms and hands in the
movements than by legs. Thus, antigravity muscles start loosing their structure
and function in microgravity, leading to smaller muscle masses. In this process, the
cross-sectional areas of the muscle fibres shrink and remain equal in number, which
is typical of muscular atrophy. The loss of muscle mass determines the reduction
in muscle strength, that justifies the sensation of fatigue felt by astronauts imme-
diately after re-entry on Earth. Antigravity muscles have a high concentration of
type I muscle fibres, which are particularly sensitive to the inactivity associated to
microgravity. The other muscles, which are used on Earth to provide rapid but not
sustained power, contain larger percentages of other types of muscle fibres (e.g.,
type II muscle fibres). These latter are less exposed to muscle atrophy, which often
provokes the transformation of type I into type II muscle fibres [42]. Although cur-
rent astronauts on the ISS spend about 2 hours per day on a rigorous programme of
exercise, after six months in microgravity most performance measures still require
an attentive reconditioning plan to come back to the preflight levels. In particular,
the majority of physical abilities result recovered after about 21 days of recondi-
tioning, while more powerful dynamic tasks, like jumps, need more time to restore
their preflight status [265].

7.1.3 Neurovestibular deconditioning
To maintain the sense of balance and spatial orientation and, thus, to perform

normal activities on Earth, central nervous system combines different inputs. These
latter derive from the vestibular organs of the inner ear (i.e., semicircular canals
and otolith organs), the eyes, the tactile and proprioceptive sensors (in the skin,
joints, muscle and viscera), whose performance can be affected by microgravity. In-
deed, the otolith organs, which are normally involved on Earth in detecting linear
accelerations and the static tilt of the body, send strange inputs to the brain in
microgravity due to their unloading. Thus, astronauts loose the sensation of up
and down with their eyes closed during spaceflights. Together with the otoliths,
also other senses stop working as on Earth in space. For instance, astronauts have
difficulty in perceiving the position of their limbs, targeting specific objects with
one finger, and quantifying changes of mass, due to alterations of the propriocep-
tive system. Alterations in the body’s sensory and response systems in microgravity
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typically cause the well known space motion sickness, which affects 60-80% of space
travellers within the first hours/days of microgravity exposure [116]. Among the
symptoms, there are depressed appetite, headache, lethargy, dizziness, gastroin-
testinal discomfort nausea and vomiting, all contributing to an impairment of the
affected astronauts’ performance within the first 12-72 hours of flight. Normally,
the neurovestibular system re-adapts again to gravity in a few days after landing
[42, 56].

7.1.4 Radiations
Astronauts are continuously exposed to space radiation, which consists mainly

of ionizing radiation. This latter, contrary to non-ionizing radiation, has sufficient
energy to remove electrons from the orbits, thus resulting in high-energy charged
particles. Space radiation has three different sources: particles trapped in the Earth
magnetic field, solar energetic particle (SEP) events and galactic cosmic radiation
(GCR). Exposure to space radiation can be responsible for serious health risks,
among which cancer, degenerative diseases and central nervous system damages.
Current space missions in LEO represent relatively low risk occasions, considering
that the shielding provided by the Earth magnetic field mitigates the most dan-
gerous fallouts from space radiation exposure [47]. However, the effects of space
radiations are expected to be decisively more conspicuous beyond LEO, where the
quality and quantity of radiation are definitely different [323]. It has been, in fact,
estimated that the dose rate in a generic shielded ship in deep space could be three
times that measured on the ISS [324]. Moreover, based on experiments conducted
at ground-based accelerator facilities, deep space radiation is believed to be more
effective in producing biological damages than LEO radiation [70]. Indeed, based
on NASA’s models of risks and uncertainties, it seems that a mission to Mars could
dramatically increase the risk of radiation-induced morbidity and mortality with
respect to the actual NASA limits [63], posing new challenges for the future.

7.1.5 Cardiovascular deconditioning
On Earth we live under the constant presence of gravity and spend about 2/3 of

our day in an upright position. This means that our cardiovascular system, which
is vertically organised, is usually subjected to an hydrostatic pressure gradient of
about 100 mmHg between the head and the feet. The presence of this pressure
gradient constantly conditions the functioning of the whole cardiovascular system,
which has evolved in order to guarantee the necessary blood supply to all the body
organs in spite of gravity [109]. In fact, the higher is the total body height, the
greater is the heart to brain distance (and thus the heart-brain hydrostatic pressure
gradient), and the larger is the pressure difference heart has to generate in order to
efficiently pump blood to the brain. If we were as high as giraffes, our heart to brain
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distance would amount to about 2.4 m, and our heart should create a pressure dif-
ference of around 400 mmHg to assure an adequate brain oxygenation. Fortunately,
we are as high as humans, with an average heart to brain distance of 30-35 cm.
Thus, it is sufficient for our heart to produce a less demanding pressure difference
of around 120 mmHg to allow cerebral blood flow [4]. In addition, because of the
gravity vector, our cardiovascular system has developed a number of mechanisms
to aid the venous return from the legs to the heart, which has to work against
gravity. Among these, the venous valves to avoid backward blood movements, the
constrictive muscles surrounding leg veins, and the variable arterial/venous tone of
lower extremities preventing local accumulations of blood [109].

When we go to space, the hydrostatic pressure gradient we are everyday exposed
to disappears and our cardiovascular system behaviour modifies, experiencing the
so called cardiovascular deconditioning. The latter is initially triggered by the abol-
ishment of the gravity vector, which in turn activates a series of other reactions,
leading to the optimal cardiovascular functioning in microgravity. In other words,
different essential mechanisms for the cardiovascular system to properly work on
Earth become useless in space and a new equilibrium is gradually reached. There-
fore, to describe the cardiovascular deconditioning, one can differentiate between
acute adaptations, which include the set of changes produced by the immediate
abolishment of the gravity vector, and long-term adaptations, which are conse-
quence of the acute adaptations and require more time to come into play [109].
Both these changes will be discussed below, paying greater attention to the long
term adaptations in light of this chapter purpose: exploring the behaviour of the
cardiovascular system after 5-6 months in space.

Acute adaptations

The abolishment of the gravity vector upon entering microgravity determines
a shift of blood and other fluids from lower to upper body. This shift was first
quantified by Thornton et al. [340, 339] and Moore et al. [219], who measured the
changes in the leg volumes of some astronauts during Skylab and Space Shuttle
missions, respectively. They found that about two litres of fluid (one per leg) leave
lower extremities and move upwards within the first 6-10 hours of spaceflight, while,
postflight, the return of fluid to the legs is almost complete after a couple of hours
from landing. A fluid shift of 2 l early in spaceflight was also confirmed by the
measurement of tissue thickness, which was proved to decrease of 15% in the tibia
and increase of 7% in the forehead [53]. Fluid shift in microgravity has also visible
consequences: face becomes red, more rounded and with the superficial neck veins
engorged (see Figure 7.1), while legs appear thinner. For this reason, it is common
to say that astronauts exhibit puffy faces and bird legs.

Fluid shift naturally reflects on changes in cardiovascular measures during the
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Figure 7.1: Crew of the Odissea Mission before launch in the upper panel, same
crew during the first day of spaceflight in the lower panel. Image extracted from
[19].

first hours/days in microgravity.
Contrasting results have been reported in terms of mean arterial pressure, de-

spite there is good evidence that diastolic brachial pressure decreases with respect
to the sitting position on the ground [86, 140, 242, 307]. No variations or even
temporary increases in blood pressure [281, 71] have been detected at more periph-
eral locations during short periods in space, for example at the level of the finger,
suggesting that conflicting pressure behaviours can emerge from more or less distal
pressure measurements [351].

Different studies have been conducted to measure central venous pressure (CVP)
early in spaceflight. It was initially found that CVP decreases immediately after
entering microgravity [146], which seemed in contradiction with the increase in the
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cardiac preload because of the fluid shift, and with the increase in CVP detected
during bed rest with head-down tilt [89]. Thus, other measurements were performed
both during spaceflights [43, 77] and parabolic flights [77, 171, 353], trying to further
verify and explain the reduction in CVP during the initial phases of microgravity
exposure. Data collected during parabolic flights by Videbaek et al. [353] resolved
this issue. They measured, apart from CVP, the oesophageal pressure (which is an
index of inter-pleural pressure - IPP) and the left atrial diameter on 7 subjects in
supine position before and during a sequence of parabolic flights. It was found that
left atrial diameter rises of 13.43%, CVP reduces of 22.41% and IPP decreases of
373.33%. Since IPP falls faster than CVP, transmural CVP (TCVP=CVP-IPP)
increases, leading to a rise in the left atrial size, which is in accordance with the
expected growth in the cardiac preload. Therefore, in microgravity, chest relaxes
and stops to be compressed as on Earth, thereby justifying the reduction in CVP,
in spite of the rise in the cardiac filling [240].

The enhanced cardiac filling early in spaceflight was proved by echocardio-
graphic measurements of the left ventricular volume within the first 48 hours in
microgravity [32]. Also CO was verified to rise, with Prisk et al. [270] reporting
an increase of 18% within 2 days of flight with respect to the standing position on
Earth, and Norsk et al. [243] indicating an increment of 22% with respect to the
preflight upright seated position after a week in microgravity.

Concerning the early behaviour of HR in microgravity, some authors observed a
reduction with respect to the 24-h ambulatory ground condition [86], while others
measured no changes with respect to the sitting position on Earth [243]. These
results seem to be due to the capability of the circulation to work at lower HRs
after entering microgravity because of the higher cardiac preload [109].

Long-term adaptations

As written before, fluid shift causes an increase in central blood volume, sensed
by the cardiopulmonary reflexes, which come into action to reduce total blood vol-
ume. This phenomenon is witnessed by a marked decrease in the Atrial Natriuretic
Peptide (ANP) levels, corresponding to a reduction of 17% in plasma volume and
of 10-15% in total blood volume [18]. Moreover, the initial increase in cardiac
chambers size, with a total cardiac volume 20% higher than the preflight supine
value, disappears after the first day of flight. Indeed, 6 days in microgravity make
total cardiac volume smaller than the supine value on Earth of about 10-15% [56].
Apart from this, while staying in microgravity, a reduction in cardiac mass of 8-10%
[328, 327], an increase in leg venous compliance [382], and a decrease in lower body
arterial resistances [104] were detected.

The drop in total blood volume and cardiac dimensions has a direct impact on
cardiac parameters such as the left-ventricular end-diastolic volume, Vedlv, stroke
volume, SV, cardiac output, CO, and ejection fraction, EF. Mean variations of each
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of these parameters according to literature data collected during spaceflights are
given in Tables 7.1, for Vedlv, 7.2, for SV, 7.3, for CO, and 7.4, for EF.

Table 7.1: Changes in Vedlv due to microgravity exposure during spaceflight (col-
umn III) according to literature data ordered by year (column IV). < decrease,
> increase, = no variation, ≤ limited decrease, ≥ limited increase, with respect
to preflight measures. x d/m means x days/months of exposure to microgravity.
Reference body position and applied countermeasures (LBNP: lower body negative
pressure) are indicated in column I when available, while the number of subjects
involved (n) is indicated in column II. supine*: probably supine considering the
observed percent variations.

Baseline Position, n Variation Reference
Countermeasures aboard (time frame) (year)

supine, 2 <, -15% Henry et al. [123]
/ (84d) (1977)

supine, 32 <, -11.44% Charles et al. [48]
/ (4/5d) (1999)

recumbent, 4 <, -5.44% Martin et al. [201, 200]
irregular exercise (129/144d) (2000/02)

supine, 6 <, -8% Herault et al. [124]
cuffs (5m) (2001)

supine, 5-19 <, -8/13% Arbeille et al. [14]
various (5m) (2001)
supine*, 17 <, -8/10% Grigoriev et al.[104]
LBNP (5m) (2011)

From these latter, it emerges that SV and CO exhibit quite contrasting be-
haviours depending, first, on the reference position on the ground and, second, on
the amount and efficacy of countermeasures implemented aboard. It results that
SV decreases/increases with respect to the supine/seated position on Earth. CO,
instead, decreases or slightly increases with respect to the supine position, and in-
creases with respect to the seated position on the ground. The fact that SV and CO
spaceflight variations are conditioned by the preflight position is not surprisingly,
if one takes into account the changes experienced by the same variables when just
moving from a standing to a supine posture on Earth: a blood shift of 500-1000
ml from lower to upper body occurs, leading to a rise in SV of 18/20% and CO
of 13/15% [260]. Thus, based on this, the huge gap between some of the space-
flight variations in SV and CO indicated in literature appears less dramatic. The
magnitude of the variations in these cardiovascular parameters from preflight to in-
flight, with the same baseline position on Earth, is then strongly associated to the
effectiveness of the protocol of exercise or other countermeasures adopted during
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Table 7.2: Changes in SV due to microgravity exposure during spaceflight (col-
umn III) according to literature data ordered by year (column IV). < decrease, >
increase, = no variation, ≤ limited decrease, ≥ limited increase, with respect to
preflight measures. x d/m means x days/months of exposure to microgravity. Ref-
erence body position and applied countermeasures are indicated in column I when
available, while the number of subjects involved (n) is indicated in column II.

Baseline Position, n Variation Reference
Countermeasures aboard (time frame) (year)

supine, 2 <, -14% Henry et al. [123]
/ (84d) (1977)

recumbent, 4 <, -22.72% Martin et al. [201, 200]
irregular exercise (129/144d) (2000/02)

supine, 6 <, -15% Herault et al. [124]
cuffs (5m) (2001)

supine 5-19 <, -13.54% Arbeille et al. [14]
various (5m) (2001)

/, 3 <, -8.22/-19.47% Hamilton et al. [113]
regular exercise (149d) (2011)

seated, 8 >, +35% Norsk et al. [242]
regular exercise (85-192d) (2015)

supine, 11 <, -4.5% Marshall-Goebel et al. [199]
regular exercise (150d) (2019)

seated, 11 >, +23.19% Marshall-Goebel et al. [199]
regular exercise (150d) (2019)

the mission. A demonstration of this can be given by comparing the spaceflight
variations in SV and CO (in Tables 7.2 and 7.3, respectively) by Martin et al. [201,
200] and Marshall-Goebel et al. [199] for reference supine subjects, both obtained
during long-term spaceflights. Results by Martin et al. were obtained in case of
irregular exercise, while Marshall-Goebel et al. referred to astronauts involved in a
regular and effective exercise programme. One observes that there is a significant
fall in SV (-22.72%) according to Martin et al., while a negligible decrease in SV
(-4.5%) is reported in the study by Marshall-Goebel et al.. Thus, it seems that an
effective programme of exercise implemented throughout the mission maintains the
supine SV values, while the lack of countermeasures aboard can lead to SV values
smaller than in the preflight seated posture. Then, HR increases with respect to
the supine state on Earth in both the studies (+9.26% in Marshall-Goebel et al.
and +6.77% in Martin et al.). However, the small reduction in SV according to
Marshall-Goebel et al. leads to an increase in the supine CO preflight, while the
huge reduction in SV according to Martin et al. causes a decrease in CO with
respect to the supine value on the ground.
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Table 7.3: Changes in CO due to microgravity exposure during spaceflight (col-
umn III) according to literature data ordered by year (column IV). < decrease, >
increase, = no variation, ≤ limited decrease, ≥ limited increase, with respect to
preflight measures. x d/m means x days/months of exposure to microgravity. Ref-
erence body position and applied countermeasures are indicated in column I when
available, while the number of subjects involved (n) is indicated in column II.

Baseline Position, n Variation Reference
Countermeasures aboard (time frame) (year)

recumbent, 4 <, -12.50% Martin et al. [201, 200]
irregular exercise (129/144d) (2000/02)

supine, 6 <, -18% Herault et al. [124]
cuffs (5m) (2001)

supine 5-19 <, -11.37% Arbeille et al. [14]
various (5m) (2001)

/, 3 = Hamilton et al. [113]
regular exercise (149d) (2011)

seated, 8 >, +41% Norsk et al. [242]
regular exercise (85-192d) (2015)

seated, 9 >, +46.6% Hughson et al. [130]
regular exercise (119-166d) (2017)

supine, 11 >, +6.25% Marshall-Goebel et al. [199]
regular exercise (150d) (2019)

seated, 11 >, +21.43% Marshall-Goebel et al. [199]
regular exercise (150d) (2019)

Concerning Vedlv and EF, reported in Tables 7.1 and 7.4, respectively, all space-
flight variations are given with respect to the supine position on the ground. It
appears that both parameters reduce in microgravity compared to the supine pre-
flight position. It is worth notice that the more EF reduces, the more cardiac con-
tractility risks to be impaired. However, it is accepted that the conclusion about
decreased myocardial contractility holds as EF reduces by 20% or more, that has
never happened in any spaceflight [79]. Thus, it results that cardiac contractility
is not at risk after long permanences in space (less than 1 year), even without the
application of a regular plan of exercise aboard.

Therefore, considering the supine posture as ground reference and an irregular
countermeasure programme throughout the mission, Vedlv, SV, CO and EF are all
expected to reduce of 5-15%, 13-23%, 11-18%, 4-11%, respectively.

Some controversies emerge about the changes in HR and mean arterial pressure,
MAP, during spaceflight (see Tables 7.5 and 7.6). However, it seems that HR
remains constant or increases with respect to the supine value on Earth, while MAP
is lower than the supine value or between the seated and supine values on Earth.
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Table 7.4: Changes in EF due to microgravity exposure during spaceflight (col-
umn III) according to literature data ordered by year (column IV). < decrease,
> increase, = no variation, ≤ limited decrease, ≥ limited increase, with respect
to preflight measures. x d/m means x days/months of exposure to microgravity.
Reference body position and applied countermeasures (LBNP: lower body negative
pressure) are indicated in column I when available, while the number of subjects
involved (n) is indicated in column II. supine*: probably supine considering the
observed percent variations.

Baseline Position, n Variation Reference
Countermeasures aboard (time frame) (year)

supine, 32 <, -4.62% Charles et al. [48]
/ (4/5d) (1999)

recumbent, 4 <, -10.96% Martin et al. [201, 200]
irregular exercise (129/144d) (2000/02)

supine, 6 <, -5% Herault et al. [124]
cuffs (5m) (2001)

supine, 5-19 <, -5.80% Arbeille et al. [14]
various (5m) (2001)
supine*, 17 <, -7.20% Grigoriev et al. [104]
LBNP (5m) (2011)

These results are strongly dependent on the protocol of countermeasures performed
aboard. In older mission, when a regular programme of exercise was absent, it
is typical to find HR higher and MAP smaller than the supine preflight levels.
During more recent missions, instead, when countermeasures are demonstrating to
be effective, HRs similar to the supine values on the ground result sufficient in
maintaining a MAP between the supine and seated levels on Earth. In light of this,
when considering the supine posture as reference on the ground and an irregular
programme of countermeasures implemented during the mission, HR is expected to
be up to 15% higher than on the ground and MAP is supposed to be about -10%
than on Earth.

At the moment, there are no CVP measurements in long-duration spaceflights
[194, 202], making it difficult to quantifying the time evolution of this variable while
in space.

The combination of all the changes experienced by the cardiovascular system
after months in microgravity do not appear extremely hazardous while in space,
although it is not clear what could happen for more extended periods of exposure.
What is sure is that the longer is the stay in space, the more difficult is the re-
adaptation to the gravitational environment. In fact, one of the most arduous
challenge astronauts have to face is orthostatic intolerance, which manifests upon
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Table 7.5: Changes in HR due to microgravity exposure during spaceflight (col-
umn III) according to literature data ordered by year (column IV). < decrease, >
increase, = no variation, ≤ limited decrease, ≥ limited increase, with respect to
preflight measures. x d/m means x days/months of exposure to microgravity. Ref-
erence body position and applied countermeasures are indicated in column I when
available, while the number of subjects involved (n) is indicated in column II.

Baseline Position, n Variation Reference
Countermeasures aboard (time frame) (year)

supine, 3-19 >, +5/+15% Arbeille et al. [15, 14]
various (5/7m) (1987/2001)

recumbent, 4 >, +6.78% Martin et al. [201, 200]
irregular exercise (129/144d) (2000/02)

supine, 6 = Herault et al. [124]
cuffs (5m) (2001)

supine, 11 = Verheyden et al. [351, 352]
regular exercise (160/173d) (2010)

/, 3 ≥, 0/+19.56% Hamilton et al. [113]
regular exercise (149d) (2011)

seated, 6 >, +4.88% Hughson et al. [131]
regular exercise (more than 31d) (2012)

supine, 11 >, +9.26% Marshall-Goebel et al. [199]
regular exercise (150d) (2019)

seated, 11 <, -3.28% Marshall-Goebel et al. [199]
regular exercise (150d) (2019)

return in the form of dizziness, sweating and pre-syncope. It is mainly due to the
reduced total blood volume, the smaller cardiac dimensions and mass, the increased
leg vein capacity, and the decreased leg arterial resistances, compared to preflight.
These factors significantly contribute to venous pooling, limiting the movement of
blood to the heart and brain, with the consequent risk of fainting. The severity
of orthostatic intolerance was proved to increase with the mission duration, with
the proportion of astronauts able to complete the orthostatic tilt test1 on landing
day higher after Space Shuttle (80%) than ISS (33%) missions [174]. However, the
use of more recent exercise devices aboard the ISS, such as the advance resistive
exercise devise and the second generation treadmill, is not considered in this latter
result. Indeed, more recent investigations report that no ISS astronaut suffers from
orthostatic hypotension or intolerance during routine activity in the first 24 hours

1Orthostatic tilt test is used to assess the response of an individual to orthostatic tolerance.
It consists in monitoring blood pressure and symptoms of a subject strapped to a table, which is
progressively tilted from the horizontal, to different degrees, to the vertical position.
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Table 7.6: Changes in MAP due to microgravity exposure during spaceflight (col-
umn III) according to literature data ordered by year (column IV). < decrease, >
increase, = no variation, ≤ limited decrease, ≥ limited increase, with respect to
preflight measures. x d/m means x days/months of exposure to microgravity. Ref-
erence body position and applied countermeasures are indicated in column I when
available, while the number of subjects involved (n) is indicated in column II.

Baseline Position, n Variation Reference
Countermeasures aboard (time frame) (year)

supine, 3-19 <, -2/-10% Arbeille et al. [14]
various (5/7m) (2001)
supine, 6 = Herault et al. [124]
cuffs (5m) (2001)

supine, 11 ≥, +1.15% Verheyden et al. [351, 352]
regular exercise (160/173d) (2010)

seated, 6 <, -6.32% Hughson et al. [131]
regular exercise (more than 31d) (2012)

supine, 11 >, +3.45% Marshall-Goebel et al. [199]
regular exercise (150d) (2019)

seated, 11 = Marshall-Goebel et al. [199]
regular exercise (150d) (2019)

from landing after 6 months in space [88].

7.2 A computational study about the long-term
microgravity effects on the cardiovascular sys-
tem

Although the overall scenario of cardiovascular deconditioning is widely ac-
cepted, numerous details about the haemodynamic response to microgravity, espe-
cially in the long period, remain unexplored. To the best of our knowledge, the
oxygen consumption and exercise tolerance have not still quantified, and almost
no information is available along the vasculature in terms of blood supply to the
tissues and wave propagation/reflection phenomena. These gaps in our understand-
ing of the cardiovascular system behaviour in microgravity are difficult to be filled
through direct measurements in space. In fact, the number of available subjects per
mission is small, the time astronauts can dedicate to physiological measurements is
short, and the methodological possibilities of the measurement instruments to use
on orbit are quite limiting [109]. In addition, there is no way to perfectly repro-
duce the effects of microgravity on Earth. Ground-based analogs, such as bed rest
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and water immersion, cannot fully reproduce all the changes observed in space, as
they introduce hydrostatic pressures which are absent in microgravity. Indeed, mi-
crogravity and ground-based analogs can have opposite effects on some measures,
like CVP, which is found to reduce upon entering microgravity [43, 77, 146] but
to increase during both bed rest [89] and water immersion [78]. Parabolic flights
are able to reproduce microgravity, but for short time intervals (20-25 seconds)
and between hypergravity sessions, thus are not useful to investigate the impact of
microgravity during long-duration spaceflights. In this context, the computational
approach has become more and more used [17, 98, 145, 163, 298] to inquire into
hardly measurable haemodynamic processes, and analyse the benefits of specific
countermeasure protocols on a deconditioned cardiovascular system after a period
in space.

In this study, we aim at exploring the behaviour of the cardiovascular system
after about 5-6 months in microgravity without the application of a regular pro-
gramme of exercise. In particular, we compare the supine haemodynamics of a
generic healthy and young man on Earth (1G) and in microgravity (0G), to better
describe the mechanisms leading to cardiovascular deconditioning, and detail the
haemodynamics of areas where clinical data are not available or contrasting. The
choice of the supine position as reference on the ground has a twofold justification:
supine is the reference position in clinical practice, and cardiovascular modelling has
been developed to simulate the supine posture, for which a more solid data-based
parameter setting is available. Thus, all the haemodynamic changes presented in
the following are calculated with respect to the supine position at 1G. The fact
that no countermeasure is introduced in the model derives from the need to es-
tablish a baseline framework, able to well reproduce the direct long-term effects
of microgravity exposure on the cardiovascular system. The introduction of any
countermeasure, in fact, would confound the pure haemodynamic response to mi-
crogravity.

The model adopted in this study is slightly different from the one presented
in chapter 3. Thus the main differences between the two models are shown is
section 7.2.1. To reproduce the long-term microgravity effects on the cardiovascu-
lar system, we have modelled the blood shift and blood volume reduction, together
with the changes in the cardiac function, leg venous compliance, arterial resistances
and baroreflex mechanisms, which are the most important effects induced by mi-
crogravity during long-term spaceflights. Therefore, the model parameters have
been modified with respect to the baseline configuration at 1G, to include all these
deconditioning factors into the in-silico framework (see section 7.2.2). The space-
flight model setting is based on an extensive bibliographic investigation of more
than fifty studies on cardiovascular deconditioning. Among the haemodynamic
data available in literature, we have favoured those collected during spaceflights
rather than ground-based experiments. However, some pieces of information have
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been extracted from these latter, in absence of useful direct measurements on as-
tronauts in space, as it has been the case of blood shift. Within the subset of
spaceflight data, we have prioritized those obtained from long-duration missions,
where regular programmes of exercise and attentive countermeasures were lacking.
Studies adopting particular ad hoc countermeasures have not been used for the
model setting, but just to qualitatively compare our results. Despite we have paid
great attention to the spaceflight setting, three aspects deserve to be highlighted:
(i) some spaceflight data are given with respect to the standing or sitting 1G con-
figuration, while we have used the supine posture as baseline state at 1G. Thus,
in these situations, we have done some estimates in order to make the information
available in literature applicable to our case; (ii) since more recent missions adopt
a great deal of countermeasures with respect to older missions, we have often taken
advantage of older measurements to get rid of the effects of countermeasures on the
cardiovascular system response to microgravity; (iii) literature data are sometimes
controversial, making the spaceflight setting even more challenging.

7.2.1 A model to simulate the effects of microgravity on
the cardiovascular system

The model adopted for this study is represented in Figure 7.2. It is equal to the
general model in chapter 3, but it lacks of the coronary circulation and contains
a more detailed subdivision of the arteriolar groups among the different body re-
gions. Indeed, the arteriolar groups are divided into four compartments: head and
arms, upper abdomen, lower abdomen, and legs, instead of two compartments as
in chapter 3. The subdivision between upper and lower abdomen has been done
based on the position of the volume indifference point (VIP), which serves to model
blood shift as explained below. Then the number (4) and type (one capillary, one
venula and one vein) of components making up each of the four compartments, as
well as the model equations, do not change with respect to the ones in chapter 3.
The 0D model parameters reproducing the haemodynamics of a healthy and supine
subject on Earth are somewhere different from those adopted in the general model
and are provided in Table C.2.

7.2.2 Spaceflight setting
Blood shift

Blood shift is caused by alterations in the hydrostatic pressure gradient, which
becomes null immediately after entering microgravity. Blood shift leads to a re-
distribution of blood from lower to upper body, where regional blood volumes are
expected to grow, if compared to the reference values on the ground. To character-
ize blood shift, one has to define 1. the point with respect to which blood moves
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Figure 7.2: Representation of the model adopted in this chapter. It is equal to
the general model in chapter 3, apart from the absence of the coronary circulation
and the subdivision of the arteriolar groups among the different body regions. The
complete legend is provided in Table 3.2.
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and 2. the amount of blood shifting from lower to upper body.
1. The reference point for blood shift has been taken equal to the volume

indifference point (VIP), which is defined as the body region where blood volume
does not change while posture varies. It can be located between the xiphoid process
and iliac crest, with the majority of subjects having their VIP at abdominal level
(between the epigastric and mesogastric planes), at about 65% of the total body
height from the feet [134, 135]. Thus, we have positioned the VIP in the model
within the abdomen, in compliance with these instructions.

It is important to note that VIP position is strictly related to orthostatic toler-
ance: the more VIP is close to the heart, the less cardiac parameters are affected
when standing. In other words, orthostatic intolerance is expected to be less im-
pacting on astronauts with a VIP at the level of the xiphoid process rather than of
the pelvic region. In this study, however, we have considered the average VIP posi-
tion, neglecting to evaluate the role of the distance VIP-heart on the cardiovascular
response to microgravity.

2. The volume of blood to move from lower to upper body depends on the
reference body position on the ground. However, to the best of our knowledge,
there are no data from spaceflights about the amount of blood shift with respect
to the supine 1G condition, which is our reference position on Earth.

Numerous experiments in simulated weightlessness [186, 216, 217, 244] could
give an estimation of the variations in the blood volumes of the main body segments
with respect to the supine state. Nevertheless, data extrapolated from ground-
based experiments cannot be fully representative of the cardiovascular response to
spaceflight. In fact, they introduce side effects, such as interstitial to intravascular
fluid movements and, in case of bed-rest, mechanoreceptor stimulation due to the
contact with bed.

Measures of the changes in total leg volume have been done during Skylab and
Space Shuttle missions [219, 339, 340, 341]. It has been demonstrated that, with
respect to the 1G standing posture, each leg looses 600-700 ml within the first
day in microgravity and 1 l after 4/5 days from launch. Using the supine position
as reference, instead, each leg looses about 900 ml after 4/5 days from launch.
However, these data rather than to blood shift refer to fluid shift, which is ruled by
other midterm transient mechanisms, such as interstitial fluid shift, blood volume
reduction and muscle atrophy [340, 21].

Therefore, in absence of reliable indications on pure blood shift, we have started
evaluating leg blood shift based on measures during parabolic flights. We have
reasonably assumed that 20-30 s of microgravity are sufficient to induce blood
shift only, and not fluid shift, which acts on larger temporal scales. Blood shift
from the remaining lower body, as well as the redistribution of blood volume from
lower to upper body, has been done by combining considerations based on vessel
distensibility and distance from VIP with data on leg blood shift. A more detailed
description of the implemented procedure is provided below.
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Lower Body Based on parabolic flight measures, we know that during micro-
gravity both legs lose about 330 ml of blood with respect to the standing posture
on Earth [21, 263]. We have considered that blood shift is directly proportional to
total leg blood volume on Earth (either supine or upright), which amounts to about
900 ml in supine position and 1265 ml in upright position. Thus, by exploiting this
proportionality criterium, we have obtained a blood shift of 235 ml (330x900/1265
ml) from both legs, in reference to the supine condition on the ground.

Concerning lower abdomen blood shift, it has been calculated proportionally to
leg blood shift. We have plausibly considered two different proportionality criteria:
a) the distance of the centres of mass for legs and lower abdomen with respect
to VIP, and b) the compliances of legs and lower abdomen. Lower abdomen is
more compliant than lower limbs (17.28 vs 10.42 ml/mmHg - estimated by [181]),
but closer to VIP than legs (14.70 vs 44.10 cm, center of mass distance - esti-
mated by [229]). Referring to a supine subject on Earth, blood shift for lower
abdomen is about 78 ml (235x14.70/44.10 ml) following criterium a), and 390 ml
(235x17.28/10.42 ml) according to criterium b). By averaging the blood shifts ob-
tained through the two criteria, we have got a lower abdomen blood shift of 234
ml.

Thus, total blood shift with respect to a supine position on the ground, calcu-
lated as the sum of leg (235 ml) and lower abdomen (234 ml) blood shifts, amounts
to 469 ml. It is interesting to note that, if one referred to the upright 1G condition,
blood shift would be 330 ml from legs [21, 263] and 329 ml from lower abdomen
(applying the above criteria). Thus, total blood shift would amount to 659 ml.
This latter is close to 700 ml, which is reported in literature as the most reliable
estimate of lower body blood shift upon entering weightlessness with respect to the
upright 1G condition [339]. This good agreement is an a posteriori validation of
the realistic blood shift here proposed for a reference supine subject on Earth.

Upper Body Volume of blood leaving lower body has been distributed to upper
body regions following the above criteria, which equally weight vessel compliance
(C) and distance from VIP (d). Therefore, considering the three upper body re-
gions (head-arms: C=15.63 ml/mmHg, d=24.20 cm; cardiac-thoracic: C=50.12
ml/mmHg, d=24.20 cm; upper abdomen: C=50ml/mmHg, d=7.85 cm [181, 229]),
we have attributed 28% (133 ml), 43% (202 ml) and 29% (134 ml) of total blood
shift to head-arms, cardiac-thoracic and upper abdomen, respectively.

We recall that each of the regions named above (legs, lower abdomen, upper
abdomen, cardiac-thoracic and head-arms) contains three different compartments
(capillary, venular and venous). Thus, the variation in the total blood volume
of each region has been applied to the total blood volumes of the compartments
within each region. In particular, total, V , and unstressed blood volumes, V0, of
each compartment within a generic region have been modified proportionally to
the supine 1G condition, and to maintain the local ratio V0/V as in the supine 1G
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condition, respectively.

Total blood volume reduction

During long periods of exposure to microgravity, total blood volume reduces
compared to the supine body position on the ground [8, 241]. This reduction starts
48h after launch [369] and can be considered concluded 6 weeks later [42, 109]. It
is found in literature that total blood volume reduces of 9 to 15% compared to
preflight [18, 42, 201, 200, 369]. Thus, we have diminished total blood volume of a
percentage in the middle of the above interval (-11.5%). To this aim, total blood
volumes, V , have been decreased proportionally to the volume distribution after
the application of blood shift, while unstressed volumes, V0, have been chosen in
order to preserve local ratios V0/V after blood shift.

Arterial resistances

The general trend seems that, after a long period of exposure to microgravity,
resistances of lower limbs tend to reduce, while cerebral resistances can oscillate
during the mission, usually increasing after some months in space. In particular,
after 4/6 months in space, it has been observed that renal and femoral resistances
decrease of 15% [79, 124] and between 5 and 12% [14, 104, 124], respectively, while
cerebral resistances increase in the range 5-15% [79, 124]. Moreover, Grigoriev et
al. [104] suggested that all arterial resistances below the heart level reduce because
of the lack of the gravitational stimulus. In accordance with these findings, we have
applied a decrease of 10% to all lower body resistances and an increase of 10% to
carotid and vertebral resistances, with respect to the corresponding supine values
at 1G.

Leg venous compliance

Despite the fact that literature results are not always in accordance [69, 360], the
increase in leg venous compliance after a long period of exposure to weightlessness is
widely accepted [381]. Different authors have found a rise in leg venous compliance
of 25 to 30% with respect to the preflight values [57, 58, 83, 104, 157]. We have
thus imposed an increase in leg venous compliance, Cv_LEGS, of 27% with respect
to the supine 1G condition.

Cardiac function

There are contrasting data in literature about the effects of microgravity in
cardiac function. It all depends on the effectiveness and regularity of the applied
countermeasures aboard. As observed by Arbeille et al. [14], if a good programme of
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exercise is regularly followed by long-term crews, cardiac adaptation to micrograv-
ity remains stable for several months of missions and does not lead to problematic
cardiac dysfunctions (no significant alterations in EF and myocardial thickness are
observed). On the other hand, when physical activity is absent (as happens in bed
rest studies) or the recommended programme of exercise is not accurately imple-
mented, cardiac function starts to be compromised [201, 200, 178, 262]. It has been
demonstrated that endurance and strength training countermeasures implemented
during prolonged missions on the ISS are adequate to avoid cardiac atrophy [129],
which is defined as a reduction in the size and mass of the heart [121]. In fact,
Abdullah et al. [2] verified that left and right ventricular end-diastolic and end-
systolic volumes, as well as right/left ventricular masses and supine stroke volume,
do not change significantly or are maintained as staying on the ISS up to 6 months.
In addition, considering the rapid postflight cardiac recovery, it seems that even
the largest variations in cardiac parameters are not due to significant structural
cardiac changes [328, 327], but to a cardiac remodelling caused by an intrathoracic
overpressure, which in turn leads to cardiac volume and compliance variations.

In case of long duration spaceflight without the application of a regular/effective
countermeasure programme, the reduction of cardiac contractility and function has
been quantified through decreases in Vedlv (-5/13%) [14, 48, 104, 123, 124, 201,
200], SV (-14/23%) [14, 123, 124, 201, 200], and EF (-5/11%) [14, 48, 104, 124,
201, 200].

To take into account these changes, we have modified the maximum and mini-
mum values of ventricular elastances and cardiac dimensions as follows. Amplitudes
of left (EA,lv) and right ventricular (EA,rv) elastances have been decreased of 27%
with respect to the supine 1G condition, as leg venous compliance. Minimum left
and right ventricular elastance values (EB,lv and EB,rv, respectively) have been
instead incremented to accommodate contractile reduction. We have applied a per-
cent increment of 2.7% (about ten-fold lower) only, considering that the minimum
elastance values are mildly involved in defining the contractile capability. We have
treated left and right ventricles equally in absence of definitive data in literature.

It is worth noting that unbalances in compliance variations between upper and
lower body would induce modifications in VIP position. To avoid this mechanism,
we have increased pulmonary arterial and venous compliances of 4% and 5%, re-
spectively.

Regarding cardiac volume, it is usually expected to decrease of 8 to 14% [56] with
respect to preflight values. Thus, we have considered an intermediate reduction of
about 10% with respect to the supine 1G condition. This variation has been applied
by decreasing the unstressed volumes of all cardiac chambers of 90% compared to
the supine 1G reference.
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Baroreflex function

Concerning the baroreflex function, we have just considered the variations in the
reference values of the aortic-carotid sinus pressure, pacs,ref , sensed by the barore-
ceptors and HR.

During long-duration spaceflights, mean arterial pressure is reported to reduce
between 2 to 10% [14, 131, 351, 352], with the smallest reductions occurring as
specific countermeasures are applied. Recalling that we aim at studying the situa-
tion in which ad hoc countermeasures are absent, we have imposed a reduction in
pacs,ref of 10% with respect to the supine 1G values (83.7 mmHg in microgravity
against 93 mmHg on the ground).

Regarding the behaviour of HR after long periods in space, it has been found
that it remains constant or increases. The great variability of results is mainly due
to the choice of the reference body position on the ground. In fact, already on
Earth, HR grows of about 24% when moving from supine to standing [351]. Con-
sidering the supine position at 1G, variations in HR in microgravity are indicated in
the range 5/15% [14, 131, 351, 352, 201, 200]. Accordingly, we have set a reference
HR 13% higher than the supine 1G value (84.75 bpm in microgravity against 75
bpm on the ground).

A summary of the main mechanisms considered to simulate the long-term effects
of microgravity on the cardiovascular system functioning, without ad hoc counter-
measures and with respect to the supine 1G position, is provided in Table 7.7.

7.2.3 Global haemodynamic response after 5/6 months of
spaceflight

Results are organised first showing the mean variations in the main cardiac
parameters from preflight supine to spaceflight values. These mean variations are
compared, when possible, with the ones obtained from literature, which are referred
to long-duration spaceflights without the application of a regular plan of counter-
measures. Thus a validation of our modelling response has been performed. After
that, time-series, characteristic levels (i.e., mean, maximum, excursion) and wave-
form changes of pressures, flow rates and volumes have been analysed at some sites
within four different macro areas: cerebral, cardio-thoracic, abdominal and lower
limbs.

Cardiac parameters

The values of the most important cardiac parameters preflight in the supine
position and after months in space are indicated in Table 7.8, together with the
corresponding percent variations from the configurations supine 1G and spaceflight
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Table 7.7: Summary of the mechanisms considered (column i) to simulate the long-
term effects of microgravity on the cardiovascular system without the application
of ad hoc countermeasures. The adopted cardiovascular changes with respect to the
1G supine condition and the details of the corresponding model implementation are
reported in columns ii and iii. Legend is provided in Appendix D. Table extracted
from [92].

Mechanism Changes Implementation
Legs volume: -235 ml Total, V , and unstressed volumes, V0,

Blood Lower abdomen volume: -234 ml of the compartments within each region
shift Head-arms volume: +133 ml are varied proportionally to the 1G condition

Cardiac-thoracic volume: +202 ml and to preserve the ratio V0/V
Upper abdomen volume: +134 ml as in 1G, respectively.

Total, V , and unstressed volumes, V0,
Blood of the compartments within each region
volume -11.5% are varied proportionally to the blood shift condition

reduction and to preserve the ratio V0/V
as after blood shift, respectively.

EA,lv , EA,rv : -27% Cardiac volume reduction
Cardiac EB,lv , EB,rv : +3% is implemented by reducing
function Cpa: +4% the unstressed volumes, V0,

Cpv : +5% of all cardiac chambers
Cardiac volume: -10% of -90%.

Legs venous Cv_LEGS : +27% Model parameters are changed
compliance of the same percentage.

Arterial Vertebral and carotid Rart: +10% Model parameters are changed
resistances Lower body Rart: -10% of the same percentage.
Baroreflex Reference HR: +13% Model parameters are changed
response pacs,ref : -10% of the same percentage.

0G. These outcomes are compared with literature data when available. As already
observed in section 7.1.5, the number of cardiac parameters actually measured
during long-term microgravity is quite limited, and they are sometimes discordant,
mainly because of the different postures adopted during the preflight measurements
and the different levels of countermeasures applied aboard [240]. Thus, a compari-
son between our results and those in literature has been possible for some metrics
only: Vedlv, SV, EF, CO and paormean . Among literature data, we have selected
those collected during long-duration spaceflights without the application of ad hoc
countermeasures, which are the most reliable results to be used as references in our
investigation.

One observes that, in accordance with literature [14, 48, 123, 124, 199, 201, 200],
left ventricular parameters, such as Vedlv (-9.30%), SV (-18.32%) and EF (-9.93%),
decrease. CO (-7.58%) falls less than SV, due to the increase in HR (+13%, as
explained in section 7.2.2), in agreement with the spaceflight data using the supine
1G position as reference [14, 124, 201, 200]. In fact, as shown in Table 7.3, the sign
of the variation in CO strongly depends on the 1G position. CO typically increases
[130, 199, 242] with respect to the 1G standing/sitting posture, while decreases
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Table 7.8: Modelled cardiac parameters for the supine 1G configuration and during
long-term 0G spaceflight: end-systolic left ventricular volume, Veslv; end-diastolic
left ventricular volume, Vedlv; stroke volume, SV; ejection fraction, EF; cardiac
output, CO; stroke work per minute, SW; central venous pressure, CVP; systolic
and diastolic ascending aortic pressures, paorsys and paordia

; mean arterial pressure,
paormean ; tension time index per minute, TTI; rate pressure product, RPP; augmen-
tation index and pulse pressure for the ascending aortic district, AIAA and ppaor.
Table extracted from [92].

Variable Supine 1G Spaceflight 0G % Variation Literature data
Veslv [ml] 48.43 50.73 +4.75% /
Vedlv [ml] 123.96 112.43 - 9.30% [-5%,-15%]

[14, 48, 104, 123, 124, 201, 200]
SV [ml] 75.54 61.70 - 18.32% [-14%,-23%]

[14, 123, 124, 199, 201, 200]
EF [%] 60.93 54.88 - 9.93% [-5%,-11%]

[14, 48, 104, 124, 201, 200]
CO [l/min] 5.67 5.24 - 7.58% [-11%,-18%]

[14, 124, 201, 200]
SW [J/min] 80.01 64.58 - 19.29% /

CVP [mmHg] 6.49 6.16 -5.08% /
paorsys [mmHg] 121.03 104.82 - 13.39% /
paordia [mmHg] 69.99 65.16 -6.90% /

paormean [mmHg] 87.01 78.38 -9.92% [-2%,-10%]
[14, 131, 351, 352]

TTI [mmHg s/min] 2590 2373 - 8.38% /
RPP [mmHg/min] 9078 8905 -1.91% /

AIAA 0.17 0.10 - 41.18% /
ppaor [mmHg] 51.04 39.66 - 22.30% /

[14, 124, 201, 200] or slightly grows [199] with respect to the 1G supine posture.
paormean (as well as mean brachial pressure) declines of 9.92% in our model, being
thus in accordance with spaceflight data referred to both the supine [14, 131, 351,
352] and seated [242, 240] postures on the ground.

Based on the above, it emerges a satisfactory comparison between model and
literature results, that is a proof of the accuracy of both the spaceflight setting and
model outcomes. Notice that this comparison has not been exploited to tune the
model parameters but to a posteriori assess the reliability of the model response
to long-term microgravity, after the completion of the parameter setting. Despite
the limited number of spaceflight measurements does not allow us an extensive
validation of the model, it justifies the need to rely on computational approaches
to inquire into the microgravity-induced variations of cardiac and cardiovascular
parameters not still measured in space.

We have also evaluated the changes experienced in space by other cardiac param-
eters not typically detected during spaceflights: the stroke work, SW, the tension
time index per minute, TTI, the rate pressure product, RPP, and the augmentation
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index, AIAA. SW, TTI and RPP have been calculated through the equations (1.3),
(1.6) and (1.7), respectively, while AIAA has been defined in section 1.2.5.

We have found that the work done by the heart and the oxygen consumption
reduce in microgravity (-19.29% for SW, -1.91% and -8.38% for RPP and TTI,
respectively). ppaor also falls (-22.30%), since paorsys decreases more than paordia

(-
13.39% and -6.90%, respectively). As a consequence of the pulse pressure behaviour,
there is a decline in AIAA (-41.18%) too.

CVP has been taken equal to the mean value of the average pressures in the
two venae cavae and has been found to decrease of 5.08%, that is in qualitative
agreement with the CVP reduction observed during both parabolic flights [77, 171,
353] and early in microgravity. [43, 77, 146]. However, these latter variations are
not fully comparable with our results, since they are associated to different time
frames. At the moment there are no CVP measurements after long-periods in
space, considering the impossibility to accurately evaluate this pressure through
noninvasive instruments [194, 202].

These results reflect the general cardiovascular deconditioning astronauts are
subjected to during long microgravity exposure without an effective countermea-
sure programme. In this situation, cardiac parameters are affected as in sedentary
lifestyle.

Pressure, flow rates and volumes

Pressure, p(t), and flow rate, Q(t), steady-state signals in the supine 1G and 0G
configurations have been analysed together with the spaceflight variations in the
corresponding beat-averaged values (p̄, Q̄, and V̄ ). In order to evaluate the vertical
stretching of pressure signals, the spaceflight variations in pulse, pp, and maximum,
pmax, pressures have been also assessed. These results are shown in Figure 7.3 at
four different sites, while the values of the couples p̄-Q̄ and pp-pmax everywhere in
the model domain are indicated in Tables 7.9 and 7.10, respectively. From Table
7.9, one observes that p̄ and Q̄ reduce in space, with a more homogeneous behaviour
throughout the whole cardiovascular system for p̄ than for Q̄. In fact, p̄ values are
in the range -8 to -12% (except at cardiac level and along the venous return where
variations are between -2 and -6%), while Q̄ values range between -16 to -18% at
cerebral level and -2 to -6% along the lower limbs (excluding the anterior tibial
artery where a variation of -11.94% is detected). pmax exhibits a greater variability
than p̄, oscillating between -5 and -15%. pp variations are in the interval +4.82%
and -56.00%, without a clear correlation with location, type (venous/arterial), and
size region. As an example, one can notice that the superior and inferior venae
cavae show absolutely different pp variations (+4.82% and -32.97%, respectively),
although they have similar sizes and are both connected to the right atrium.

Volume, V (t), signals in the supine 1G and 0G states have been evaluated
together with the spaceflight variations of the beat-averaged values, V̄ . Results are
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reported in Figure 7.4 for the 0D compartments. V̄ values are decisively negative
(up to -42%) below VIP, while are positive or up to -13% negative above VIP.
These differences between lower and upper body are mainly due to blood shift,
which mitigates volume reductions at cardiovascular regions above VIP. However,
the decrease in cardiac contractility and volume, manly caused by the rise in the
amplitude of the ventricular elastances and the reduction in the cardiac unstressed
volumes, works against central blood shift. It follows that cardiac V̄ variations are
more negative than in the surrounding thoracic regions.

Figure 7.3: Steady-state pressure, p(t), and flow rate, Q(t), signals at different sites
for the supine 1G (blue) and 0G (red) configurations. Variations between 1G and
0G states of the beat-averaged pressure (p̄) and flow rate (Q̄), together with the
maximum pressure (pmax) and pulse pressure (pp), are also indicated in each panel.
Image extracted from [92].

Waveform alterations of the haemodynamic signals

To quantify the waveform alterations in pressure and flow rate signals through-
out the whole cardiovascular system, we have used the normalised signal difference,
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Figure 7.4: Steady-state volume, V (t), signals at different sites for the supine 1G
(blue) and 0G (red) configurations. Variations between 1G and 0G states of the
beat-averaged volume (V̄ ) are also indicated in each panel. Image extracted from
[92].

NSD. It is a not-dimensional parameter ranging between 0 and 2, representative
of the similarity between two signals in the 1G supine and 0G states, respectively.

Given the generic p or Q signal, y(t), we have normalised it both in time and
amplitude as y′(t′) = (y(t′)−µy)/σy, where y(t′) is the signal over the dimensionless
cardiac period (time is normalised as t′ = t/RR), while µy and σy are the mean
value and standard deviation of y(t′), respectively. Thus, NSD is defined as

NSD =
∫︂ 1

0
|y′(t′)1G − y′(t′)0G|dt′, NSD = [0,2], (7.1)

where the subscripts 1G and 0G refer to the preflight supine and spaceflight config-
urations, respectively. Notice that since y′(t′) signals (p′ and Q′) are normalised in
both time and amplitude, they are perfectly comparable, even referring to differ-
ent configurations (1G and 0G). In particular, for NSD=0, no waveform variation
is detected between y′(t′)1G and y′(t′)0G, while, for NSD=2, the two signals are
complementary to each other.
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p′ and Q′ signals at 1G and 0G, together with the corresponding NSD values,
are provided at different locations in Figure 7.5. NSD values throughout the whole
domain are given in Table 7.11.

Figure 7.5: Normalised pressure, p′, and flow rate, Q′, signals in both time and
amplitude at different sites for the supine 1G (blue) and 0G (red) configurations.
NSD values for p′ and Q′ are also indicated in each panel. Image extracted from
[92].

Normalised signals p′ and Q′ in 0G are always delayed with respect to 1G signals,
mainly because of the higher HR in 0G. However, it seems that this is not the only
reason. In fact, the magnitude of this delay changes region by region, without a
clear trend. NSD values are often not negligible and beyond 0.5. Moreover, as
apparent from the NSD values in Table 7.11, flow rates are more affected than
pressures, and proximal regions are more affected than distal regions.

Discussion about this investigation

The combination of blood shift and volume reduction, together with the alter-
ations in arterial resistances, leg venous compliance and cardiac/baroreflex func-
tions, leads to not negligible variations in the cardiovascular behaviour with respect
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to the preflight configuration. One can observe that, while the volume reduction
and altered baroreflex function have equal effects on the whole circulation, the blood
shift and altered arterial resistances, leg venous compliance and cardiac function
create heterogeneous responses site by site.

Volume variations are mainly due to blood shift and volume reduction, which
cause important volume decreases in the lower body, where the two contributions
sum up. Smaller volume decreases are instead found in the upper body, where blood
shift partially compensates for volume diminution. Nonetheless, smaller volume
decreases in the upper body do not cause smaller pressure decreases with respect
to the other body regions, due to the local alterations in arterial resistances and
compliances. The increase in cardiac compliance limits central pressure variations
(-1 to -8%), while the increase in leg venous compliance contributes to pressure
variations along the lower limbs (-8 to -12%) similar to the ones detected in the
upper body. In spite of the homogenous pressure variations in upper and lower
body, flow rate variations are higher in the upper body (-17 to 19%), smaller in
the lower body (-2 to -5%), and in the middle in the cardio-thoracic region (-8 to
-10%). The difference in the flow rate variations between upper and lower body is
due to the fact that while lower body arterial resistances decrease, cerebral arterial
resistances increase.

Maximum and mean pressure variations are smaller at venous than arterial level,
because of the bigger venous compliance, which even increases during spaceflight
in the legs. This means that venous vessels can more easily absorb the received
pressure changes than their arterial counterparts. In general, pulse pressure vari-
ations are more important than mean and maximum pressure variations. Signals
become less pulsatile in space than on Earth (from -10 to -30%), especially at the
periphery, where pulsatility of pressure signals is already small at 1G.

During spaceflight, flow rate variations get lower along the arterial tree, from the
aortic root to the abdominal aorta, as a consequence of the changes in the arterial
resistance and the reduction in both cardiac volume and contractility. Flow rate
variations then start increasing again from the inner iliac to the posterior tibial,
probably because of (i) the smaller influence of resistance variations on conduction
arteries (femoral and external iliac arteries) than on their bifurcating branches (deep
femoral and inner iliac arteries), and (ii) the higher absolute value of posterior tibial
artery resistance on Earth compared to anterior tibial.

Globally, both cardiac and cardiovascular parameters reflect a status of relaxed
and sedentary lifestyle. Cardiac work, oxygen consumption and contractility in-
dexes all decrease, together with central mean and pulse pressures. These variations
create the well known cardiovascular deconditioning, which is manly triggered by
the blood volume reduction and the decrease in cardiac volume and contractility.

Variations in pulse pressure and NSD are quite variable throughout the body,
being affected differently site by site. Along the arterial tree, pp and NSD varia-
tions are inverted, with high and low pp and NSD variations, respectively, at aortic
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root, and the opposite at tibial level. The fact that the highest NSD variations are
localised distally is not surprising, if one considers that, already in 1G, peripheral re-
gions are the sites where the most important waveform variations occur. Moreover,
variations in arterial resistances are expected to lead to more profound alterations
in peripheral than central pressure/flow rate signals. Thus, centrally, where pres-
sure and flow rate waveforms are mainly influenced by the forward contribution,
NSD variations are limited (NSD<0.2). By contrast, close to reflection sources
(like bifurcations, geometrical discontinuities and arteriolar interfaces), where for-
ward and backward waves are comparable, NSD variations upsurge (NSD ≥0.5).
It appears that there are greater NSD variations for Q than p. In fact, while the
backward pressure waves are reflected upright, the backward flow rate waves are
reflected upside down, with respect to the corresponding forward waves. It follows
that the same variation in the backward wave impacts more on total flow rate than
on total pressure wave. Waveform variations at central level are not absorbed at
the arteriolar-capillary districts (NSD=0.4-0.5). It follows that phenomena like
regular perfusion and nutrient supply at cellular level can be affected at 0G.

Although the 0G exposure impacts the majority of cardiac and cardiovascular
parameters, it does not induce dramatic consequences in terms of cardiac contrac-
tility. In fact, despite EF is here found to decrease of 10%, reductions in EF are
judged critical when below 20%, that has never happened during any spaceflight
[79]. The 0G adaptation point, however, can be seriously challenging for astronauts,
upon re-entry on Earth or in case of partial gravity restoration. In these situations,
indeed, a portion of blood moves again below VIP, posing the risk of irregular
cerebral perfusion, especially considering the state of general hypovolaemia (blood
volume is 11.5% smaller) and hypotension (mean pressure is 10% lower) affecting
the whole circulation after months in space. Apart from this, the increase in leg
venous compliance and the decrease in lower body arterial resistances contribute to
aggravate the venous pooling provoked by the re-introduction of the gravity vector
after landing. In addition, a reduced effectiveness of the baroreflexes in guarantee-
ing the preflight chronotropic and inotropic effects can make the maintenance of a
normotensive state even more difficult [56]. This condition, the orthostatic intoler-
ance, is pretty common among astronauts after re-entry on Earth, with important
mitigations sources coming from the execution of regular programmes of exercise
throughout the mission.

We have found that central pulse pressure reduces of about 22.30% during space-
flight. Since central pulse pressure is typically lower in sedentary than resistive-
trained people on Earth [26, 60, 153, 213], it can be considered as a marker of
training and physical activity, both lower after months in space. In other words, in
absence of effective countermeasures, the exercise tolerance of astronauts becomes
similar to the one of a sedentary person at 1G.

Therefore, all in all, this investigation provides a lot of data about the changes
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experienced by the cardiovascular system after months in space, without the ap-
plication of a regular and effective plan of countermeasures. The majority of these
data could not be obtained from direct space measurements, thereby proving the
utility of the computational approach to inquire into the cardiovascular behaviour
in extreme environments like space. As future steps, subject-specific responses to
microgravity could be provided by the present model, also exploring the role of
factors such as age on the cardiovascular response to long-term spaceflights. More-
over, starting from the deconditioned configuration here presented, the inclusion
of one or more countermeasures to the present model is expected in future works.
This would allow us to quantify the effects of specific countermeasure protocols on
the deconditioned circulation.

Among the limits of the model here adopted, the fact that it does not specifically
include the interstitial fluid shift. Nevertheless, this mechanism is intrinsically
included in the model setting, through the variations in the total and unstressed
volumes of all the cardiovascular compartments. In addition, the gravity term is
not introduced in the model, even if it could be inserted in the model equations,
to replicate the action of martial or lunar gravity in view of future interplanetary
space missions.
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Table 7.9: Beat-averaged values of pressure, p [mmHg] and flow rate Q [ml/s] at
different sites in supine 1G and 0G conditions, with relative variations [%]. Table
extracted from [92].

Cardiovascular area p [mmHg] Q [ml/s]

1G 0G Variation [%] 1G 0G Variation [%]

Arterial tree pathway (1D)

Ascending aorta 92.61 83.19 -10.17% 87.85 80.01 -8.92%
Thoracic aorta 92.38 82.99 -10.16% 67.07 62.20 -7.26%
Abdominal aorta A 90.29 81.12 -10.16% 46.95 44.04 -6.20%
Abdominal aorta E 90.76 81.45 -10.26% 17.01 16.02 -5.82%
External iliac 90.48 80.93 -10.55% 6.31 5.86 -7.13%
Femoral 89.47 80.20 -10.36% 3.24 2.94 -9.26%

Cerebral region (0D-1D)

HA veins 6.94 6.54 -5.76% 20.82 17.86 -14.22%
Left vertebral 92.47 83.13 -10.10% 1.60 1.33 -16.88%
Left vertebral arterioles 70.60 64.86 -8.13% 1.61 1.34 -16.77%
Left internal carotid 92.27 83.03 -10.01% 2.16 1.76 -18.52%
Left internal carotid arterioles 80.40 73.32 -8.81% 2.18 1.78 -18.35%
Left external carotid 92.28 83.05 -10.00% 2.34 1.90 -18.80%
Left external carotid arterioles 80.37 73.32 -8.77% 2.35 1.93 -17.87%

Cardio-thoracic region (0D-1D)

LA and MV 7.51 7.39 -1.60% 87.91 80.11 -8.87%
LV and AV 43.20 39.59 -8.36% 87.85 80.01 -8.92%
RA and TV 6.47 6.14 -5.10% 87.90 80.15 -8.82%
RV and PV 11.64 10.95 -5.93% 87.84 80.04 -8.88%
Pulmonary arteries 15.42 14.59 -5.38% 87.83 80.02 -8.89%
Pulmonary veins 8.39 8.19 -2.38% 87.86 80.05 -8.89%
SVC 6.48 6.15 -5.09% 20.80 17.85 -14.18%
IVC 6.50 6.17 -5.08% 67.16 62.35 -7.16%
Intercostals 92.64 83.22 -10.17% 9.93 8.85 -10.88%
Intercostals arterioles 85.39 76.74 -10.13% 9.89 8.85 -10.52%
Left brachial 92.33 82.97 -10.14% 4.29 3.85 -10.27%

Abdominal region and organs (0D-1D)

Gastric 89.36 80.44 -9.98% 4.92 4.41 -10.37%
Gastric arterioles 48.88 44.05 -9.88% 4.92 4.42 -10.16%
Coeliac A 91.57 82.26 -10.17% 10.17 9.19 -9.63%
Left renal 90.43 81.23 -10.17% 8.50 7.81 -8.12%
U left renal arterioles 66.18 58.90 -11.00% 4.19 3.68 -12.17%
L left renal arterioles 66.18 58.90 -11.00% 4.30 4.13 -3.95%
U ABD venules 12.94 11.90 -8.04% 26.35 23.44 -11.04%
L ABD venules 12.98 12.38 -4.62% 23.64 22.68 -4.06%

Lower limbs region (0D-1D)

Inner iliac 90.47 81.17 -10.28% 2.20 2.15 -2.27%
Inner iliac arterioles 78.65 69.59 -11.52% 2.20 2.15 -2.27%
Deep femoral 89.44 80.17 -10.36% 3.08 2.93 -4.87%
Deep femoral arterioles 68.12 59.74 -12.30% 3.07 2.93 -4.56%
Anterior tibial 84.44 75.61 -10.46% 2.01 1.77 -11.94%
Anterior tibial arterioles 38.20 34.16 -10.58% 2.01 1.78 -11.44%
Posterior tibial 84.90 76.00 -10.48% 1.22 1.15 -5.74%
Posterior tibial arterioles 64.36 56.33 -12.48% 1.23 1.16 -5.69%
Legs capillaries 27.13 25.63 -5.53% 17.02 16.04 -5.76%
Legs veins 7.68 7.28 -5.21% 17.03 16.04 -5.81%
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Table 7.10: Maximum pressure, pmax, and pulse pressure, pp, values [mmHg] at
different sites in supine 1G and 0G conditions, with relative variations [%]. Table
extracted from [92].

Cardiovascular area pmax [mmHg] pp [mmHg]

1G 0G Variation [%] 1G 0G Variation [%]

Arterial tree pathway (1D)

Ascending aorta 121.03 104.82 -13.39% 51.04 39.66 -22.30%
Thoracic aorta 129.83 114.49 -11.82% 61.77 51.04 -17.37%
Abdominal aorta A 123.92 109.98 -11.25% 58.75 48.83 -16.89%
Abdominal aorta E 135.38 119.27 -11.90% 72.78 60.26 -17.20%
External iliac 135.07 119.46 -11.56% 74.55 62.15 -16.63%
Femoral 135.63 119.75 -11.71% 76.97 63.71 -17.23%

Cerebral region (0D-1D)

HA veins 7.33 6.84 -6.68% 0.72 0.64 -11.11%
Left vertebral 133.17 117.39 -11.85% 65.80 54.55 -17.10%
Left vertebral arterioles 82.67 74.08 -10.39% 25.66 19.77 -22.95%
Left internal carotid 140.36 124.19 -11.52% 74.99 62.99 -16.00%
Left internal carotid arterioles 101.30 90.77 -10.40% 39.52 32.47 -17.84%
Left external carotid 141.51 125.13 -11.58% 76.19 63.99 -16.01%
Left external carotid arterioles 100.25 89.30 -10.92% 38.03 30.53 -19.72%

Cardio-thoracic region (0D-1D)

LA and MV 8.67 8.54 -1.50% 2.49 2.27 -8.84%
LV and AV 121.27 105.10 -13.33% 118.26 101.38 -14.27%
RA and TV 7.93 7.42 -6.43% 3.12 3.12 /
RV and PV 23.56 21.08 -10.53% 20.40 17.73 -13.09%
Pulmonary arteries 23.35 20.92 -10.41% 13.49 10.93 -18.98%
Pulmonary veins 9.10 8.68 -4.62% 1.21 0.83 -31.40%
SVC 9.09 8.59 -5.50% 4.77 5.00 +4.82%
IVC 7.91 7.14 -9.73% 2.73 1.83 -32.97%
Intercostals 141.78 124.59 -12.12% 74.57 61.88 -17.02%
Intercostals arterioles 115.90 103.48 -10.72% 51.63 43.67 -15.42%
Left brachial 130.85 115.57 -11.68% 63.59 52.85 -16.89%

Abdominal region and organs (0D-1D)

Gastric 130.97 116.02 -11.41% 67.09 56.02 -16.50%
Gastric arterioles 56.93 50.23 -11.77% 16.94 13.02 -23.14%
Coeliac A 135.66 119.61 -11.83% 70.55 58.49 -17.09%
Left renal 127.89 113.58 -11.19% 64.44 53.80 -16.51%
Left renal arterioles (U and L) 78.37 68.11 -13.09% 24.92 18.91 -24.12%
U ABD venules 13.64 12.39 -9.16% 1.60 1.15 -28.12%
L ABD venules 13.81 13.03 -5.65% 1.74 1.38 -20.69%

Lower limbs region (0D-1D)

Inner iliac 137.60 121.48 -11.72% 76.79 63.97 -16.69%
Inner iliac arterioles 105.54 90.17 -14.56% 46.21 35.46 -23.26%
Deep femoral 136.30 120.03 -11.94% 77.21 63.70 -17.50%
Deep femoral arterioles 86.66 73.92 -14.70% 33.69 25.66 -23.83%
Anterior tibial 144.32 124.92 -13.44% 91.07 73.91 -18.84%
Anterior tibial arterioles 45.93 40.33 -12.19% 14.13 10.91 -22.79%
Posterior tibial 144.91 125.36 -13.49% 91.46 74.11 -18.97%
Posterior tibial arterioles 85.48 72.87 -14.75% 35.96 27.65 -23.11%
Legs capillaries 31.59 29.23 -7.47% 8.30 6.71 -19.16%
Legs veins 7.78 7.32 -5.91% 0.25 0.11 -56.00%
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Table 7.11: NSD values at different sites for pressure, p′, and flow rate, Q′, signals.
Table extracted from [92].

Cardiovascular region NSD p′ NSD Q′

Arterial tree pathway (1D)

Ascending aorta 0.19 0.28
Thoracic aorta 0.24 0.37
Abdominal aorta A 0.31 0.37
Abdominal aorta E 0.33 0.47
External iliac 0.34 0.49
Femoral 0.37 0.56

Cerebral region (0D-1D)

HA veins 0.56 0.56
Left vertebral 0.25 0.32
Left vertebral arterioles 0.25 0.23
Left internal carotid 0.30 0.43
Left internal carotid arterioles 0.26 0.27
Left external carotid 0.30 0.41
Left external carotid arterioles 0.23 0.25

Cardio-thoracic region (0D-1D)

LA and MV 0.26 0.34
LV and AV 0.13 0.28
RA and TV 0.41 0.44
RV and PV 0.15 0.23
Pulmonary arteries 0.16 0.17
Pulmonary veins 0.31 0.23
SVC 0.51 0.49
IVC 0.46 0.44
Intercostals 0.29 0.49
Intercostals arterioles 0.26 0.28
Left brachial 0.25 0.42

Abdominal region and organs (0D-1D)

Gastric 0.31 0.32
Gastric arterioles 0.28 0.31
Coeliac A 0.30 0.39
Left renal 0.27 0.32
U left renal arterioles 0.30 0.33
L left renal arterioles 0.30 0.30
U ABD venules 0.30 0.30
L ABD venules 0.33 0.33

Lower limbs region (0D-1D)

Inner iliac 0.34 0.48
Inner iliac arterioles 0.34 0.35
Deep femoral 0.37 0.48
Deep femoral arterioles 0.38 0.37
Anterior tibial 0.48 0.54
Anterior tibial arterioles 0.45 0.60
Posterior tibial 0.48 0.63
Posterior tibial arterioles 0.48 0.52
Legs capillaries 0.40 0.40
Legs veins 0.50 0.50
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Chapter 8

Conclusions

Cardiovascular modelling has been adopted in the last two decades to provide
additional answers to a number of different clinical and aerospace questions. In
this Thesis, we have developed a closed-loop multiscale model of human circulation,
which can be applied to both the clinical and aerospace worlds, and has been ex-
ploited to investigate the cardiovascular system functioning during atrial fibrillation
and microgravity exposure. The results of the present work confirm the enormous
potentiality of the computational approach in exploring cardiovascular-related top-
ics, and demonstrate the possibility to use cardiovascular models to noninvasively
estimate haemodynamic measurements on either general and specific subjects.

The development of the global cardiovascular model has relied on former studies,
which have however been modified and arranged together, in order to create a
comprehensive and versatile framework reproducing the most important aspects
of the cardiovascular apparatus. This model combines a 1D representation of the
systemic arterial tree, with a multiscale (0D-1D) model of the coronary circulation,
a 0D model of the microcirculation, venous return, heart-pulmonary circulation,
and a short-term baroreflex mechanism assuring the mean arterial pressure control
and regulation beat by beat.

The reliability of the proposed modelling approach has been tested through
the generic model, whose geometrical and mechanical properties refer to a healthy
and young man, and on 12 individuals through a patient-specific version of the
same modelling solution. The validity of the generic model has been proved by
qualitatively/quantitatively comparing the pressure, flow rate and volume wave-
forms/mean values provided by the model (for a normal heart rhythm of 75 bpm)
with the same variables available in literature along the systemic arterial tree,
venous return, heart-pulmonary and coronary circulation. Key haemodynamic pa-
rameters at heart level obtained by the model have also been compared with the
corresponding mean values indicated in literature. For all these data, we have
found a good correspondence between measurements/behaviours reported in liter-
ature and model outcomes. In the patient-specific case, instead, the beat-averaged
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values of systolic, diastolic, mean and pulse aortic pressures invasively detected on
12 supine elderly subjects have been likened with the relative steady-state pres-
sure values got from the model tailored on each patient. The strong point of the
patient-specific model is that it requires as input data just noninvasive information
from each individual to simulate. Since the errors committed by the patient-specific
model are smaller or slightly higher than the ones produced by common noninvasive
techniques to evaluate central blood pressure, the model exhibits a good patient-
specific response, although it deserves to be further analysed in a larger cohort of
individuals.

A simplified version of the model, describing the systemic arterial tree and left
heart-coronary circulation, has been applied to inquire into two different topics in
case of atrial fibrillation (AF): the effects of the sole heart rhythm variations on the
systemic arterial tree at a normal mean heart rate of 75 bpm (Arterial tree study),
and the consequences of five different mean heart rates (HRs), from 50 to 130 bpm,
on the coronary function (Coronary study).

• The arterial tree study demonstrates that rhythm alterations alone during
AF are perfectly able to induce serious modifications in terms of pressure
and peripheral perfusion, if compared to sinus rhythm (SR). In fact, systolic
and diastolic pressure fluctuations significantly grow from SR to AF, espe-
cially at peripheral districts, and the probability of reaching extreme pressure
values is much more higher in AF than in SR. Therefore, pressures which
are uncommon in SR become likely in AF. It follows that AF could be re-
sponsible for important dysfunctions, especially in persistent cases, when the
whole circulation is continuously exposed to abnormal pressure values and
oscillations.

• The coronary study highlights that higher mean HRs in case of AF cause
significant changes in the waveform and amplitude of the LAD (along the Left
Anterior Descending Coronary artery) flow rate signals, and also lead to a not
negligible decline in the total coronary flow rate (CBF ) per heartbeat period.
In other words, CBF shows a maximum value at about 90 bpm, decreasing
for higher mean HRs. However, since the amount of oxygen required by
the coronary circulation to properly work always rises with the mean HR, it
results an impairment of the coronary circulation between 90 and 110 bpm.
In addition, it has been verified that the typical correlation in SR between
CBF and CPP (i.e., the coronary perfusion pressure) is basically lost in AF
for mean HRs higher than 90 bpm, when CPP cannot longer be used as a
surrogate measure of CBF .

A slight different version of the global model has been employed to analyse the
functioning of the whole cardiovascular apparatus after about 5/6 months in space,
without countermeasures and with respect to the supine configuration on Earth.
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The model outcomes have been compared with the small set of haemodynamic pa-
rameters directly measured on astronauts in space after long-duration spaceflights
and available in literature, obtaining a satisfying feedback. A more precise descrip-
tion of human circulation after long-term microgravity exposure has been also pro-
vided in terms of beat-averaged pressure/flow rate/volume values, maximum and
pulse pressure values, and pressure/flow rate waveform variations. It emerges that
the 0G adaptation point after months in space resembles a relaxed and sedentary
cardiovascular configuration, with important and varied haemodynamic changes.
Moreover, not negligible waveform modifications at capillary-venous level can alter
the regular perfusion and nutrient supply to all the body tissues with respect to
the 1G state.

One of the main limitation of the modelling approach is the presence of many
free parameters. The latter are often difficult to set, especially on specific subjects,
and introduce a degree of uncertainty, which slows down the spread of the com-
putational approach to clinical uses. In fact, despite the uncertainty associated
to parameters like the vessel lumen areas and lengths could be reduced by adopt-
ing real geometries derived from scans, a great deal of other parameters should be
still imposed. This problem is surely intrinsic to the modelling approach and is
thus arduous to eliminate. However, an extensive uncertainty quantification should
be performed as future step before further progressing along this line of research.
Such a study would be useful to better identify the major sources of errors in the
model, which could maybe be mitigated, by better adjusting the parameter setting
or introducing additional improvements to the modelling of specific physiological
phenomena and cardiovascular regions.

All in all, this work represents an invitation to continue exploring the universe
of the multiscale cardiovascular modelling, which is nowadays proposed as inno-
vative instrument in a variety of fields and for multiple applications. It starts to
be used as support to clinicians in diagnostics and decision-making, and to repro-
duce the haemodynamics of more or less extended patient-specific cardiovascular
regions in presence of identified diseases. Specific cardiovascular domains, in fact,
can be recreated from the scans of real patients through advanced imaging tech-
niques, thus making detailed multiscale models patient-specific through the exact
cardiovascular geometry of the subject to treat. Multiscale modelling is also em-
ployed to identify effects and determinants of specific pathologies, which can be
simulated by actively modify the geometrical and mechanical properties of refer-
ence models, which are representative of healthy cases. This can be done on both
generic and patient-specific frameworks. In the first case, to investigate punctual
clinical questions associated to one or more cardiovascular diseases, thus neglect-
ing all the other confounding factors derived from concomitant disorders. In the
second case, to forecast the progression of recognised cardiovascular pathologies,
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such as aneurysms, on the affected patients. Multiscale modelling is then exploited
to answer space medicine questions, which are becoming numerous in view of new
and more challenging space journeys. Indeed, different researchers are proposing
cardiovascular models to more deeply understand the consequences of long-term
microgravity and hypogravity exposure on the cardiovascular physiology, and pro-
pose optimal programmes of countermeasures to partially or totally compensate for
the drawbacks of demanding environments like the outer space. In this complex
and variegated scenario and on the wake of the results shown in the above, two
possible future projects seem particularly interesting

• The first one could consist in a more extended validation of the patient-
specific model presented in this work. In fact, as written before, it should be
tested over a larger cohort. The latter should include about 50 young and old
individuals, equally distributed among men and women. Moreover, contem-
porary pressure measurements at different arterial locations would be useful
to verify the reliability of the model, not only at central but also at peripheral
locations. This study would allow us to definitely prove the effectiveness of
the proposed framework as patient-specific model and more precisely identify
possible correlations between model errors and patient-specific input data.

• The second one could instead consist in verifying the role of specific counter-
measures, such as resistive exercise, lower body negative pressure and hyper-
gravity exposure through centrifugation, on the cardiovascular deconditioning
experienced by astronauts while in space. Such a study would be helpful to
identify the best countermeasure protocols to apply to different mission con-
figurations and acceleration conditions. This would be extremely useful in
a near future, as human presence in space is though to increase. In fact, a
Moon base is going to be constructed and a trip to Mars is being planned.
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Appendix A

1D model details

This appendix contains additional information on the 1D model of the systemic
arterial tree presented in section 3.1. Details about the resolution of the boundary
condition at arterial bifurcations and the numerical method are also provided.

A.1 Geometry and properties of 1D arteries
For each artery, Table A.1 indicates the length (lv0), the number of segments

discretising lv0 (Nv), the proximal (Din0) and distal (Dout0) diameters, the wall
thickness (hw0) - assumed constant over the vessel length -, and the viscoelasticity
coefficient (Kvisc). For distal arteries, the relative characteristic impedance (Zc) is
also reported. Diameters and lengths are the ones by Reymond et al. [279], while
wall thickness values and viscoelasticity coefficients are the ones by Blanco et al.
[30], with modifications at some sites. Characteristic impedances are obtained as

Zc = ρc/Aout0 , (A.1)

with ρ = 1050 kg/m3 the blood density, c the pulse wave velocity in resting blood
- calculated according to the (3.73) -, and Aout0 = π

(︂
D2

out0/4
)︂

the distal area. All
these data refer to the reference pressure: p0 = 100 mmHg.

A.2 Initial conditions of 1D arteries
At the initial state, area and flow rate at the extremes (nodes) of the segments

of all the 1D arteries are imposed. Flow rates are set null everywhere, while areas
are obtained from data in Table. A.1. Knowing the areas at the inlet and outlet of
the generic artery and its length (Ain0 , Aout0 and lv0 , respectively), one calculates
the angle between the apothem and the vessel axis, αv, and determines the area at
the j-th node as
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Table A.1: Data of the systemic arterial tree adopted for the relative 1D model.
For each artery the following information are provided: reference number according
to Figure 3.1 (column i), name (column ii), length (lv0), number of segments dis-
cretising lv0 (Nv), proximal diameter (Din0), distal diameter (Dout0), wall thickness
(hw0), viscoelasticity coefficient (Kvisc). Characteristic impedances (Zc) - calcu-
lated through the (A.1) - are provided for all distal arteries. All these data refer to
the reference pressure p0 = 100 mmHg.

N Arterial tract lv0 (Nv) Din0 Dout0 hw0 Kvisc Zc

right/left [mm] [mm] [mm] [mm] [mmHg s] [ mmHg*s
ml ]

1 Ascending Aorta 40 (8) 29.40 29.30 1.63 33
2 Aortic Arch A 20 (4) 24.10 24 1.32 33
3 Brachiocephalic 34 (6) 19.40 18 0.86 33
4/19 Subclavian A 34 (6) 12.90/11 9/8.5 0.67 33
5/15 Common Carotid 94/139 (10) 15.10/12.40 7/6 0.63 33
6/20 Vertebral 149/148 (10) 4.10/3.80 2.80/2.80 0.45 67 11.72
7/21 Subclavian B, 422 (10) 8.90/8.40 4.70 0.66 33

Axillary, Brachial
8/22 Radial 235 (10) 3.70/3.30 3.10/2.80 0.43 67 9.27/11.72
9/23 Ulnar A 67 (10) 3.70/4 3.40/4 0.49 67
10/24 Interosseous 79 (10) 2.10/1.80 1.80/1.80 0.28 134 32.37
11/25 Ulnar B 171 (10) 3.20/4.10 2.80/3.70 0.49 67 11.72/6.17
12/16 Internal Carotid 178 (10) 5.70/5 4.30/4.10 0.39 67 4.37/4.87
13/17 External Carotid 41 (6) 5/4.50 4.50/4.10 0.42 67 3.93/4.87
14 Aortic Arch B 39 (8) 22 20.80 1.27 33
18 Thoracic Aorta 52 (10) 20 18.90 1.20 33
26 Intercostals 80 (10) 12.60 9.50 1.20 67 0.71
27 Thoracic Aorta B 104 (10) 16.50 12.90 1.16 33
28 Abdominal Aorta A 53 (10) 12.20 12.20 1.08 33
29 Coeliac A 20 (4) 7.80 6.90 0.64 33
30 Coeliac B 25 (4) 5.20 4.90 0.64 33
31 Hepatic 66 (10) 5.40 4.40 0.49 33 4.14
32 Gastric 71 (10) 3.20 3 0.45 33 7.10
33 Splenic 63 (10) 4.20 3.90 0.54 33 5.47
34 Superior Mesenteric 59 (10) 7.90 7.10 0.69 33 1.38
35 Abdominal Aorta B 20 (4) 11.50 11.30 0.8 33
36/38 Renal 32 (6) 4.90 4.90/5.2 0.53 33 3.17/2.82
37 Abdominal Aorta C 20 (4) 11.20 11.20 0.8 33
39 Abdominal Aorta D 106 (10) 11 11 0.8 33
40 Inferior Mesenteric 50 (8) 4.70 3.20 0.43 33 8.62
41 Abdominal Aorta E 20 (4) 10.80 10.40 0.8 33
42 Common Iliac 59 (10) 7.90 7 0.76 33
43 Inner Iliac 50 (8) 4 4 0.4 134 5.16
44 External Iliac 144 (10) 6.40 6.10 0.55 33
45 Deep Femoral 126 (10) 4 3.70 0.49 134 6.17
46 Femoral 443 (10) 5.20 3.80 0.5 67
47 Anterior Tibial 343 (10) 2.60 2.30 0.39 134 10.22
48 Posterior Tibial 321 (10) 3.10 2.80 0.45 134 11.72

Aj0 = Ain0 + αvjLspezz, for j = 1 : Nv + 1,
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Table A.2: Data of the systemic left and right coronary arteries for the relative
1D model (geometry by Mynard et al. [227]). For each artery the following infor-
mation are provided: reference number according to Figure 3.13 (column i), name
(column ii), length (lv0), number of segments discretising lv0 (Nv), proximal diam-
eter (Din0), distal diameter (Dout0), wall thickness (hw0), viscoelasticity coefficient
(Kvisc). Characteristic impedances (Zca) - calculated through the (A.1) - are pro-
vided for all distal arteries. All these data refer to the reference pressure p0 = 100
mmHg.

N Arterial tract lv0 (Nv) Din0 Dout0 hw0 Kvisc Zca

right/left [mm] [mm] [mm] [mm] [mmHg s] [ mmHg*s
ml ]

49 Left Main 12 (4) 4.50 4.50 0.4 134
Coronary Artery

50 Left Anterior 18 (4) 3.70 3.70 0.4 134
Descending Artery I

51 Circumflex Artery I 32 (4) 3.60 3.60 0.4 134
52 Marginal Artery 73 (6) 2.50 2.50 0.3 134 15.21
53 Circumflex Artery II 43 (6) 3 3 0.3 134 10
54 Diagonal Artery 65 (6) 2.40 2.40 0.2 134 16.71
55 Left Anterior 22 (6) 3.30 3.30 0.3 134

Descending Artery II
56 Septal Artery 45 (6) 2.40 2.40 0.2 134 16.71
57 Left Anterior 100 (8) 2.70 2.70 0.3 134 12.74

Descending Artery III
58 Right Coronary Artery I 50 (6) 4.10 4.10 0.4 134
59 Acute Marginal Artery I 34 (6) 2.50 2.50 0.3 134 15.21
60 Right Coronary Artery II 48 (6) 3.60 3.60 0.4 134
61 Acute Marginal Artery II 23 (6) 2.10 2.10 0.2 134 22.71
62 Right Coronary Artery III 89 (8) 3.20 3.20 0.3 134 8.62

with Lspezz = lv0/Nv the length of the Nv segments making up the generic artery.

A.3 Details on the numerical method
The strong form of a given physical problem is represented by its governing

equations (which are typically partial differential equations) and boundary con-
ditions. The weak form is an integral representation of the strong form and is
necessary for the application of the so called variationally-based methods, such as
the Finite Element Method (FEM). In fact, while techniques like the Finite Differ-
ence Method (FDM) lead to a direct discretisation of partial differential equations,
variationally-based methods require the weak form as basis of discretisation [75].
This feature of variationally-based methods is in common with the Discountinuous
Galerkin Method (DGM), which we here use.

In order to obtain the weak form of system (3.40) over the generic elemental
region Ωe, we multiply it for a set of arbitrary functions, ψ, and integrate it over

201



A – 1D model details

Table A.3: Arterial diameters and lengths by Liang et al. [180]. For each artery
the following information are provided: reference number according to Figure 3.1
(column i), name (column ii), length (lv0), proximal diameter (Din0), distal diameter
(Dout0).

N Arterial tract lv0 Din0 Dout0
right/left [mm] [mm] [mm]
1 Ascending Aorta 40 30.50 28.40
2 Aortic Arch A 30 28.40 26.84
3 Brachiocephalic 35 13 12.40
4/19 Subclavian A 35 8.50 8.14
5/15 Common Carotid 117/208 8 7.7/7.4
6/20 Vertebral 135 4 4
7/21 Subclavian B, 398 8.14 4.60

Axillary, Brachial
8/22 Radial 220 3.50 2.80
9/23 Ulnar A 67 4.30 4.30
10/24 Interosseous 70 2 2
11/25 Ulnar B 170 4.06 3.60
12/16 Internal Carotid 176 6 5.5
13/17 External Carotid 145/177 7.40/4 6.28/4
14 Aortic Arch B 40 26.84 24.92
18 Thoracic Aorta 55 24.92 22.48
26 Intercostals 73 6 6
27 Thoracic Aorta B 105 22.48 18.48
28 Abdominal Aorta A 53 18.48 16.76
29 Coeliac A 20 7 6
30 Coeliac B 20 6 5
31 Hepatic 65 5.50 5
32 Gastric 55 4 4
33 Splenic 58 3.5 3
34 Superior Mesenteric 50 8 7
35 Abdominal Aorta B 15 16.76 16.28
36/38 Renal 30 5.50 5.50
37 Abdominal Aorta C 15 16.28 15.84
39 Abdominal Aorta D 125 15.84 12.54
40 Inferior Mesenteric 38 4 3.50
41 Abdominal Aorta E 80 12.54 11
42 Common Iliac 58 8 7.4
43 Inner Iliac 45 4 4
44 External Iliac 145 7.40 6.28
45 Deep Femoral 113 4 4
46 Femoral 443 (10) 6.28 5.5
47 Anterior Tibial 322 5 5
48 Posterior Tibial 344 3.5 3.5

Ωe. Namely,

∫︂
Ωe

∂U
∂t

ψdz +
∫︂

Ωe

∂F
∂z

ψdz +
∫︂

Ωe

Sψdz = 0,

which one can more synthetically write as
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(︄
∂U
∂t

, ψ

)︄
Ωe

+
(︄
∂F
∂z

, ψ

)︄
Ωe

+ (S, ψ)Ωe
= 0.

ψ are usually called weight functions or test functions. They are required to be
arbitrary, in order to guarantee the equivalence between strong and weak forms,
and continuously differentiable over the integration domain (in this case Ωe).

The last equation above is usually simplified by integrating the second term by
part:

(︄
∂F
∂z

, ψ

)︄
Ωe

= [Fψ]δΩe
−
(︄

F,
dψ
dz

)︄
Ωe

.

Thus, the complete equation becomes

(︄
∂U
∂t

, ψ

)︄
Ωe

+ [Fψ]δΩe
−
(︄

F,
dψ
dz

)︄
Ωe

+ (S, ψ)Ωe
= 0,

which is the weak form of system (3.40) over Ωe. This form is said weak because,
contrary to system (3.40), it has to hold in integral sense and is thus subjected
to weaker continuity requirements. Nonetheless, it is worth to say that strong and
weak forms imply each other, meaning that the resolution of the weak form includes
the resolution of the strong form, as demonstrated in simpler cases elsewhere [75].

Since the problem has to be solved in descrete form, both the solution U and
test functions ψ have to be discretised. We define the descrete solution as Uh and
the descrete test functions as ψh. The latter equation is thus rewritten as

(︄
∂Uh

∂t
, ψh

)︄
Ωe

+ [F(Uh)ψh]δΩe
−
(︄

F(Uh), dψh

dz

)︄
Ωe

+ (S(Uh), ψh)Ωe
= 0.

When adopting a variationally-based method, Uh can be taken to belong to any
class of functions (from Legendre polynomials to exponential functions). We here
suppose that Uh belongs to the finite dimensional space of the Langrange polyno-
mials of degree 1. Thus, one can write Uh over the linear element Ωe as
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Uh =
2∑︂

i=1
αiϕi,

where αi are the (time dependent) unknown weights at the nodes (1 and 2) of the
element Ωe, and ϕi are the trial functions over the element Ωe, which are represented
in Figure A.1. In particular, ϕ1 = 1−ξ

2 and ϕ2 = 1+ξ
2 , with ξ a non dimensional

coordinate of z (see equation (3.46)). ϕ1 and ϕ2 are equal to 1 at one node (at node
1 for ϕ1 and at node 2 for ϕ2), 0 at the other node, and 1/2 at the middle of the
element. Thus, the descrete solution Uh coincides with the local weight at each
elemental node (α1 at node 1 and α2 at node 2). Notice that, since the solution
U is a column vector (U = [A,Q]T ), α1 and α2 are column vectors too. Namely,
α1 = [α1A, α1Q]T and α2 = [α2A, α2Q]T , where each subscript (1A, 1Q, 2A and 2Q)
identifies the node (1 or 2) and the unknown (A or Q) each weight is associated to.
It follows that Uh can be written in matrix form as in equation (3.45). As usually
done with the DGM, descrete test functions ψh are chosen in the same descrete
space as Uh. Therefore, ψ1 = ϕ1 = 1−ξ

2 and ψ2 = ϕ2 = 1+ξ
2 .

Figure A.1: Representation of the trial functions ϕ1 and ϕ2 over the generic element
Ωe.

To summarize, the resolution of equation (3.40) over the elemental region Ωe

through the DGM is based on the weak form of the same equation, which can then
be discretised. The resolution of the discretised equation on the generic element Ωe

is described in section 3.1.5.
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A.4 Equation (3.70)

det
(︁
H̄ − ΛĪ

)︁
= 0,

det
[︄

−λ, 1∑︁3
j=1

jAjBj+1
ρ − βQ2

A2 ,
2βQ

A − λ

]︄
= 0,

− λ

(︃
2βQ
A

− λ

)︃
+ βQ2

A2 − A

ρ

(︁
B2 + 2AB3 + 3A2B4

)︁
= 0,

λ2 − 2βQ
A

λ+ βQ2

A2 − A

ρ

(︁
B2 + 2AB3 + 3A2B4

)︁
= 0,

λ = βQ

A
±

√︄
A

ρ
(B2 + 2B3A+ 3B4A2) + Q2

A2 β(β − 1),

λ = βQ

A
± c;λ1 = βQ

A
− c;λ2 = βQ

A
+ c.

A.5 Equation (3.74)

[k1λ1 , k2λ1 ] det
(︁
H̄ − λ1Ī

)︁
= [0, 0] ,

[k1λ1 , k2λ1 ]
[︄

−λ1, 1∑︁3
j=1

jAjBj+1
ρ − βQ2

A2 ,
2βQ

A − λ1

]︄
= [0, 0] ,

[k1λ1 , k2λ1 ]
[︃
−λ1, 1
(), 2βQ

A − λ1

]︃
= [0, 0] ,[︃

−k1λ1λ1 + k2λ1(), k1λ1 +
(︃

2βQ
A

− λ1

)︃
k2λ1

]︃
= [0, 0] ,⎧⎪⎨⎪⎩

− k1λ1λ1 + k2λ1() = 0,

k1λ1λ1 +
(︃

2βQ
A

− λ1

)︃
k2λ1 = 0,⎧⎪⎪⎨⎪⎪⎩

k1λ1 = k2λ1()
λ1

= 0,

�
��k2λ1 () +

(︃
2βQ
A

− λ1

)︃
�

��k2λ1 λ1 = 0.

The second equation of the system above is verified for any value of k2λ1 . Thus,
one can choose k2λ1 = 1. Substituting this expression into either the first or second
equation, one finds the value of k1λ1 satisfying the above system. Working on the
first equation, one gets
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k1λ1 = ()
λ1
,

=
A
ρ

(︁
B2 + 2B3A+ 3B4A

2)︁− βQ2

A2

βQ
A − c

,

=
c2 − β2Q2

A2

βQ
A − c

,

= ��
���(︂

c− βQ
A

)︂ (︂
c+ βQ

A

)︂
−
�

����(︂
c− βQ

A

)︂ ,

= −λ2.

Therefore, the row eigenvector corresponding to λ1 is l1 = [−λ2,1].

A.6 Equation (3.75)

[k1λ2 , k2λ2 ] det
(︁
H̄ − λ2Ī

)︁
= [0, 0] ,

[k1λ2 , k2λ2 ]
[︄

−λ2, 1∑︁3
j=1

jAjBj+1
ρ − βQ2

A2 ,
2βQ

A − λ2

]︄
= [0, 0] ,

[k1λ2 , k2λ2 ]
[︃
−λ2, 1
(), 2βQ

A − λ2

]︃
= [0, 0] ,[︃

−k1λ2λ2 + k2λ2(), k1λ2 +
(︃

2βQ
A

− λ2

)︃
k2λ2

]︃
= [0, 0] ,⎧⎪⎨⎪⎩

− k1λ2λ2 + k2λ2() = 0,

k1λ2λ2 +
(︃

2βQ
A

− λ2

)︃
k2λ2 = 0,⎧⎪⎪⎨⎪⎪⎩

k1λ2 = k2λ2()
λ2

= 0,

���k2λ2 () +
(︃

2βQ
A

− λ2

)︃
���k2λ2 λ2 = 0.

The second equation of the system above is verified for any value of k2λ2 . Thus,
one can choose k2λ2 = 1. Substituting this expression into either the first or second
equation, one finds the value of k1λ2 satisfying the above system. Working on the
first equation, one gets
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k1λ2 = ()
λ2
,

=
A
ρ

(︁
B2 + 2B3A+ 3B4A

2)︁− βQ2

A2

βQ
A + c

,

=
c2 − β2Q2

A2

βQ
A + c

,

=

(︂
c− βQ

A

)︂
���

��(︂
c+ βQ

A

)︂
��

���(︂
c+ βQ

A

)︂ ,

= −λ1.

Therefore, the row eigenvector corresponding to λ2 is l2 = [−λ1,1].

A.7 Equation (3.90)

L̄n(Un+1 − Ui) = L̄∗
n(U∗

n − U∗
i ) + ∆T

(︄
Λ̄∗

n
∂L̄∗

n
∂z

(U∗
n − U∗

i ) − L̄∗
n(S∗

2n
− S∗

2i
)
)︄
,[︃

−λ2n
, 1

−λ1n
, 1

]︃ [︃
An+1 −Ai

Qn+1 −Qi

]︃
=
[︃
−λ∗

2n
, 1

−λ∗
1n
, 1

]︃ [︃
A∗

n −A∗
i

Q∗
n −Q∗

i

]︃
+ ...

...∆T
(︄[︃

λ∗
1n
, 0

0, λ∗
2n

]︃[︄
− ∂λ∗

2n

∂z , 0
− ∂λ∗

1n

∂z , 0

]︄ [︃
A∗

n −A∗
i

Q∗
n −Q∗

i

]︃
−
[︃
−λ∗

2n
, 1

−λ∗
1n
, 1

]︃ [︃
0

()n∗−i∗

]︃)︄
.

We recall that subscripts n, n + 1 and i refer to time, i.e., n: tn = n∆T , n + 1:
tn+1 = (n + 1)∆T and i: initial time. In addition, variables without superscript
are those at the boundary one is considering, while variables with superscript ∗
are those at a distance c∆T form the boundary. The term ()n∗−i∗ is the difference
between the second component of vector S2 (3.71) evaluated at a distance c∆T
form the boundary, at time tn and at initial time.

The above system leads to two compatibility equations
1.

− λ2n(An+1 −Ai) + (Qn+1 −Qi) = ...

...− λ∗
2n

(A∗
n −A∗

i ) + (Q∗
n −Q∗

i ) + ∆T
(︃

−λ∗
1n

∂λ∗
2n

∂z
(A∗

n −A∗
i ) − ()n∗−i∗

)︃
,

2.

− λ1n
(An+1 −Ai) + (Qn+1 −Qi) = ...

...− λ∗
1n

(A∗
n −A∗

i ) + (Q∗
n −Q∗

i ) + ∆T
(︃

−λ∗
2n

∂λ∗
1n

∂z
(A∗

n −A∗
I) − ()n∗−i∗

)︃
,
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where the first equation refers to the first characteristic line (the one with slope
λ1), while the second equation refers to the second characteristic line (the one with
slope λ2). Since at initial state flow rate is set null everywhere (Qi = 0), the two
compatibility equations become

1.

Qn+1 −Q∗
n − λ2n(An+1 −Ai) + λ∗

2n
(A∗

n −A∗
i )...

...− ∆T
(︃

−λ∗
1n

∂λ∗
2n

∂z
(A∗

n −A∗
i ) − ()n∗−i∗

)︃
= 0,

2.

Qn+1 −Q∗
n − λ1n

(An+1 −Ai) + λ∗
1n

(A∗
n −A∗

i )...

...− ∆T
(︃

−λ∗
2n

∂λ∗
1n

∂z
(A∗

n −A∗
i ) − ()n∗−i∗

)︃
= 0.

To solve time tn+1, the unknowns are An+1 and Qn+1, while all the other terms
are known. Thus, one can write the two compatibility equations as

1.

Qn+1 = λ2nAn+1 + tn1,

2.

Qn+1 = λ1nAn+1 + tn2,

where

tn1 = Q∗
n − λ2n

Ai − λ∗
2n

(A∗
n −A∗

i ) + ∆T
(︃

−λ∗
1n

∂λ∗
2n

∂z
(A∗

n −A∗
i ) − ()n∗−i∗

)︃
,

tn2 = Q∗
n − λ1nAi − λ∗

1n
(A∗

n −A∗
i ) + ∆T

(︃
−λ∗

2n

∂λ∗
1n

∂z
(A∗

n −A∗
i ) − ()n∗−i∗

)︃
.

(A.2)

When applying a two-steps Runge-Kutta method the terms tn1 and tn2 modify
with the time step. We have, for the first time step (tn+1/2 = (n+ 1/2)∆T ),

tn1 = Q1∗
n − λ2n

Ai − λ1∗
2n

(A1∗
n −A1∗

i ) + ∆T
2

(︃
−λ1∗

1n

∂λ1∗
2n

∂z
(A1∗

n −A1∗
i ) − ()n1∗−i1∗

)︃
,

tn2 = Q1∗
n − λ1nAi − λ1∗

1n
(A1∗

n −A1∗
i ) + ∆T

2

(︃
−λ1∗

2n

∂λ1∗
1n

∂z
(A1∗

n −A1∗
i ) − ()n1∗−i1∗

)︃
,

(A.3)

and for the second time step (tn+1)

tn1 = Q2∗
n − λ2n

Ai − λ2∗
2n

(A2∗
n −A2∗

i ) + ∆T
(︃

−λ1n+1/2

∂λ2n+1/2

∂z
(An+1/2 −A2∗

i ) − ()n+1/2−i2∗

)︃
,

tn2 = Q2∗
n − λ1n

Ai − λ2∗
1n

(A2∗
n −A2∗

i ) + ∆T
(︃

−λ2n+1/2

∂λ1n+1/2

∂z
(An+1/2 −A2∗

i ) − ()n+1/2−i2∗

)︃
.

(A.4)
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The superscripts 1∗ and 2∗ refer to the points located at a distance from the
boundary equal to c∆T/2 and c∆T , respectively. Then, subscripts n, n+ 1/2 and
n+ 1 refer to times tn, tn+1/2 and tn+1, respectively.

A.8 Resolution of a generic arterial bifurcation
The generic arterial bifurcation, represented in Figure 3.6, is solved by the

system

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p1 + 1
2ρū

2
1 = p2 + 1

2ρū
2
2,

p1 + 1
2ρū

2
1 = p3 + 1

2ρū
2
3,

Q1 = Q2 +Q3,

Q1 = λ1,1A1 + tn2,1,

Q2 = λ2,2A2 + tn1,2,

Q2 = λ2,3A3 + tn1,3.

(A.5)

The first three equations give the physical boundary condition (equation (3.68)),
while the last three equations are the compatibility conditions (equations (3.91)
and (3.92)) - one per artery - chosen according to the rules in section 3.1.7. The
subscripts of variables p, Q and A are 1 for the parent artery and 2/3 for the
daughter arteries at the bifurcation. For variables λ and tn, instead, the first
subscript refers to the characteristic line (1 for the backward line and 2 for the
forward one), and the second subscript to the vessel number as before.

To solve this system, one uses the definition of pressure (equation (3.34)) and
approximates ū as Q/A. With these substitutions, one gets a system of three
not-linear equations in A1, A2 and A3. Namely,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

B1,1 +B2,1A1 +B3,1A
2
1 +B4,1A

3
1 − B5,1√

A1

∂Q1

∂z
+ 1

2ρ
(︃
λ1,1A1 + tn2,1

A1

)︃2
= ...

...B1,2 +B2,2A2 +B3,2A
2
2 +B4,2A

3
2 − B5,2√

A2

∂Q2

∂z
+ 1

2ρ
(︃
λ2,2A2 + tn1,2

A2

)︃2
,

B1,1 +B2,1A1 +B3,1A
2
1 +B4,1A

3
1 − B5,1√

A1

∂Q1

∂z
+ 1

2ρ
(︃
λ1,1A1 + tn2,1

A1

)︃2
= ...

...B1,3 +B2,3A3 +B3,3A
2
3 +B4,3A

3
3 − B5,3√

A3

∂Q3

∂z
+ 1

2ρ
(︃
λ2,3A3 + tn1,3

A3

)︃2
,

λ1,1A1 + tn2,1 = λ2,2A2 + tn1,2 + λ2,3A3 + tn1,3.

This latter is rewritten as
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f1 : K1 +B2,1A1 +B3,1A
2
1 +B4,1A

3
1 + ρ

2

(︃
tn2,1

A1
+ λ1,1

)︃2
+ ...

...−B2,2A2 −B3,2A
2
2 −B4,2A

3
2 − ρ

2

(︃
tn1,2

A2
+ λ2,2

)︃2
= 0,

f2 : K2 +B2,1A1 +B3,1A
2
1 +B4,1A

3
1 + ρ

2

(︃
tn2,1

A1
+ λ1,1

)︃2
+ ...

...−B2,3A3 −B3,3A
2
3 −B4,3A

3
3 − ρ

2

(︃
tn1,3

A3
+ λ2,3

)︃2
= 0,

f3 : K3 + λ1,1A1 − λ2,2A2 − λ2,3A3 = 0,

with

K1 = B1,1 −B1,2 − B5,1√
A1

∂Q1

∂z
+ B5,2√

A2

∂Q2

∂z
, K2 = B1,1 −B1,3 − B5,1√

A1

∂Q1

∂z
+ B5,3√

A3

∂Q3

∂z
,

K3 = tn2,1 − tn1,2 − tn1,3.

The system above can be written in the form

F(X) = 0,

with

F(X) = [f1, f2, f3]T ,

and

X = [A1, A2, A3]T .

It is solved through the multidimensional Newton method as

Xm+1 = Xm − F(Xm)
F′(Xm) ,

where Xm and Xm+1 are the old and updated values of vector X, and F′(Xm), the
Jacobian matrix, is defined as
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F′(Xm) =

⎡⎢⎢⎢⎢⎢⎢⎣
∂f1
∂A1

∂f1
∂A2

∂f1
∂A3

∂f2
∂A1

∂f2
∂A2

∂f2
∂A3

∂f3
∂A1

∂f3
∂A2

∂f3
∂A3

⎤⎥⎥⎥⎥⎥⎥⎦ ,

with

∂f1

∂A1
= B2,1 + 2B3,1A1 + 3B4,1A

2
1 + ρ

(︃
tn2,1

A1
+ λ1,1

)︃(︃
− tn2,1

A2
1

)︃
,

∂f1

∂A2
= −B2,2 − 2B3,2A2 − 3B4,2A

2
2 − ρ

(︃
tn1,2

A2
+ λ2,2

)︃(︃
− tn1,2

A2
2

)︃
,

∂f1

∂A3
= 0,

∂f2

∂A1
= B2,1 + 2B3,1A1 + 3B4,1A

2
1 + ρ

(︃
tn2,1

A1
+ λ1,1

)︃(︃
− tn2,1

A2
1

)︃
,

∂f2

∂A2
= 0,

∂f2

∂A3
= −B2,3 − 2B3,3A3 − 3B4,3A

2
3 − ρ

(︃
tn1,3

A3
+ λ2,3

)︃(︃
− tn1,3

A2
3

)︃
,

∂f3

∂A1
= λ1,1,

∂f3

∂A2
= −λ2,2

∂f3

∂A3
= −λ2,3.
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Appendix B

0D models details

This appendix contains additional information on the 0D model of the systemic,
heart and pulmonary circulations presented in section 3.2, together with the barore-
flex model introduced in section 3.5. Details about the resolution of the boundary
condition at the entrance to the aorta and distal arteries are also provided.

B.1 Parameters and initial conditions of RLC mod-
els

Table B.1 gives the parameters (according to Liang et al. [181] with adjust-
ments) and initial conditions of the RLC models used to represent some portions
of the systemic circulation, as introduced in section 3.2.1. Initial conditions are
the values of flow rate, Q0

j , and pressure, p0
j , for each j-th compartment. Q0

j

are set null. p0
j are calculated from the relationship linking pressure and volume,

p0
j = (V 0

j − Vj0)/Ci, with the initial values of total volumes, V 0
j , and unstressed

volumes, Vj0 , (unstressed volumes of venules and veins change with time because
of the baroreflex action) set in order to have a global blood volume of 5.7 l, and
respect the vascular and regional blood volume distribution according to [120, 119,
176].

B.2 Parameters and initial conditions of cardiac
chambers

Table B.2 reports the parameters (according to [30, 120, 180, 181] with some
variations) and initial conditions used in the 0D models of cardiac chambers, as
introduced in section 3.2.2. Initial conditions consist in the values of pressure,
p0

ch, within each cardiac chamber. p0
ch are calculated from the relationship linking

pressure and volume, p0
ch = E0

ch(V 0
ch − V0,ch), where E0

ch is the initial elastance
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Table B.1: Parameters of the RLC models representing some portions of the sys-
temic circulation. For the j-th compartment the following data are reported: re-
sistance (Rj), compliance (Cj), inertance (Lj), unstressed volume (Vj0), and initial
values of pressure (p0

j) and total volume (V 0
j ).

Cardiovascular region Rj Cj Lj Vj0 p0
j V 0

j[︂
mmHgs

ml

]︂ [︂
ml

mmHg

]︂ [︂
mmHgs2

ml

]︂
[ml] [mmHg] [ml]

Arteries
Pulmonary 0.08 3.8 - 44.30 526.27 59.30
Arterioles
Vertebral (6/20) 25.88 0.013 0.019 4.2 40 4.72
Radial (8/22) 17.03 0.014 0.018 3.6 40 4.16
Interosseous (10/24) 393.70 0.0009 0.07 3.6 40 3.64
Ulnar B (11/25) 19.69 0.014 0.018 3.6 40 4.16
Internal Carotid (12/16) 23.60 0.015 0.017 4.2 40 4.80
External Carotid (13/17) 21.85 0.015 0.017 4.2 40 4.80
Intercostals (26) 5.61 0.054 0.009 6.9 40 9.06
Hepatic (31) 16.24 0.021 0.015 30.6 40 31.44
Gastric (32) 8.91 0.033 0.012 9.3 40 10.62
Splenic (33) 21.33 0.014 0.018 11.6 40 12.16
Superior Mesenteric (34) 3.85 0.081 0.007 15.9 40 19.14
Renal (36/38) 4.31 0.068 0.008 5.9 40 8.62
Inferior Mesenteric (40) 30.74 0.011 0.02 11.9 40 12.34
Inner Iliac (43) 23.48 0.014 0.018 3.5 40 4.06
Deep femoral (45) 13.37 0.023 0.014 14.4 40 15.32
Anterior Tibial (47) 14.03 0.023 0.014 14.4 40 15.32
Posterior Tibial (48) 30.44 0.01 0.021 14.4 40 14.80
Capillaries
HA 0.97 0.03 0.003 74.8 150 79.3
ABD LEGS 0.29 0.1 0.003 202.3 121 214.4
Venules
HA 0.14 0.5 0.001 288.6 139.4 358.3
ABD LEGS 0.04 1.5 0.001 780.4 125.47 968.6
Veins
Pulmonary 0.01 20.5 - 232.6 509.88 311.2
HA 0.03 15 0.0005 323.5 8.45 450.2
ABD LEGS 0.009 75 0.0005 1378.9 7.21 1919.3
Venae Cavae
SVC 0.0005 5 0.0005 4.9 0.44 7.1
IVC 0.0005 15 0.0005 14.8 0.44 21.4

(calculated through the (3.97)), V 0
ch is the initial total volume, and V0,ch is the

unstressed volume (unstressed volumes of cardiac chambers are constant with time)
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B.3 – Parameters and initial conditions of cardiac valves

of the generic cardiac chamber. The latter volumes, as before, are set in order to
have a global blood volume of 5.7 l, and respect the vascular and regional blood
volume distribution according to [120, 119, 176].

Table B.2: Parameters of the 0D models of cardiac chambers. There is an indi-
cation of the following data: atrial (Tac/Tar) and ventricular (Tvc/Tvr) periods of
contraction/relaxation, times when atrial start contracting/relaxing (tac/tar), am-
plitude/minimum values of the elastances (EA,ch/EB,ch), unstressed volumes (V0,ch),
and initial values of total volumes (V 0

ch) and pressures (p0
ch). RR is the heartbeat

duration.

Cardiac chamber RA RV LA LV

Tac [s] 0.17RR 0.17RR
Tar [s] Tac Tac

Tvc [s] 0.3
√
RR 0.3

√
RR

Tvr [s] Tvc

2
Tvc

2
tac [s] 0.8RR 0.8RR
tar [s] tac + Tac tac + Tac

EA,ch

[︂
mmHg

ml

]︂
0.06 0.65 0.07 2.75

EB,ch

[︂
mmHg

ml

]︂
0.14 0.073 0.11 0.083

V0,ch [ml] 6 12 6 7
V 0

ch [mmHg] 91.9 116.3 109.9 109.4
p0

ch [mmHg] 16.79 7.61 18.16 8.50

B.3 Parameters and initial conditions of cardiac
valves

Table B.3 reports the parameters (according to Blanco et al. [30]) used in the
0D models of cardiac valves, introduced in section 3.2.2. Initial conditions consist
in the values of the flow rate through each cardiac valve, Q0

va, and the angle formed
by the valve leaflets, θ0

va, both set at 0.
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B – 0D models details

Table B.3: Parameters of the 0D models of cardiac valves. For each cardiac valve
there is an indication of the following data: viscous resistance (Rva), fluid inertance
(Lva), turbulent flow separation coefficient (Bva), and coefficients to calculate the
forces applied to the valve leaflets (kp/Iao, kq/Iao, kf/Iao, and kv/Iao, with Iao the
momentum of inertia of the valve).

Cardiac valve TV PV MV AV

Rva · 10−6
[︂

mmHg s
ml

]︂
4.5 4.5 4.5 4.5

Lva · 10−6
[︂

mmHg s2

ml

]︂
3.75 3.75 3.75 3.75

Bva · 10−6
[︂

mmHg s2

ml2

]︂
4.8 5.67 4.8 5.67

kp/Iao

[︂
rad

mmHg s2

]︂
5500 5500 5500 55000

kq/Iao

[︁ rad
ml s

]︁
2 2 2 2

kf/Iao

[︁ rad
ml s

]︁
50 50 50 50

kv/Iao

[︁ rad
ml s

]︁
3.5 3.5 3.5 7

B.4 System solving the 0D model of the systemic
microcirculation and venous return, with the
heart and pulmonary circulation

The 0D circuit representing the systemic microcirculation and venous return,
with the heart and pulmonary circulation, is represented in Figure 3.11. It is solved
by the system of ordinary differential equations (B.1), with variables in red provided
by the boundaries to the 0D model, and the opposite for variables in green.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dpart,i_HA

dt = Qter_art,i_HA −Qart,i_HA

Cart,i_HA
, ∀iHA,

dQart,i_HA

dt = part,i_HA −Rart,i_HAQart,i_HA − pc_HA

Lart,i_HA
, ∀iHA,

dpc_HA

dt =
∑︁

iHA(Qart,i_HA) −Qc_HA

Cc_HA
,

dQc_HA

dt = pc_HA −Rc_HAQc_HA − pve_HA

Lc_HA
,

dpve_HA

dt = Qc_HA −Qve_HA

Cve_HA
,

dQve_HA

dt = pve_HA −Rve_HAQve_HA − pv_HA

Lve_HA
,

...

(B.1)
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...

dpv_HA

dt = Qve_HA −Qv_HA

Cv_HA
,

dQv_HA

dt = pv_HA −Rv_HAQv_HA − psvc

Lv_HA
,

dpsvc

dt = Qv_HA −Qsvc

Csvc
,

dQsvc

dt = psvc −RsvcQsvc − pra

Lsvc
,

dpart,i_AL

dt = Qter_art,i_AL −Qart,i_AL

Cart,i_AL
, ∀iAL,

dQart,i_AL

dt = part,i_AL −Rart,i_ALQart,i_AL − pc_AL

Lart,i_AL
, ∀iAL,

dpc_AL

dt =
∑︁

iAL(Qart,i_AL) −Qc_AL

Cc_AL
,

dQc_AL

dt = pc_AL −Rc_ALQc_AL − pve_AL

Lc_AL
,

dpve_AL

dt = Qc_AL −Qve_AL

Cve_AL
,

dQve_AL

dt = pve_AL −Rve_ALQve_AL − pv_AL

Lve_AL
,

dpv_AL

dt = Qve_AL −Qv_AL

Cv_AL
,

dQv_AL

dt = pv_AL −Rv_ALQv_AL − pivc

Lv_AL
,

dpivc

dt = Qv_AL −Qivc

Civc
,

dQivc

dt = pivc −RivcQivc − pra

Livc
,

pra = Era(Vra − V0,ra),
dpra

dt = dEra

dt (Vra − V0,ra) + Era(Qsvc +Qivc +
∑︂

k

(Qout,k) −QT V ),

dQT V

dt = 1
LT V

(︃
−RT V QT V −BT V |QT V |QT V + (1 − cos(θT V ))4

(1 − cos(θmax))4 (pra − prv)
)︃
,

dθT V

dt = fT V ,

dfT V

dt = kp_T V (pra − prv) + kq_T V QT V cosθT V − kf_T V fT V − kv_T V QT V sin(2θT V ), if pra ≥ prv,

dfT V

dt = kp_T V (pra − prv) + kq_T V QT V cosθT V − kf_T V fT V , if pra < prv,

prv = Erv(Vrv − V0,rv),
...
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...

dprv

dt = dErv

dt (Vrv − V0,rv) + Erv(QT V −QP V ),

dQP V

dt = 1
LP V

(︃
−RP V QP V −BP V |QP V |QP V + (1 − cos(θP V ))4

(1 − cos(θmax))4 (prv − ppa)
)︃
,

dθP V

dt = fP V ,

dfP V

dt = kp_P V (prv − ppa) + kq_P V QP V cosθP V − kf_P V fP V − kv_P V QP V sin(2θP V ), if prv ≥ ppa,

dfP V

dt = kp_P V (prv − ppa) + kq_P V QP V cosθP V − kf_P V fP V , if prv < ppa,

dppa

dt = QP V −Qpa

Cpa
,

Qpa = ppa − ppv

Rpa
,

dppv

dt = Qpa −Qpv

Cpv
,

Qpv = ppv − pla

Rpv
,

pla = Ela(Vla − V0,la),
dpla

dt = dEla

dt (Vla − V0,la) + Ela(Qpv −QMV ),

dQMV

vt
= 1
LMV

(︃
−RMV QMV −BMV |QMV |QMV + (1 − cos(θMV ))4

(1 − cos(θmax))4 (pla − plv)
)︃
,

dθMV

dt = fMV ,

dfMV

dt = kp_MV (pla − plv) + kq_MV QMV cosθMV − kf_MV fMV − kv_MV QMV sin(2θMV ), if pla ≥ plv,

dfMV

dt = kp_MV (pla − plv) + kq_MV QMV cosθMV − kf_MV fMV , if pla < plv,

plv = Elv(Vlv − V0,lv),
dplv

dt = dElv

dt (Vlv − V0,lv) + Elv(QMV − Qaor),

Based on system (B.1), one can define the vector of the complete 0D system

V0D = [part,i_HA, Qart,i_HA, pc_HA, Qc_HA, pve_HA, Qve_HA, pv_HA, Qv_HA, psvc, Qsvc,

part,i_AL, Qart,i_AL, pc_AL, Qc_AL, pve_AL, Qve_AL, pv_AL, Qv_AL, pivc, Qivc, pra,

QT V , θT V , fT V , prv, QP V , θP V , fP V , ppa, Qpa, ppv, Qpv, pla, QMV , θMV , fMV , plv],

and the vector of the variables required by the 0D model at its boundaries.
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B.5 – Resolution of the entrance to the aorta

Vb,0D = [Qter_art,i_HA, Qter_art,i_AL, Qout,k, Qaor].

Qout,k are the flow rates exiting the microvascular distal districts of terminal coro-
nary arteries. Thus, the term ∑︁

k(Qout,k) in the above system disappears as coro-
naries are not included in the global model.

Notice that Qaor and Qter_art,i_HA/AL = Qter_art,i also belong to the vector of
variables required by the 1D model at the boundaries, that is

Vb,1D = [Qaor, Aaor, Qter_art,i, Ater_art,i].

We recall that Aaor and Ater_art,i can be obtained from paor and pter_art,i (which de-
rive from the boundary resolution), respectively, through the constitutive equation
of pressure (equation (3.34)).

B.5 Resolution of the entrance to the aorta
The entrance to the aorta is solved by coupling the equation solving the aortic

valve (equation (3.100)), representing the physical boundary condition, the con-
stitutive equation of pressure (equation (3.34)), and the compatibility condition
(equation (3.91)), which is chosen according to the rules in section 3.1.7. Namely,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dQaor

dt = 1
LAV

(︃
−RAV Qaor −BAV |Qaor|Qaor + (1 − cos(θAV ))4

(1 − cos(θmax))4 (plv − paor)
)︃
,

dθAV

dt = fAV ,

dfAV

dt = kp_AV (plv − paor) + kq_AV Qaorcos(θAV ) = −kf_AV fAV − kv_AV Qaorsin(2θAV ), if plv ≥ paor,

dfAV

dt = kp_AV (plv − paor) + kq_AV Qaorcos(θAV ) − kf_AV fAV , if plv < paor,

paor = B1,aor +B2,aorAaor +B3,aorA
2
aor +B4,aorA

3
aor − B5,aor√

Aaor

∂Qaor

∂z
,

Qaor = λ2,aorAaor + tn1,aor.
(B.2)

Notice that variables in red are provided by the boundary resolution to the 0D
model, while the opposite for variables in green. Ordinary differential equations
are solved through a two steps Runge-Kutta explicit scheme, coherently with the
resolution of the 0D model (section 3.2.3). This allows one to update at each time
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step Qaor, θAV , dθAV

dt
. Aaor and paor are then updated through the compatibility

condition and the constitutive equation for pressure, respectively.

B.6 Resolution of the i-th systemic distal artery
The i-th terminal artery, represented in Figure 3.5, is solved by system⎧⎨⎩ Qter_art,i = pter_art,i − part,i

Zc,i
,

Qter_art,i = λ1,ter_art,iAter_art,i + tn2,ter_art,i.

(B.3)

The first equation is the physical boundary condition (equation (3.67)) and the
last equation is the compatibility condition (equation (3.92)), chosen according to
the rules in section 3.1.7. All variables are defined at the end of the terminal
artery (subscript: ∗ter_art,i), apart from part,i, which is provided by the 0D model
of the following arteriole. Notice that the flow rate at the i-th terminal artery
coincides with the flow rate entering the i-th arteriole. Combining the definition
of pressure (equation (3.34)) with the equations of system (B.3), one finds the
not-linear equation in Ater_art,i

f : B1,ter_art,i +B2,ter_art,iAter_art,i +B3,ter_art,iA
2
ter_art,i +B4,ter_art,iA

3
ter_art,i + ...

...− B5,ter_art,i√︁
Ater_art,i

∂Qter_art,i

∂z
− part,i − (λ1,ter_art,iAter_art,i + tn2,ter_art,i)Zc,i = 0.

This latter is solved through the Newton method as

Am+1
ter_art,i = Am

ter_art,i −
f(Am

ter_art,i)
f ′(Am

ter_art,i)
,

where f ′(Ater_art,i), the first derivative of f , is equal to

f ′(Ater_art,i) =B2,ter_art,i + 2B3,ter_art,iAter_art,i + 3B4,ter_art,iA
2
ter_art,i + ...

...+ 1
2
B5,ter_art,i

A
3/2
ter_art,i

∂Qter_art,i

∂z
− λ1,ter_art,iZc,i.
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B.7 Resolution of the k-th distal coronary artery
The k-th terminal artery is solved by system⎧⎪⎨⎪⎩

Qter_art,k = pter_art,k − pa,k

Zca,k

,

Qter_art,k = λ1,ter_art,kAter_art,k + tn2,ter_art,k.

(B.4)

The first equation is the physical boundary condition (equation (3.120)) and the
last equation is the the compatibility condition (equation (3.92)), which is chosen
according to the rules in section 3.1.7. All variables are defined at the end of the
terminal artery (subscript: ∗ter_art,k), apart from pa,k, written in green because pro-
vided by the coronary microvascular distal district (system (3.123)). The procedure
to solve system (B.4) is the one developed to solve system (B.3).

B.8 Parameters of barorereflex system
Table B.4 indicates the parameters adopted in the 0D model of the baroreflex

system according to [256].

Table B.4: Parameters adopted in the 0D model of the baroreflex system. For
each efferent organ the following data are given: the time it takes for the efferent
response to be fully active (τm), the weights of the sympathetic (αm) and parasym-
pathetic (βm) activity, the constant (γm), and the saturation levels (max and min).
All variables apart from τm are given in non-dimensional form and are made di-
mensional by multiplying them for their reference values. The reference HR is 75
bpm, the reference EA,rv−lv are the ones in Table B.2, and the reference Rart−c,
Cve−v and V0,ve−v are the ones in Table B.1.

Efferent Organ τm αm βm γm min max
[s]

HR 3 0.75 0.75 1 0.25 1.75
EA,rv−lv 3 0.40 0 0.80 0.8 1.2
Rart−c 15 0.80 0 0.60 0.6 1.4
Cve−v 30 -0.20 0 1.10 0.9 1.1
V0,ve−v 30 -0.42 0 1.21 0.79 1.21
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Appendix C

Details about the models adopted
for the applications in chapter 6

This appendix contains some details about the models adopted for the applica-
tions reported in chapters 6 and 7.

C.1 3-elements Windkessel models in chapter 6
Table C.1 indicates the parameters of the 3-elements Windkessel models asso-

ciated to the simplified version of the model adopted in chapter 6. For each distal
artery, Rw1, Rw2 and Cw correspond to the proximal resistance, distal resistance,
and compliance of the relative peripheral zone.

C.2 Parameters of the 0D compartments of the
model in chapter 7

Table C.2 indicates the parameters of the 0D compartments integrated in the
model used in chapter 7 to simulate both the 1G and 0G conditions. For each com-
partment and configuration, the values of resistance, R [mmHg s/ml], compliance,
C [ml/mmHg], inertance, L [mmHg s2/ml], and unstressed volume, V0 [ml], are
provided.
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Table C.1: Parameters of the 3-elements Windkessel models closing the terminating
1D arteries in the simplified model adopted in chapter 6. For each distal artery, the
following information are reported: name (reference number according to Figure
3.1) (column i), proximal resistance (Rw1), distal resistance (Rw2) and compliance
(Cw).

Distal artery R1w R2w Cw[︂
mmHgs

ml

]︂ [︂
mmHgs

ml

]︂ [︂
ml

mmHg

]︂
Vertebral (6/20) 11.72 33.36 0.0041
Radial (8/22) 9.27 30.33 0.0070
Interosseous (10/24) 32.37 599.90 0.000441
Ulnar B (11/25) 11.72 27.89 0.0070
Internal Carotid (12/16) 4.37 99.89 0.0018
External Carotid (13/17) 3.93 100.32 0.0018
Intercostals (26) 0.71 9.77 0.027
Hepatic (31) 4.14 23.09 0.010
Gastric (32) 10 30.60 0.0069
Splenic (33) 5.47 11.89 0.016
Superior Mesenteric (34) 1.38 5.60 0.040
Renal (36/38) 3.17 5.30 0.033
Inferior Mesenteric (40) 8.62 42.96 0.0054
Inner Iliac (43) 5.16 54.40 0.0047
Deep femoral (45) 6.17 29.64 0.0078
Anterior Tibial (47) 12.89 29 0.0067
Posterior Tibial (48) 11.72 24.10 0.0078
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Table C.2: Parameters of the 0D compartments integrated in the model used in
chapter 7 to simulate both the 1G and 0G conditions. For each compartment,
the following information are given: resistance R [mmHg s/ml], compliance C
[ml/mmHg], inertance L [mmHg s2/ml], and unstressed volume V0 [ml], in 1G
supine and 0G conditions.

Cardiovascular region 1G 0G
R, C, L, V0 R, C, L, V0

Arteries

Pulmonary 0.08, 3.8, /, 42.80 0.08, 3.97, /, 58.24

Arterioles

Vertebral (6/20) 25.88, 0.013, 0.019, 4 28.40, 0.013, 0.019, 2.85
Radial (8/22) 17.03, 0.014, 0.018, 3.40 17.03, 0.014, 0.018, 2.25
Interosseous (10/24) 393.70, 0.0009, 0.07, 3.40 393.70, 0.0009, 0.07, 2.25
Ulnar B (11/25) 19.69, 0.014, 0.018, 3.40 19.69, 0.014, 0.018, 2.25
Internal carotid (12/16) 23.60, 0.015, 0.017, 4 25.90, 0.015, 0.017, 2.85
External Carotid (13/17) 21.85, 0.015, 0.017, 4 23.98, 0.015, 0.017, 2.85
Intercostals (26) 5.61, 0.054, 0.009, 6.60 5.61, 0.054, 0.009, 5.45
Hepatic (31) 16.24, 0.021, 0.015, 29.60 16.24, 0.021, 0.015, 28.45
Gastric (32) 8.91, 0.033, 0.012, 8.90 8.91, 0.033, 0.012, 7.75
Splenic U (33) 127.98, 0.014, 0.11, 11.20 127.98, 0.014, 0.11, 10.05
Splenic L (33) 25.60, 0.014, 0.022, 11.20 23.04, 0.014, 0.022, 10.05
Superior mesenteric (34) 3.85, 0.081, 0.007, 15.40 3.46, 0.081, 0.007, 14.25
Renal U (36/38) 8.62, 0.068, 0.016, 5.70 8.62, 0.068, 0.016, 4.55
Renal L (36/38) 8.62, 0.068, 0.016, 5.70 7.76, 0.068, 0.016, 4.55
Inferior mesenteric (40) 30.74, 0.011, 0.02, 11.50 27.60, 0.011, 0.02, 10.35
Inner iliac (43) 23.48, 0.014, 0.018, 3.4 21.08, 0.014, 0.018, 2.25
Deep femoral (45) 13.37, 0.023, 0.014, 13.90 12, 0.023, 0.014, 12.75
Anterior tibial (47) 5.51, 0.023, 0.014, 13.90 4.95, 0.023, 0.014, 12.75
Posterior tibial (48) 30.44, 0.010, 0.021, 13.90 27.33, 0.010, 0.021, 12.75

Capillaries

HA 0.81, 0.03, 0.00045, 72.20 0.81, 0.03, 0.00045, 75
U ABD 0.65, 0.031, 0.00043, 89.80 0.65, 0.031, 0.00043, 89.58
L ABD 0.68, 0.038, 0.00047, 48.10 0.68, 0.038, 0.00047, 27.33
LEGS 0.87, 0.032, 0.00034, 57.20 0.87, 0.032, 0.00034, 35.49

Venules

HA 0.26, 0.6, 0.0005, 278.40 0.26, 0.6, 0.0005, 289.21
U ABD 0.21, 0.61, 0.00077, 256.30 0.21, 0.61, 0.00077, 255.68
L ABD 0.22, 0.46, 0.00013, 226.60 0.22, 0.46, 0.00013, 128.77
LEGS 0.28, 0.53, 0.00061, 269.80 0.28, 0.53, 0.00061, 167.40

Veins

HA 0.022, 15, 0.00056, 312 0.022, 15, 0.00056, 324.11
SVC 5E-4, 15, 0.0005, 14.30 5E-4, 15, 0.0005, 14.27
IVC 5E-4, 15, 0.0005, 4.80 5E-4, 15, 0.0005, 4.99
Pulmonary 0.01, 20.5, /, 224.60 0.01, 21.47, /, 305.60
U ABD 0.035, 49.35, 0.00084, 427.60 0.035, 49.35, 0.00084, 426.57
L ABD 0.06, 16.78, 0.00094, 412 0.06, 16.78, 0.00094, 234.13
LEGS 0.07, 9.87, 0.00067, 490.60 0.07, 12.53, 0.00067, 304.39
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Appendix D

List of symbols

This appendix contains the full list of acronyms and symbols adopted through-
out the text in alphabetical order, with Greek letters at the and of the list. Each
symbol is taken as a unique word and its subscript is considered as part of the word.
Numbers are indicated before letters, letters in lower case are put before letters in
upper case, punctuation is neglected, superscripts are taken into account last.

A : Vessel area,
A : Time-averaged vessel area,
A0 : Vessel area at p0,

A1 : Area at the outlet of the parent artery for an arterial bifurcation,
A2 : Area at the entrance to the first daughter artery (vessel 2) for an arterial bifurcation,
A3 : Area at the entrance to the second daughter artery (vessel 3) for an arterial bifurcation,
Aaor : Area at the entrance to the aorta,
AD : Average diameter,
AF : Atrial fibrillation,
age : Age,
ageref : Age of the reference subject,
AI : Augementation index,
AIAA : Augementation index at the ascending aorta,
Ain0 : Proximal vessel area at p0,

Aj0 : Area at thej-th node of the generic artery at p0,

AL : Abdomen and legs,
An+1 : Vessel area at the (n+ 1)-th time step,
Aout0 : Distal vessel area at p0,

Ap : Pressure-dependent function of the vessel area,
AP : Augemented pressure,
AT : Average thickness,
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Ater_art,i : Area at the outlet of the i-th distal artery,
ATV : Atrioventricular,
AV : Aortic valve,
B1 ÷B5 : Pressure coefficients,
BMI : Body mass index,
BP : Blood pressure,
BSA : Body surface area,
Bva : Turbulent flow separation coefficient of the generic cardiac valve,
c : Pulse wave velocity through the (3.73),
C : Capacitor/Compliance,
C1j,k : Compliances of the arterial compartments for the k-th terminal coronary artery,
C1,k : Total arterial compliance associated to the k-th terminal coronary artery,
C1,T : Total arterial compliance to distribute to the arterial compartments of the terminal coronary arteries,
C3j,k : Compliances of the venous compartments for the k-th terminal coronary artery,
C3,k : Total venous compliance associated to the k-th terminal coronary artery,
C3,T : Total venous compliance to distribute to the venous compartments of the terminal coronary arteries,
CAD : Coronary Haert Disease,
Ce

A : Elastic component of the arterial compliance,
Cart : Arteriolar compliance,
Cart,i_HA/AL : Compliance of the i-th arteriole belonging to the HA/AL groups,
CBF : Coronary blood flow,
Cc : Capillary complinace,
Cca,k : Complinace of the k-th terminal coronary artery,
Cc_HA/AL : Compliance of the capillary compartment belonging to the HA/AL groups,
Ccv,k : Complinace of the venula closing the k-th terminal coronary artery,
CEP : Cavity-induced extracellular pressure,
cF T F : Wave speed through the Foot-to-Foot method,
Ce

g : Geometric-dependent function of Ce
A,

Civc : Compliance of the inferior vena cava compartment,
Cj : Compliance of the j-th RLC compartment in the 0D model closing the systemic arterial tree,
cMK : Wave speed through the Moens-Korteweg equation,
CO : Cardiac output,
Cpa : Compliance of the pulmonary artery compartment,
Ce

p : Pressure-dependent function of Ce
A,

CPP : Coronary perfusion pressure,
Cpv : Compliance of the pulmonary vein compartment,
Csvc : Compliance of the superior vena cava compartment,
cv : Coeffient of variation
Cv : Venous compliance,
cvAF : Coeffient of variation associated to a variable calculated in AF
Cvc : Vena cava compliance,
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Cve : Venular compliance,
Cve_HA/AL : Compliance of the venular compartment belonging to the HA/AL groups,
cvG : cv of τG

Cv_HA/AL : Compliance of the venous compartment belonging to the HA/AL groups,
Cv_LEGS : Compliance of the venous compartment belonging to the LEGS groups,
CVP : Central venous pressure,
cvSR : Coeffient of variation associated to a variable calculated in SR
Cw : Compliance of the generic three-elements Windkessel model,
d : Generic distance,
D : Vessel diameter,
D : Time-averaged vessel diameter,
D0 : Vessel diameter at p0,

dart : Arterial diameters,
Din0 : Proximal vessel diameter at p0,

Dout0 : Distal vessel diameter at p0,

E : Elastance,
ea : Atrial ech function,
EA,ch : Amplitude of Ech for the generic cardiac chamber,
EA,lv : Amplitude of Elv,

EA,rv : Amplitude of Erv,

EB,ch : Minimum of Ech for the generic cardiac chamber,
ech : Normalised time-varying function of Ech,

Ech : Elastance of the generic cardiac chamber,
ECG : Electrocardiogram,
EDV : End-diastolic volume,
EF : Ejection fraction,
Ela : Elastance of the left atrium,
Elv : Elastance of the left ventricle,
Em : Incremental elastic modulus of the vessel wall,
Era : Elastance of the right atrium,
Erv : Elastance of the right ventricle,
ESV : End-systolic volume,
ev : Ventricular ech function,
f : Beat frequency,
F : Vector of the flux terms in the conservative formulation,
Fbm : Force acting on the generic valve - the dynamic action of the blood pushing on the valve leaflets,
Ffr : Force acting on the generic valve - frictional effect caused by the tissue resistance,
FLF : Internal boundary flux through the Lax-Friedrichs method,
Fpr : Force acting on the generic valve - pressure gradient,
Fvo : Force acting on the generic valve - effects of the vortexes downstream of the valve,
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g : Gravity vector,
G : Gravity condition on Earth; 1G for gz=9.81 m/s2, 0G for gz=0 m/s2,

G : Vector of known terms in the spatial resolution of the 1D model,
G1/2 : G at nodes 1/2 of the e-th elemental region Ωe for A and Q,

Gn : G at the n-th time step
Gn+1/2 : G at the (n+ 1/2)-th time step
Gn+1 : G at the (n+ 1)-th time step
GLV : Groups of coronary arteries feeding the left ventricle
gr : Radial component of g,
GRV : Groups of coronary arteries feeding the right ventricle
GS : Groups of coronary arteries feeding the septum
gz : Axial component of g,
gϕ : Azimuthal component of g,
h : Body height,
H : Vector representing the distance between the generic site and HIP,

H̄ : Matrix of the derivatives ∂F
∂U ,

HA : Head and arms,
hart : Arterial thicknesses,
HIP : Hydrostatic indifference point,
HR : Heart rate,
href : Body height of the reference subject,
HRref : Heart rate of the reference subject,
hw : Wall thickness,
hw0 : Wall thickness at p0,

Ī : Identity matrix,
Iao : Momentum of inertia of the generic cardiac valve,
IPP : Inter-pleural pressure,
ISS : International Space Station,
IVC : Inferior vena cava,
Kvisc : Effective wall viscosity,
L : Inductor/Inertance,
L̄ : Matrix of the eigenvectors for matrix H
l1/2 : Row eigenvectors corresponding to λ1/2,

LA : Left atrium,
L ABD : Lower abdomen,
LAD : Left Anterior Descending coronary artery,
lart : Arterial lengths,
Lart : Arteriolar inertance,
Lart,i_HA/AL : Inertance of the i-th arteriole belonging to the HA/AL groups,
LAV : Lva for the aortic valve,
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LBNP : Lower body negative pressure,
Lc : Capillary inertance,
Lc_HA/AL : Inertance of the capillary compartment belonging to the HA/AL groups,
le : Length of the element Ωe,

LEGS : Legs,
LEO : Low Earth Orbit,
LH : Left heart,
Livc : Inertance of the inferior vena cava compartment,
Lj : Inertance of the j-th RLC compartment in the 0D model closing the systemic arterial tree,
LMV : Lva for the mitral valve,
L̄n : L̄ at the n-th time step

L̄∗
n : L̄ at the n-th time step and at the point c∆T from the boundary

L̄1∗
n : equal to L̄∗

n

L̄2∗
n : L̄ at the n-th time step and at the point c∆T/2 from the boundary

L̄n+1/2 : L̄ at the (n+ 1/2)-th time step
L̄n+1 : L̄ at the (n+ 1)-th time step
LP V : Lva for the pulmonary valve,
Lspezz : Lenght of the Nv segments discretizing the generic artery,
Lsvc : Inertance of the superior vena cava compartment,
LT V : Lva for the tricuspid valve,
lv : Vessel length,
lv0 : Vessel length at p0,

Lv : Venous inertance,
LV : Left ventricle,
Lva : Fluid inertance of the generic cardiac valve,
Lve : Venular inertance,
Lve_HA/AL : Inertance of the venular compartment belonging to the HA/AL groups,
Lvc : Vena cava inertance,
Lv_HA/AL : Inertance of the venous compartment belonging to the HA/AL groups,
M̄ : Mass matrix in the spatial resolution of the 1D model,
MAP : Mean arterial pressure,
MAV : Mean velocity in time and over the cross sectional area,
MR : Constant linking Rs,j,k to rv,k,

MV : Mitral valve,
Mw : Constant linking wk to rv,k,

MW : Midwall,
N4 : Viscous coefficient,
Ne : Number of elements discretizing the whole network of 1D vessels,
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np : Parasympathetic activity,
ns : Sympathetic activity,
NSD : Normalised signal difference,
Nt : Total number of ∆T intervals to simulate,
Nv : Number of segments discretizing the generic vessel,
p : Excess pressure: pressure impressed by the left ventricle to the blood during ejection,
p̄ : Beat-averaged value of excess pressure,
p0 : Reference pressure,
p1 : Pressure at the outlet of the parent artery for an arterial bifurcation,
p1j,k : Pressure acting on C1j,k,

p1va : Pressure at the inlet of the generic cardiac valve,
p2 : Pressure at the entrance to the first daughter artery (vessel 2) for an arterial bifurcation,
p2va : Pressure at the outlet of the generic cardiac valve,
p3 : Pressure at the entrance to the second daughter artery (vessel 3) for an arterial bifurcation,
p3j,k : Pressure acting on C3j,k,

pacs : Mean aortic-carotid sinus pressure,
pacs,ref : Reference pacs,

pa,k : Arterial pressure for the k-th coronary microvascular distal districts,
paor : Pressure at the entrance to the aorta,
paordia

: Diastolic aortic pressure,
paormean

: Mean aortic pressure,
paorsys

: Systolic aortic pressure,
part : Systemic arterial pressure,
part : Time-averaged value of the systemic arterial pressure over the cardiac cycle,
P ART : Pulmonary arteries,
part,i : Pressure at the entrance to the i-th arteriole,
part,i_HA/AL : Pressure at the entrance to the i-th arteriole belonging to the HA/AL groups,
PC : Pulmonary circulation,
pch : Cardiac chamber pressure,
pc_HA/AL : Pressure at the entrance to the capillary compartment belonging to the HA/AL groups,
pcs,dx : Right carotid sinus pressure,
pcs,sx : Left carotid sinus pressure,
pdb : Diatolic brachial pressure,
PDF : Probability density function,
pdia : Diastolic pressure,
pe : Elastic pressure component,
pE : External pressure acting on the vessel walls,
pedlv : End-diastolic left ventricular pressure,
peslv : End-systolic left ventricular pressure,
pH : Hydrostatic pressure,
pivc : Pressure at the entrance to the inferior vena cava compartment,
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pj/j+1 : Pressure at the inlet/outlet of the j-th RLC compartment in the 0D model of the systemic arterial tree,
pim

j : Intramyocardial pressures in the coronary microvascular distal districts,
pla : Pressure in the left atrium,
plv : Pressure in the left ventricle,
pmax : Maximum pressure,
pmb : Mean brachial pressure pdb + ppb/3,
pmbref

: Mean brachial pressure of the reference subject,
pmean : Mean pressure (pdia + pp/3),
pout,k : Pressure at the outlet of the coronary microvascular distal districts,
pp : Pulse pressure,
ppa : Pressure at the entrance to the pulmonary artery,
ppaor : Aortic pulse pressure,
ppb : Brachial pulse pressure,
ppbref

: Brachial pulse pressure of the reference subject,
ppv : Pressure at the entrance to the pulmonary vein,
Pr : Pearson correlation coefficient,
pra : Pressure in the right atrium,
prv : Pressure in the right ventricle,
psb : Systolic brachial pressure,
psvc : Pressure at the entrance to the superior vena cava compartment,
psys : Systolic pressure,
pT : Transmural pressure,
pter_art,i : Pressure at the outlet of the i-th distal artery,
pter_art,k : Pressure at the outlet of the k-th terminal coronary artery,
PV : Pulmonary valve,
pve_HA/AL : Pressure at the entrance to the venular compartment belonging to the HA/AL groups,
pve : Constant venular pressure at the outlet of the generic three-elements Windkessel model,
P VEN : Pulmonary veins,
pv_HA/AL : Pressure at the entrance to the venous compartment belonging to the HA/AL groups,
pvisc : Viscous pressure component,
pv,k : Venous pressure for the k-th coronary microvascular distal districts,
pw : Pressure at the entrance of the generic three-elements Windkessel model,
PWV : Pulse wave velocity,
PWV0 : Pulse wave velocity at p0,

PWVart : Arterial pulse wave velocity,
q : Mean flow rate per beat,
Q : Flow rate,
Q̄ : Beat-averaged value of flow rate,
Q1 : Flow rate at the outlet of the parent artery for an arterial bifurcation,
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Q1j,k : Flow rates through C1j ,

Q2 : Flow rate at the entrance to the first daughter artery (vessel 2) for an arterial bifurcation,
Q3 : Flow rate at the entrance to the second daughter artery (vessel 3) for an arterial bifurcation,
Q3j,k : Flow rates through C3j ,

Qa,k : Arterial flow rate of the coronary microvascular distal districts,
Qaor : Flow rate at the entrance to the aorta,
Qart,i_HA/AL : Flow rate exiting the i-th arteriole belonging to the HA/AL groups,
QCca,k : Flow rate through Cca,k, QCcv,k : Flow rate through Ccv,k,Qc_HA/AL : Flow rate exiting the capillary compartment belonging to the HA/AL groups,
Qivc : Flow rate exiting the inferior vena cava compartment,
Qj−1/j : Flow rate entering/exiting the j-th RLC compartment in the 0D model of the systemic arterial tree,
Qja,k : Flow rates through R1j,k,

Qjm,k : Flow rates through R2j,k,

Qjv,k : Flow rates through R3j,k,

QLAD : LAD flow rate,
< QLAD >: Average LAD flow rate for a given sequence of RR interbeat intervals,
QLAD,i : LAD flow rate at the i-th heartbeat period,
Qmax,dia : Maximum QLAD during diastole,
Qmax,sys : Maximum QLAD during systole,
Qmean : Mean flow rate over the heartbeat duration,
Qmin : Minimum QLAD throughout the heart cycle,
QMV : Qva for the mitral valve,
Qn+1 : Flow rate at the (n+ 1)-th time step,
Qout,k : Flow rate at the outlet of the coronary microvascular distal districts,
Qpa : Flow rate exiting the pulmonary artery compartment,
Qpv : Flow rate exiting the pulmonary vein compartment,
QP V : Qva for the pulmonary valve,
Qsvc : Flow rate exiting the superior vena cava compartment,
Qter_art,i : Flow rate at the outlet of the i-th distal artery,
Qter_art,i_HA/AL : Flow rate at the outlet of the i-th distal artery belonging to the HA/AL groups,
Qter_art,k : Flow rate at the outlet of the k-th terminal coronary artery,
QT V : Qva for the tricuspid valve,
Qv,k : Venous flow rate of the coronary microvascular distal districts,
Qva : Flow rate through the generic cardiac valve,
Qve_HA/AL : Flow rate exiting the venular compartment belonging to the HA/AL groups,
Qv_HA/AL : Flow rate exiting the venous compartment belonging to the HA/AL groups,
Qw : Flow rate at the entrance of the generic three-elements Windkessel model,
r : Radial coordinate,
R : Resistance,
R0,1j,k : Reference resistances of the arterial compartments for the k-th terminal coronary artery,
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R0,2j,k : Reference resistances of the intermediate compartments for the k-th terminal coronary artery,
R0,3j,k : Reference resistances of the venous compartments for the k-th terminal coronary artery,
R1j,k : Resistances of the arterial compartments for the k-th terminal coronary artery,
R2j,k : Resistances of the intermediate compartments for the k-th terminal coronary artery,
R3j,k : Resistances of the venous compartments for the k-th terminal coronary artery,
RA : Right atrium,
Rart : Arteriolar resistance,
Rart,i_HA/AL : Resistance of the i-th arteriole belonging to the HA/AL groups,
RAV : Rva for the aortic valve,
Rc : Capillary resistance,
Rc_HA/AL : Resistance of the capillary compartment belonging to the HA/AL groups,
Re : Reynolds number,
RH : Right heart,
RI : Reflection index,
Rivc : Resistance of the inferior vena cava compartment,
Rj : Resistance of the j-th RLC compartment in the 0D model closing the systemic arterial tree,
Rj,T : Total resistance of the j-th layer to distribute to the j-th layer of the terminal coronary arteries,
RM : Reflection magnitude,
RMV : Rva for the mitral valve,
Rp : Peripheral resistance,
Rpa : Resistance of the pulmonary artery compartment,
RPP : Rate pressure product,
Rpv : Resistance of the pulmonary vein compartment,
RP V : Rva for the pulmonary valve,
RR : Heartbeat period,
RRAF : AF RR sequence used in the arterial tree study,
RRdia : Diastolic period within RR,
RRSR : SR RR sequence used in the arterial tree study,
RRsys : Systolic period within RR,
Rs,j,k : Sum of the reference resistances for the j-th layer of the k-th terminal coronary artery,
Rsvc : Resistance of the superior vena cava compartment,
RT V : Rva for the tricuspid valve,
rv : Vessel radius,
rv0 : Vessel radius at p0,

Rv : Venous resistance,
RV : Right ventricle,
Rva : Viscous resistance of the generic cardiac valve,
Rvc : Vena cava resistance,
Rve : Venular resistance,
Rve_HA/AL : Resistance of the venular compartment belonging to the HA/AL groups,
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Rv_HA/AL : Resistance of the venous compartment belonging to the HA/AL groups,
rv,k : Vessel radius of the k-th terminal coronary artery,
Rw1 : Proximal resistance of the generic three-elements Windkessel model,
Rw2 : Distal resistance of the generic three-elements Windkessel model,
s : Sex,
S : Vector of the source terms in the conservative formulation,
S2 : Vector of the source terms in the quasi-linear formulation,
S∗

2i
: Initial S2 at the point c∆T from the boundary

S∗
2n

: S2 at the n-th time step and at the point c∆T from the boundary
S1∗

2n
: equal to S∗

2n

S2n+1/2 : S2 at the (n+ 1/2)-th time step
SA : Sinoatrial,
S(f) : Power spectrum,
SC : Systemic circulation,
SEN : Subendocardium,
Sens : Coefficient to determine the sensitivity of output to input parameters,
SEP : Subepicardium,
SIP : Shortening-induced intracellular pressure,
sref : Sex of the reference subject,
SR : Sinux rhythm,
SV : Stroke volume,
SVC : Superior vena cava,
SVLAD : LAD stroke volume; sum of Vsys and Vdia,

SW : Stroke work,
t : Time,
t : Time vector to simulate,
TCVP : Transmural central venous pressure,
tn : n∆T ,
tn+1/2 : (n+ 1/2)∆T ,
tn+1 : (n+ 1)∆T ,
tn1, tn2 : Known terms in the compatibility conditions for λ1,2,

tac : Time when atria start contracting,
Tac : Period of contraction for atria,
tar : Time when atria start relaxing,
Tar : Period of relaxation for ventricles,
TCSA : Total cross sectional area,
TH : Sequence of heartbeat durations to simulate,
TNV : Total number of vessels,
TPR : Total arterial peripheral resistance,
TTI : Tension time index,
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TV : Tricuspid valve,
Tvc : Period of contraction for ventricles,
Tvcref

: Period of contraction for ventricles of the reference subject,
Tvr : Period of relaxation for ventricles,
u : Velocity vector,
U : Vector of the dependent variables in the conservative formulation,
u1 : Q1/A1 at the outlet of the parent artery for an arterial bifurcation,
u2 : Q2/A2 at the entrance to the first daughter artery (vessel 2) for an arterial bifurcation,
u3 : Q3/A3 at the entrance to the second daughter artery (vessel 3) for an arterial bifurcation,
U ABD : Upper abdomen,
Uh : Approximated solution of U,

U−/+
h : Approximated solution of U on the left/right side of the generic internal boundary,

Ui : Initial U
Ui

∗ : Initial U at the point c∆T from the boundary
Un : U at the n-th time step
U∗

n : U at the n-th time step and at the point c∆T from the boundary
U1∗

n : equal to U∗
n

U2∗
n : U at the n-th time step and at the point c∆T/2 from the boundary

Un+1/2 : U at the (n+ 1/2)-th time step
Un+1 : U at the (n+ 1)-th time step
ur : Radial component of u,
uz : Axial component of u,
uz : Axial velocity within the flat core of the velocity profile uz(t, r, z),
uϕ : Azimuthal component of u,
V : Total volume,
V̄ : Beat-averaged value of total volume,
V0 : Unstressed volume,
V0,1j,k : Unstressed volumes of the arterial compartments for the k-th terminal coronary artery,
V0,1,T : Total unstressed volume to distribute to the arterial compartments of the terminal coronary arteries,
V0,3j,k : Unstressed volumes of the venous compartments for the k-th terminal coronary artery,
V0,3,T : Total unstressed volume to distribute to the venous compartments of the terminal coronary arteries,
V0,ch : Unstressed volume of the generic cardiac chamber,
V0D : Vector containing the variables of the 0D model closing the systemic arterial tree,
V0Dkc : Vector containing the variables of the microvascular distal district closing the k-th coronary artery,
V0D

n : V0D at the n-th time step,

V0D
n+1/2 : V0D at the (n+ 1/2)-th time step,

V0D
n+1 : V0D at the (n+ 1)-th time step,

V0,la : Unstressed left atrial volume,
V0,lv : Unstressed left ventricular volume,
V0,ra : Unstressed right atrial volume,
V0,rv : Unstressed right ventricular volume,
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V0,v : Venous unstressed volume,
V0,ve : Venular unstressed volume,
V1j,k : Stressed volumes of the arterial compartments for the k-th terminal coronary artery,
V3j,k : Stressed volumes of the venous compartments for the k-th terminal coronary artery,
Vb,0D : Vector containing the variables at the boundaries of the 0D model closing the systemic arterial tree,
Vb,0Dc : Vector containing the variables at the boundaries of the coronary microvasculature distal districts,
Vb,0D

n : Vb,0D at the n-th time step,

Vb,0D
n+1/2 : Vb,0D at the (n+ 1/2)-th time step,

Vb,0D
n+1 : Vb,0D at the (n+ 1)-th time step,

Vb,1D : Vector containing the variables at the boundaries between the 0D and the 1D model,
Vb,1Dc : Vector containing the variables at the boundaries coronary microvasculature distal districts-1D model,
Vb,1D

n : Vb,1D at the n-th time step,

Vb,1D
n+1/2 : Vb,1D at the (n+ 1/2)-th time step,

Vb,1D
n+1 : Vb,1D at the (n+ 1)-th time step,

Vch : Total volume of the generic cardiac chamber,
Vdia : Blood volume through the LAD artery during diastole,
Vedlv : End-diastolic left-ventricular volume,
Veslv : End-systolic left-ventricular volume,
VIP : Volume Indifference point,
Vj : Total volume of the j-th RLC compartment in the 0D model of the systemic arterial tree,
Vj0 : Unstressed volume of the j-th RLC compartment in the 0D model of the systemic arterial tree,
Vla : Total left atrial volume,
Vlv : Total left ventricular volume,
Vra : Total right atrial volume,
Vrv : Total right ventricular volume,
Vsys : Blood volume through the LAD artery during systole,
w : Body weight,
W : Vector of the characteristic variables,
wk : Portion of the myocardial weight going to the k-th terminal coronary artery,
wLV : Left ventricular weight,
wref : Body weight of the reference subject,
wRV : Right ventricular weight,
wS : Septum weight,
x : Variable to define the distance between th heart and a generic arterial site,
xm : m-th effector organ,
z : Axial coordinate,
Zc : Characteristic impedance,
Zca,k : Characteristic impedance of the k-th terminal coronary artery,
Zc,i : Characteristic impedance of the i-th distal artery,
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Zc,i_HA/AL : Characteristic impedance of the i-th distal artery belonging to the HA/AL groups,
Zcv,k : Characteristic impedance of the venula closing the k-th terminal coronary artery,
ze : Coordinate of the e-th elemental region Ωe,

zl
e : Left coordinate of the e-th elemental region Ωe,

zr
e : Right coordinate of the e-th elemental region Ωe,

α : Vector of weights for the 1D model
α0 : Initial α
α1A/Q : Weights at node 1 of the e-th elemental region Ωe for A and Q

α2A/Q : Weights at node 2 of the e-th elemental region Ωe for A and Q

αn : α at the n-th time step
αn+1/2 : α at the (n+ 1/2)-th time step
αn+1 : α at the (n+ 1)-th time step
αm : Weight of the sympathetic activity for the m-th efferent organ
αv : Angle between the apothem and the vessel axis
αW N : Womersley number
β : Coriolis coefficient
βm : Weight of the parasympathetic activity for the m-th efferent organ
γ : Angle between the axial and horizontal directions
γCEP,j : Vector distributing plv/prv to the different layers in the definition of CEP
γC,j : Vector distributing C1j,k and C3j,k to the different layers
γE : Decay rate of the RR PDF in AF

γm : Constant in the calculation of the derivative dxm

dt
γV 0,j : Vector distributing V0,1j,k and V0,3j,k to the different layers
δ : Boundary layer thickness
δΩe : Boundary of the e-th elemental region,
∆p : Pressure gradient through a vessel, Variation in the mean pressure of a generic organ/vascular region,
∆Q : Mean flow rate through a vessel,
∆t : Time it takes for the minimum of the pressure wave to travel ∆x,

∆T : Time interval discretizing time vector t,
∆V : Variation in the blood volume of a generic organ/vascular region,
∆x : Distance between two generic arterial sites,
θva : Opening angle of the generic cardiac valve,
θmax : Maximum opening angle of the generic cardiac valve,
λ1,2 : Eigenvalues of matrix H - slopes of the charcateristic lines
λ1n,2n : λ1,2 at the n-th time step,
λmax : Maximum eigenvalue of matrix H,

Λ̄ : Matrix of the eigenvalues λ1,2,

Λ̄∗
n : Λ̄ at the n-th time step and at the point c∆T from the boundary,

Λ̄1∗
n : equal to Λ̄∗

n,
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Λ̄n+1/2 : Λ̄ at the (n+ 1)-th time step,
µ : Dynamic viscosity of blood,
µE : Mean value of τE ,

µG : Mean value of τG,

µ(p(t)) : Average waveform of the pressure signal p(t) over the recorded cardiac cycles,
µv : Mean value,
ν : Kinematic viscosity of blood,
νb : Parameter to define the steepness of ns and np,

ξ : Non-dimensional form of ze in the elemental region Ωe,

ρ : Blood density
σE : Standard deviation of τE ,

σG : Standard deviation of τG,

σp(t) : Standard deviation of the pressure signal p(t) over the recorded cardiac cycles,
σQLAD : Standard deviation signal of a sequence of LAD flow rate waveforms,
σv : Standard deviation,
τ : Non-dimensional beating period,
τE : Interbeat time intervals extracted from an uncorrelated white noise-like Exponential distribution,
τG : Interbeat time intervals extracted from a pink noise-like Gaussian distribution,
τm : The time it takes for the efferent response to fully act,
ϕ : Azimuthal coordinate,
ϕ1/2 : Trial function at node 1/2 of the e-th elemental region Ωe,

ϕSIP : Constant in the definition of SIP ,
ψ : Arbitrary test functions in the Discontinuous-Galerkin formulation,
ψh : Discrete arbitrary test functions in the Discontinuous-Galerkin formulation,
ω : Cardiac pulsation,
Ω : Entire domain,
Ωe : e-th elemental region,
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