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Abstract: Lightpaths within optical line systems (OLS)s that deploy coherent optical technolo-
gies are mainly impaired by two additive Gaussian disturbances: the amplified spontaneous
emission (ASE) noise from the optical amplifiers and the non-linear interference (NLI) from
fiber propagation, together with some amount of phase noise, typically compensated for by
the carrier phase estimator module within the digital signal processing (DSP) unit. The main
obstacle in accurately modelling the physical layer of a disaggregated optical network arises
from the spatially-coherent and spectrally-aggregated general behavior of the NLI generation.
Within this paper, we perform an accurate split-step Fourier method (SSFM) physical layer
simulation campaign over a wide range of fiber chromatic dispersion values that range from 2
to 16.7 ps / (nm·km) and channel symbol rates from 32 GBd to 85 GBd. For all the explored
scenarios, we first show that the NLI generation in an OLS can be spectrally disaggregated in a
practical manner by considering a superposition of self-channel (SC) and cross-channel (XC)
NLI components only. Secondly, by considering the span-by-span generalized signal-to-noise
ratio (GSNR) deterioration, we show that the XC-NLI accumulation components can also
be considered as spatially disaggregated, leaving the SC-NLI as the only spatial coherency
contribution. Consequently, by appropriately managing these coherent NLI contributions, we
find that it is possible to produce a conservative physical layer model that is both spectrally and
spatially disaggregated.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Within the past decade there has been a marked increase in optical network capacities and
transmission rates [1,2]. This trend is expected to accelerate in the wake of ever-growing end user
demands, corresponding to the increased popularity of cloud-based services, forays into consumer
software with large data streaming requirements, such as virtual- and augmented-reality [3–5]
and the implementation and development of 5G-enabled services [6,7]. Furthermore, network
operators that deal with fast-adapting optical systems utilizing virtualized software environments
have requirements that are shifting optical network structures towards disaggregation, where
optical line system (OLS) components are controlled by different operators [8,9] in a possibly
multi-vendor and inter-operable scenario [10].

This shift towards disaggregation has been spurred by an increase in OLS flexibility require-
ments [11], requiring OLS components to be considered independently [12], which may prevent
the lightpath (LP) routing history from being fully known. Aside from complicating wavelength
assignment and transmission standardization, this approach also causes the history of LPs to
become either partially or wholly obscured due to communication between different operators
and systems not yet being standardized. This consideration leads to both spatial and spectral

#410333 https://doi.org/10.1364/OSAC.410333
Journal © 2020 Received 17 Sep 2020; revised 29 Oct 2020; accepted 6 Nov 2020; published 1 Dec 2020

https://orcid.org/0000-0002-7581-4100
https://orcid.org/0000-0003-2682-6110
https://orcid.org/0000-0003-0828-6157
https://orcid.org/0000-0003-0691-0067
https://doi.org/10.1364/OA_License_v1#VOR-OA
https://crossmark.crossref.org/dialog/?doi=10.1364/OSAC.410333&amp;domain=pdf&amp;date_stamp=2020-12-01


Research Article Vol. 3, No. 12 / 15 December 2020 / OSA Continuum 3379

disaggregation being required, with the former needed to overcome the lack of LP history
knowledge and the latter being a request to enable alien wavelength management, network slicing
down to the physical layer and to simplify multi-band transmission management. From a physical
layer modelling perspective this is a key issue as, in general, the non-linear interference (NLI)
generation behaves coherently [13–15] with respect to propagation distance and thus depends
upon the LP history. However, as the the NLI generation is a non-linear phenomenon, in principle
it is not spectrally disaggregated.

The mathematical modelling of the NLI has experienced several efforts in recent history. In
[16,17] the NLI was modelled by manipulating the non-linear Schrödinger equation (NLSE) in
the frequency domain as a Four-Wave Mixing (FWM)-like noise, approaching the problem from
a spectrally aggregated perspective. Theoretical approaches to the calculation of NLI are still
being developed – we highlight in particular [18], which presents an analytical solution to the
NLSE using a regular perturbation. In [19–22] the self-channel (SC) and cross-channel (XC)
components of the NLI are treated separately, considering the NLI generation in the time domain
and observing collisions among pulses. In the widely-used Gaussian noise (GN) model [13,16,23]
the NLI is considered as an additive Gaussian noise with incoherent spatial accumulation. This
model has been generalized for frequency and space-dependent gain and losses in [24]. Following
a spectrally and spatially aggregated approach, accurate mathematical models for NLI generation
have also been proposed and effectively tested [25] with excellent results, also for closed-form
expressions, but generally require large computational times. Although aggregated models have
been shown to be accurate and conservative for current, widespread optical network configurations
[26,27], the coherent contribution to the total NLI increases with the symbol rate, reducing
their accuracy [15] and hampering the efforts of network controllers in predicting the quality of
transmission (QoT) degradation.

Furthermore, even if accurate, such approaches are not adequate for the control and management
of a spatially and spectrally disaggregated network [28], because the entire LP history and full
spectral information are often needed as inputs. To achieve this, the NLI contribution on a given
channel under test (CUT) must be considered as independently generated; both on a fiber-by-fiber
basis (spatially disaggregated) and as the superposition of the independent effects generated by
each co-propagating channel (spectrally disaggregated). Regarding the single-channel non-linear
effect (SC-NLI); a greater QoT impairment on the LP is produced as symbol rates increase, which
progresses in line with advancements in commercial equipment [1]. A method to conservatively
consider the SC-NLI in a disaggregated environment has been proposed in [15]. Regarding
the NLI contributions generated by co-propagating wavelength-division multiplexed (WDM)
channels, i.e. the cross-channel non-linear effects (XC-NLI), a Gaussian noise mathematical
model has been proposed in [14]. It has been demonstrated that a spectrally and spatially
disaggregated approach to the XC-NLI generation loses accuracy as cross-channel correlation
lengths increase, occurring when the accumulated dispersion, fiber length or symbol rate decreases
[25,29], however an assessment on the limits of this approach has not yet clearly presented.
In this paper, we aim at defining such limits, observing the accumulation of SC- and XC-NLI
components by accurate split-step Fourier method (SSFM) simulations, within a wide scenario
of dispersion values, symbol rates and WDM grid values.

The remainder of the manuscript is organized as follows: In Sec. 2 we revise the principle of the
disaggregated network abstraction. In Sec. 3 we provide a detailed description of the simulation
setup, considering a point-to-point OLS made of periodically and transparently amplified fiber
spans. The simulation campaign explored values of dispersion from 2 up to 16.7 ps / (nm·km) and
symbol rates, Rs, from 32 GBd up to 85 GBd. Additionally, different WDM flex-grid scenarios are
analyzed to test Rs/∆f ratio values of 0.64 and 0.85. We performed both pump-and-probe (P&P)
and full spectral load (full-spectrum) simulations to investigate the spectral disaggregation and
calculated the NLI contribution after each fiber span to test the spatial disaggregation hypothesis.
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In Sec. 4 we show that the total NLI contribution (SC-NLI+XC-NLI) of an OLS transmitting
under full spectral load may be obtained through a superposition of P&P simulations, highlighting
that NLI generation can be practically considered as spectrally disaggregated for most commercial
applications. Following this, in Sec. 5 we observe the accumulation of the XC-NLI, showing that
it can be considered as spatially disaggregated for all the analyzed cases, expanding upon the
results of [14]. In Sec. 6 we remark that an accurate abstraction of optical fiber transmission is
possible for fully disaggregated networks following the approach presented in [28], at the very
least for the configuration ranges considered within this work. Finally, in Sec. 7 we recap the
main findings of our study. With the proposed approach being valid down to a dispersion of
2 ps / (nm·km), we highlight that in reference to a multi-band OLS over ITU-T G.652D fiber the
spectrally and spatially disaggregated approach to NLI generation can be effectively applied for
the L+C+S+E bands and partially on the O-band, for fiber span lengths of tens of kilometers.

2. Physical layer abstraction in a disaggregated optical network

Estimating QoT degradation in an OLS is commonly performed by calculating the generalized
signal-to-noise ratio (GSNR) degradation, which can be used as a unique figure of merit for the
QoT of a LP [27]. This assumption holds when each LP can be modelled as an additive Gaussian
noise channel, i.e. when the amplified spontaneous emission (ASE) noise from the amplifiers,
the NLI from fiber propagation and any other potential impairment on the CUT can be treated as
additive Gaussian noise sources [13]. This is pertinent for modern optical systems, where the
non-linear phase noise (NLPN) and transmitter phase noise are significantly compensated for by
adequate carrier phase estimation (CPE) algorithms in digital-signal-processing (DSP)-based
receivers [30,31]. This approach has been extensively validated: we highlight in particular for
multi-vendor scenarios [27] and for QPSK, 8-QAM and 16-QAM transceivers [32]. For an OLS
composed of Ns fiber spans, indexed by n, the total GSNR at the end of the last fiber span is given
by:

GSNR =

(︄ Ns∑︂
n=1

GSNR−1
n

)︄−1

. (1)

The GSNR of Eq. 1 may be fully separated into its two contributions: the OSNR considering the
ASE noise of the optical amplifiers and the non-linear SNR (SNRNL) accounting for the NLI-
generated noise sources. A fully disaggregated optical network may conceivably be composed
of a variety of different fiber types and transponder types, each giving varying contributions to
the total GSNR. Considering first the nature of the ASE noise, this contribution is modelled by
individually characterizing each amplifier within the OLS, meaning that its accumulation is fully
separable from the NLI contributions and causes no major issues when modelling the physical
layer of a disaggregated optical network. On the other hand, the NLI disturbance generally
behaves coherently, meaning that the NLI generated at a given fiber span is linked to the history
of the propagated signal along the LP and is dependent upon several system and transmission
parameters such as symbol rate, channel frequency spacing and launch powers of all active WDM
channels. This limitation would be a significant issue when the LP history cannot be fully known.
As a consequence, we focus only upon the NLI noise within this work and how to estimate it
independently of the LP history.

Starting from a spectrally disaggregated approach, it is possible to decompose the NLI into its
two main constituents: the XC-NLI and the SC-NLI effects. The XC effects are generated by a
given channel interfering with all other channels, including the cross-phase modulation (XPM)
and the FWM effects. The SC effects coincide with the self-phase modulation (SPM), which
arises from the NLI generated by a channel interfering with itself. The XC-NLI component
due to FWM [25] is a spectrally aggregated disturbance that depends upon the non-linear
crosstalk generated by three channels. However, in [25,29] it has been shown that the FWM
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component is negligible in most practical scenarios, meaning that for all practical purposes the
XC-NLI coincides with the XPM. The XPM contribution to the NLI is well approximated as a
statistical effect for a wide range of use cases, serving to be both incoherent, local and able to be
analyzed from a fully disaggregated perspective [14,33]. In contrast, the SPM provides a coherent
contribution, being a non-local effect that hinders a disaggregated approach unless steps are taken
to quantify its asymptotic maximum after a given number of spans [15]. It has been shown that
the SPM and XPM effects can be separated [14,25,29], for all realistic use cases [14,33], even if
an evaluation of the application boundaries have not yet been performed. This implies that it may
be possible to formulate a scenario including both spectral and spatial disaggregation, allowing a
fully disaggregated model of an optical network to be realized, starting from the physical layer.

Applying the concept of spectral separability, it is possible to calculate the total amount of
NLI power, PNLI, generated on a single CUT as the sum of the individual channel contributions,
PNLI,k, with k as the channel index:

PNLI = PNLI,0⏞⏟⏟⏞
SPM

+
∑︂
k≠0

PNLI,k⏞ˉ̄ ˉ̄ ˉ⏟⏟ˉ̄ ˉ̄ ˉ⏞
XPM

, (2)

where the first (k = 0) term refers to the SPM of the CUT upon itself and the second (k ≠ 0)
summation term encloses the XPM contribution generated by all the other channels, usually
referred to as the XPM pumps. The corresponding total SNRNL of the CUT is thus given by
SNRNL = Pch/PNLI, with Pch as the CUT launch power.

Furthermore, assuming spatial separability of both the SPM and XPM terms allows the total
PNLI to also be summed on a span-by-span basis. Therefore, the total SNRNL for each channel k,
after n spans can be calculated as the reciprocal sum of the inverse non-linear SNR degradation
contributions SNRNL,k,n:

SNRNL =

[︄ Ns∑︂
n=1

(︄
1

SNRNL,n,0
+

∑︂
k≠0

1
SNRNL,n,k

)︄]︄−1

. (3)

Given the total SNRNL and the intensity of each disaggregated SNRNL,k,n contribution, Eq. 3
enables an assessment of the spectral and spatial disaggregation hypotheses.

3. Simulation campaign

We conducted an extensive SSFM simulation campaign, using our internally developed, MATLAB
based software framework [34], comparing two distinct simulation scenarios, denoted as the
full-spectrum and superimposed cases. The full-spectrum scenario is the propagation of a
multi-channel WDM signal, representing the target system under investigation. Conversely, the
superimposed case performs separate P&P simulations considering the propagation of 2 channels
per simulation; the CUT (the probe) and another channel acting as the XPM pump, taken from
the WDM comb simulated in the corresponding multi-channel simulation. We highlight that the
full-spectrum simulations include all possible propagation effects, whereas the P&P simulations
are aimed at capturing only the XPM generated independently by each pump. Eq. 3 is then
used to obtain the superposition of each individual P&P simulation result. The superimposed
estimation of the SNRNL is then compared to the SNRNL of the full-spectrum simulation. As an
example, the normalized power spectral density (PSD) observed via simulation after propagation
through 20 fiber spans is presented in Fig. 1(a-b), showing the spectra of a single P&P and of
the full-spectrum case. Outlines of the simulation set-up and of the constellation are visible in
Fig. 2(a) and Fig. 2(b), respectively.

Our software framework is able to generate a dense WDM comb signal, originating from a DSP-
based coherent transceiver. The CUT is always polarization multiplexed-quadrature phase shift
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Fig. 1. The normalized PSD observed before (blue) and after (red) propagation through 20
fiber spans, in a scenario where Rs = 32 GBd, ∆f = 50 GHz and D = 2 ps / (nm·km), for: (a)
a single P&P simulation and (b) a full-spectrum simulation.

Fig. 2. (a), The simulation set-up and (b), the constellation of the QPSK modulated probe
in a P&P simulation.

keying (PM-QPSK) modulated. Each quadrature of the two polarization components is generated
using an independent pseudo-random binary sequence (PRBS) with a 15-th degree polynomial.
Concerning the interfering channels (the XPM pumps), we investigate two distinct scenarios –
first they are simulated as dual polarization QPSK modulated without any pre-distortion in order
to represent the transmission over an OLS considered as a standalone system. Secondly, the
interfering channels are simulated as Gaussian modulated signals in order to consider a more
general case where the line is a subsystem of a network with interfering channels that have
each travelled various distances. The channels within an OLS can be considered as Gaussian
modulated if a sufficient amount of dispersion has been accumulated during propagation over
these distances [35]. Each channel is then up-sampled and shaped with a raised cosine-filter with
a roll-off of 0.15. Within this campaign we observed no significant difference in the total amount
of NLI generated when varying this parameter.

A variety of system configurations were tested by varying pairs of symbol rates, Rs, and
WDM grid spacings, ∆f , which are shown in their entirety in Tab. 1. With the exception of the
presently extensively deployed Rs = 32 GBd, ∆f = 50 GHz spacing scenario, every configuration
retains an identical Rs/∆f ratio of 0.85 in order to observe the effect of varying the symbol rate.
The number of channels in the full spectrum simulation is set to fill approximately 1 THz of
the optical spectrum, with the CUT always being the center channel of the WDM comb. The
channel launch power is set according to the local-optimization, global-optimization (LOGO)
power [36], PLOGO, which is calculated for each symbol rate from the overall optimum PSD
by estimating the NLI after one span, ηNLI, using the GN model [13]. This choice of number
of channels and launch powers ensures a fair comparison of the QoT performance between
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different symbol rates and frequency spacing schemes. In order to isolate the XPM contribution
in the P&P simulation, we set the probe power sufficiently low in order to avoid significant
SPM contributions: for pumps far enough away from the probe, (k>1), the probe power is set
to −20 dBm; instead, for the pump adjacent to the probe, (k = 1), the probe power is set to the
LOGO power attenuated by 4 dB in order to mitigate the linear crosstalk of the pump on the
probe as illustrated in Fig. 1(a-b). In the latter case, a small amount of SPM is still present and is
removed using the results of a single channel simulation. The fiber propagation is performed
by numerically solving the Manakov equation using the SSFM. In this scenario, it is accurate
to use the Manakov equation as it has been demonstrated that the polarization mode dispersion
(PMD) has a negligible interaction with NLI generation [37], and dual-polarization modulated
signals allow to rely on the polarization-average wave equation for fiber propagation [38]. The
non-linear step size of the SSFM has been optimized in order to ensure constant accuracy as the
simulation bandwidth increases for the individual P&P simulations [39].

Table 1. List of the different spectral configurations used in the simulation
campaign. Third column shows the ratio between the symbol rate and WDM

grid spacing.

Symbol Rate (GBd) WDM Grid Spacing (GHz) Ratio Nch

32 37.5 0.85 29

32 50 0.64 21

42.5 50 0.85 21

64 72 0.85 15

85 100 0.85 11

The OLS is composed of a sequence of 20 fiber spans, each 80 km long, with a fiber loss
coefficient, αdB of 0.18 dB/km and a non-linearity coefficient, γ of 1.27 /W/km. For the dispersion
coefficient we have instead tested three values; D = 2, 5 and 16.7 ps / (nm·km). These dispersion
values show a general picture of the dispersion effect upon the NLI generation for different
symbol rates. In this study, we consider uniform OLSs where all fiber spans have an identical set
of configurations. Given the principle of spatial disaggregation, each fiber span can be considered
separately. Therefore, restricting the simulations to uniform OLSs does not undermine the
generality of the presented methodology, meaning that subsequent results can be extended to
non-uniform OLS scenarios. Focusing on the D = 2 ps / (nm·km) case, these chromatic dispersion
values refer to bands ranging from L to E, and part of the O band. Propagation loss is recovered
at the end of each span by ideal, flat, noiseless Erbium-doped fiber amplifiers (EDFA)s. For the
LOGO power calculation the EDFA noise figure is assumed to be 5 dB. The propagated signal is
then processed by the DSP-based receiver. The optical hybrid is considered ideal so that the four
quadratures are recovered with no additional impairment. The received signal is then sampled
at two samples per symbol and passed through the adaptive equalizer stage which converges to
the matched filter. The equalizer uses a least mean squares (LMS) algorithm, with 42 taps and
one adaptation coefficient value of µ = 10−4, over the entire observed signal [40]. Noise arising
from quantization errors within the analog to digital converter (ADC) and electrical noise are not
considered, in order to focus on the NLI measurements.

The signal is subsequently processed by a CPE stage that utilizes the Viterbi-Viterbi algorithm
[41], allowing full recovery of the NLPN. In Fig. 2(b), the scattering diagram shows that the CPE
algorithm has completely recovered the NLPN, leaving only circular noise on the constellation
points. It is worth noting that, for each single P&P simulation there exists an optimal CPE value
which may vary slightly with respect to that of the optimal full spectrum simulation, depending
upon the system parameters and the spectral distance of the pump from the CUT. As changing
the CPE length for each pump within the superposition would produce a result that is not fully
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representative of the corresponding full-spectrum simulation, within this work we fix the optimal
CPE to be equal to that of the full-spectrum simulation, with an optimized averaging length of 8
symbols for the calculation of any SNR contribution.

4. Spectral disaggregation

In this section we compare the result of the superposition of the individual P&P simulations with
those of the full-spectrum simulation through the difference in non-linear SNR between them,
defined as:

ϵn = SNRFull,n − SNRSup,n , (4)

where SNRFull,n and SNRSup,n are the SNRNL of the full-spectrum and superposition scenarios,
respectively, at the end of the n-th fiber span, expressed in dB. Consequently, a positive value of
ϵn means that the superposition delivers a conservative QoT with respect to the full-spectrum
result. In this case, we set n = Ns and compare the SNRNL obtained by full-spectrum simulations
and superposition after the propagation over Ns = 20 spans. In Fig. 3 we show the results

changing the CPE length for each pump within the superposition would produce a result that is
not fully representative of the corresponding full-spectrum simulation, within this work we fix
the optimal CPE to be equal to that of the full-spectrum simulation, with an optimized averaging
length of 8 symbols for the calculation of any SNR contribution.

4. Spectral Disaggregation

In this section we compare the result of the superposition of the individual P&P simulations with
those of the full-spectrum simulation through the difference in non-linear SNR between them,
defined as:

εn = SNRFull,n − SNRSup,n , (4)

where SNRFull,n and SNRSup,n are the SNRNL of the full-spectrum and superposition scenarios,
respectively, at the end of the n-th fiber span, expressed in dB. Consequently, a positive
value of εn means that the superposition delivers a conservative QoT with respect to the full-
spectrum result. In this case, we set n = Ns and compare the SNRNL obtained by full-spectrum
simulations and superposition after the propagation over Ns = 20 spans. In Fig. 3 we show
the results of this analysis, plotting ε20 against the parameter θ = π |β2 |LR2

s that fully encloses

(a)

(b)

Fig. 3. The error at the last span ε20 between the superimposed and full-spectrum
scenarios assuming spectral disaggregation for all simulation campaign
configurations for: (a) PM-QPSK modulated pumps and (b) Gaussian
modulated pumps.

Fig. 3. The error at the last span ϵ20 between the superimposed and full-spectrum scenarios
assuming spectral disaggregation for all simulation campaign configurations for: (a) PM-
QPSK modulated pumps and (b) Gaussian modulated pumps.
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of this analysis, plotting ϵ20 against the parameter θ = π |β2 |LR2
s that fully encloses all NLI-

dependent configuration parameters [15]. For all cases analyzed, it is visible that ϵ lies within
a 0.5 dB range (area highlighted in green), for both the undistorted and Gaussian modulated
transmission scenarios. Furthermore, there exists one extreme case (Rs = 32 GBd,∆f = 37.5 GHz,
D = 2 ps / (nm·km)) without which the maximum error would be halved. Moreover, for the case
where the dispersion and symbol rate remain identical but the WDM grid spacing is increased
(Rs = 32 GBd, ∆f = 37.5 GHz and Rs = 32 GBd, ∆f = 50 GHz) there is an improvement in the
accuracy of the superposition. This is a consequence of simulations with smaller WDM grid
spacings generating noisier results, especially in the lowest dispersion case. Furthermore, Fig. 3
shows how an increase of chromatic dispersion for a constant symbol rate and WDM grid spacing
improves the accuracy of the superposition with respect to the full-spectrum scenario. These
findings are valid for all simulations performed within this work, for both the undistorted and
Gaussian modulated pump cases. Remarkably, even for the worst case configuration scenario,
Eq. 3 provides an accurate estimation for the total SNRNL confirming the spectral disaggregation
hypothesis.

5. Spatial disaggregation

We now tackle the prospect of spatial disaggregation by considering the SNR span-by-span
degradation, ∆SNRNL, which is the inverse difference in linear power between the SNRNL at
the end of the n-th span and (n − 1)-th span, converted into dB. In Fig. 4 we present the
∆SNRNL introduced by each span for a subset of the configuration scenarios, representing a range
of symbol rates, fiber chromatic dispersion values and WDM grid spacings. These figures report

Fig. 4. The non-linear SNR span-by-span increments ∆SNRNL, for a subset of the overall
simulation campaign.
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the CUT SPM contribution and the total XPM contribution obtained by summing the XPM
generated by all pumps, denoted ∆SNRSPM and ∆SNRXPM, respectively, for both QPSK and
Gaussian-modulated cases. As an additional reference, we include the corresponding estimations
obtained with the analytical model of the XPM contribution presented in [14], which produces
a conservative SNR prediction in all analyzed scenarios. Within these figures it is visible that
the ∆SNRXPM reaches a constant value after a given number of fiber spans, representing a
fully incoherent accumulation regime, for all analyzed configuration scenarios. Therefore, we
can conclude that, at least for the XPM, spatial disaggregation is achieved, meaning that the
corresponding final SNR of an OLS depends only upon the single-span contribution. On the
other hand, the ∆SNRSPM continues to decrease towards a non-constant value, representing the
statistically coherent accumulation of the SPM through the previously crossed fiber spans.

Following this, the obstacle to a completely spatially disaggregated approach is solely the SPM
contribution to the NLI. Nevertheless, as shown in [15], it is possible to estimate a correction
coefficient which maximizes the coherency effect and also allows the management of the SPM in a
spatially disaggregated approach. In conclusion, it is worth noting that for some configurations, the
SPM becomes the leading contribution to the total NLI as a result of this coherent accumulation,
such as for the cases where Rs = 32 GBd, ∆f = 50 GHz, D = 16.7 ps / (nm·km) and Rs = 64 GBd,
∆f = 75 GHz and D = 16.7 ps / (nm·km) in Fig. 4. It can be seen from these examples that the
SPM becomes more dominant as the symbol rate is increased, meaning that there is a loss of
accuracy when an incoherent model (such as those discussed in Sec. 2) is applied.

6. Predicting SNR in the fully disaggregated approach

As mentioned in the previous section, the simulated XPM values require a given number of
spans to reach the constant expected value, as in Fig. 4, with the initial accumulation containing
a transient. This transient is present for all P&P scenarios investigated within the simulation
campaign and it is reasonable to assume that it is also present for all corresponding full-spectrum
scenarios – this is not shown within this work. The result of this effect is that within this
transient region the simulation tool demonstrates less accuracy and, as a result, there is a minor
reduction in accuracy to the SNR recovered at all subsequent fiber spans. As stated within
Sec. 4, the metric of accuracy of the spectral superposition is expressed using Eq. 4 evaluated at
the final span, with the results of this approach shown in Fig. 3. These results may be refined
by incorporating a compensation for this inaccurate transient contribution. Consequently, we
re-scale the accumulations of both the full-spectrum and superposition cases to their respective
10-th span values, where, for all scenarios, a constant value for the ∆SNRNL is reached. The
re-scaled span-by-span SNRs for the full-spectrum and superposition cases, SNRFull,n, and
SNRSup,n, respectively, can hence be expressed as:

SNRFull,n =
(︂
SNR−1

Full,n − SNR−1
Full,10

)︂−1
, (5)

SNRSup,n =
(︂
SNR−1

Sup,n − SNR−1
Sup,10

)︂−1
. (6)

In Fig. 5 we show the results obtained by evaluating Eq. 4 considering Eq. 5 and Eq. 6.
Although not always conservative, these plots demonstrate that the recovery of the full-spectrum
results using the superposition method reaches an even higher level of accuracy with respect
to Fig. 3, with a maximum non-conservative error of -0.2 dB for Rs = 32 GBd, ∆f = 37.5 GHz,
D = 2 ps / (nm·km).
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Fig. 5. The error at the last span ε20 between the superimposed and full-spectrum
scenarios, re-scaled to compensate for the inherent transient, for all simulation
campaign configurations for: (a) PM-QPSK modulated pumps and (b)
Gaussian modulated pumps.

7. Conclusions

In this paper we have demonstrated through an extensive SSFM simulation campaign that the
NLI generated by WDM channels co-propagating with a given CUT (the XC-NLI caused by
XPM) can be considered as spectrally and spatially generated for a wide range of scenarios,
including most practical deployed OLSs. Subsequently, each fiber span as well as the effect of
each channel per span can be assumed to provide an independent contribution to the overall
NLI that is accumulated over a transparent LP and considered on an individual basis. Given the
investigated set of parameters, we can say that the approach is valid for most commercial fibers
that operate on the C-band and, additionally, for multi-band OLSs that utilize ITU-T G.652D
fiber on the L to E bands and partially on the O-band. While the SC-NLI can be spectrally
disaggregated, it is affected by a spatially statistical coherency, meaning that a fully disaggregated
management strategy must be based upon an upper-bound. We also note that by increasing
symbol rates and narrowing channel spacings the SC-NLI becomes the dominant contribution to
the total NLI, highlighting that in ultra-high symbol rate OLSs the coherent accumulation of the
SC-NLI must be accurately accounted for. In conclusion, we show in this work that it is possible
to produce a conservative, fully disaggregated physical layer model of an optical network.
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fiber on the L to E bands and partially on the O-band. While the SC-NLI can be spectrally
disaggregated, it is affected by a spatially statistical coherency, meaning that a fully disaggregated
management strategy must be based upon an upper-bound. We also note that by increasing
symbol rates and narrowing channel spacings the SC-NLI becomes the dominant contribution to
the total NLI, highlighting that in ultra-high symbol rate OLSs the coherent accumulation of the
SC-NLI must be accurately accounted for. In conclusion, we show in this work that it is possible
to produce a conservative, fully disaggregated physical layer model of an optical network.
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