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Abstract—Both spatial-division multiplexing (SDM) and band-
division multiplexing (BDM) emerge as possible solutions to
increase the optical network capacity to support the traffic
demand which has been rising over time. In this work, two dif-
ferent ROADM (Re-configurable Optical Add Drop Multiplexer)
switching techniques, namely SDM-InS (Independent switching)
and SDM-CCC (Core Continue Constant) are investigated and
the resulting network capacity is compared with the BDM
approach. In the BDM case, both L- and S-bands have been
used in addition to C-band to increase the network capacity.
The launch power is optimized to control the QoT (Quality
of Transmission) summarized by the generalized SNR (GSNR)
per channel. Due to: stimulated Raman scattering, frequency
variation of loss, frequency variation of dispersion coefficient and
noise figures, an optimum power tilt and offset are calculated for
each band. We show that the total network capacity increased
by ∼ 2× and ∼ 3×, when using the L-band and L+S-bands in
addition to the C-band, respectively, in both a reference German
and a reference US network. Additionally, it was also shown that
using additional bands, the increase in network capacity is close
to the result of using additional optical fibers in the SDM case.

Index Terms—Multi-band, transmission modeling, high-
capacity optical systems

I. INTRODUCTION

The imminent deployment of 5G and high-capacity access
optical networks will stress the telecommunication infrastruc-
tures [1]. To deal with this high demand, several possible so-
lutions have been proposed to extend the wavelength-division
multiplexing (WDM) capacity of optical networks, which now
mainly works in a 4.8 THz spectrum window in the C-
band. The main proposals are based on: (a) spatial-division
multiplexing (SDM), a solution that can be implemented
using multi-core/-mode fibers (MMC/MMF) or lighting up
new ones, possible dark, fibers (Multiple parallel fibers –
MPF); (b) band-division multiplexing (BDM), which aims to
exploit the available low-loss optical spectrum of 53.5 THz
over the widely deployed ITU G.652.D optical fiber [2].

This project has received funding from the European Union’s Horizon 2020
research and innovation program under the Marie Skłodowska-Curie grant
agreement 814276 and by the Telecom Infra Project.

With SDM, if dark fibers are not available, the only option
consists in the deployment of additional fibers. This leads to a
multiplication of the network elements, potentially entailing
prohibitive capital expenditure (CAPEX). Using the BDM
approach, we can exploit the major part of the unused spectrum
in already deployed fibers, potentially reducing the CAPEX
required to enhance the network’s capacity, especially in areas
where using or deploying new fibers leads to prohibitive costs
or it is not possible because of local regulations [2].

Solutions using SDM technology were extensively inves-
tigated and compared from a physical layer performance
perspective [3]–[6]. Additionally, the switching techniques
using SDM technology were also analyzed [7]–[10]. Re-
garding BDM, C+L-band transmission systems are already
commercially available [11], several works, especially re-
cently, addressed the BDM approach aiming to investigate the
viability of using others spectral bands. Transmission using the
five ITU bands (O, E, S, C, and L) with multiple modulation
formats achieved 106.77 Tb/s within 23.5 THz [12]. In [13],
the transmission over up to 6 bands (O- to U-band) in mul-
tiple scenarios of increasing spectral usage were investigated,
achieving a capacity increase of up to 8× when compared with
C-band only when using the 48 THz. An extensive discussion
about the potential and challenges of BDM over O- to L-
band on ITU-T G.652.D fiber has been presented in [2],
addressing the generalized signal-to-noise ratio (GSNR) [14]
as QoT metric, which includes both linear and nonlinear fiber
propagation effects, to assess optical performance. This work
considers the Stimulated Raman Scattering (SRS) impact in
the nonlinear interference (NLI) by using the generalized
Gaussian noise (GGN) model [15] to estimate the NLI (non-
linear interference) component in the GSNR, together with
realistic amplifier noise figure for the ASE noise assessment.
With this objective, the GNPy tool [16] is used to abstract
the physical layer and obtain a quite accurate performance
estimate.

In order to increase the transmission QoT, particularly in
wideband networks, the launch power optimization is crucial.



Several power optimization strategies based on the GGN
model being proposed in [17], [18], where the effect of launch
power in C- and L-bands and its effects in elastic optical net-
works are investigated. A 40 km transmission demonstration
optimizing the launch power for C-, L- and S-bands, com-
prising a total bandwidth of 13.6-THz was presented in [19].
Additional power optimization methods were used in [20]–
[22] to analyze the network capacity when implementing
SDM and BDM upgrades. The network capacity considering
different multiplexing approaches, namely BDM and SDM-
CCC/InS are compared in [9]. In [21], [22], L-band has
been considered besides C-band and the resulting network
capacity was compared with SDM-CCC/InS approaches when
considering the use of two fibers. Finally, the statistic network
assessment process (SNAP) was used to analyze the network
capacity in [23], [24].

The remainder of this paper is organized as follows: The
methodology of our work is described in detail in section II,
which presents the power optimization method and the net-
work assessment approach. Then, the analysis of the best QoT
for the BDM case and the network assessment are presented
in section III. Finally, section IV presents the conclusions.

II. METHODOLOGY

The potential of BDM is evaluated considering three dif-
ferent transmission scenarios: i) use of C-band only (refer-
ence scenario, where the transmission of 96 channels in a
single optical fiber per link is assumed); ii) use of C+L-
bands with 96 channels transmitted in each band; and iii)
C+L+S-band transmission still assuming the transmission of
96 channels per band. Two different network topologies are
considered in our work: the US-NET and German reference
networks, shown in Figs. 1(a) and 1(b), respectively. In the
SDM case, two ROADM (Re-configurable Optical Add Drop
Multiplexer) switching techniques are evaluated. The two
switching techniques are the core continuity constraint (CCC)
and the independent switching (InS), with the first option
being the less complex approach [22]. Moreover, to make a
fairer comparison with BDM scenarios, the number of fibers
in all links is increased to two or three, depending on the
number of bands considered in the corresponding BDM case.
The network analyses are performed for a single traffic joint
probability density function (JPDF) with uniform distribution
among the network nodes.

Both amplified spontaneous emission (ASE) noise and NLI
disturbance generated by the nonlinear fiber propagation are
considered when estimating the QoT of the links. The ASE
power is calculated using:

PASE (f) = hfNF(f)G(f)Bref (1)

where h is the Planck’s constant, f is the channel frequency,
NF and G are the noise figure and amplifier gain, respec-
tively (which are frequency dependent), and Bref is the refer-
ence bandwidth. The NF profile of the optical amplifier for
the S-band used in this work, which is not yet commercially
available, is shown in Fig. 2 [25], with average of 6.50 dB.
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Fig. 1: Reference networks: (a) US-NET and (b) German.

For other spectral bands, the NF average is around 4.25 and
4.68 dB for C and L, respectively. A complete fiber loss
compensation by the optical amplifiers is assumed [21], [22].

With the increase of the used spectrum, the SRS impact on
optical performance cannot be neglected. We take this effect
into account when estimating the NLI contribution, which is
given by:

PNLI = GNLI(f)Bref (2)

where GNLI(f) is the NLI power spectral density, which
takes into account the self- and cross-channel interference, but
neglects the multichannel interference [26]. The QoT metric,
GSNR, is calculated from both PASE and PNLI, using:

GSNRi =
PS,i

PASE (fi) + PNLI,i (fi)
(3)

for the ith channel with central frequency fi, where PS,i is
the signal launch power.
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Fig. 2: Noise figure of optical amplifier for S-band [25].

Fig. 3: Illustration of tilt and offset strategy for C+L-band
transmission scenario.

The launch power optimization plays a key role in max-
imizing the GSNR and, consequently, the QoT, especially
when using BDM to increase a network capacity [21], [22].
In this work, the tilt and offset strategy is used to optimize
the launch power. This is a practical engineering strategy
that enables maximizing the QoT uniformity over the used
spectrum [20]. Fig. 3 presents an illustration on how this
strategy is implemented. In this example, in the case of the
L-band (channels in red), we begin with a flat power spectrum
and apply a positive offset that will add-up to the defined flat
value. In the case of the C-band (blue channels), a negative
offset is applied. Then, a tilt is applied to each band, which
will define the slope of the launch power. A positive and a
negative tilt for the L- and C-bands, respectively, are set in
this example.

In this work, all link spans of the reference networks are
assumed to be composed of uniform 75 km long ITU-T
G.652D standard single mode fibers (SSMF), in which the
loss is recovered using lumped amplification, are assumed.
The C- and L-bands are amplified using separate commercially
available EDFAs, and the S-band is amplified using a TDFA
benchtop amplifier [25]. A total of 96 channels are transmitted
per band on the ITU-T 50 GHz grid considering a symbol rate
of 32 Gbaud for all scenarios and a guard band of 500 GHz
between adjacent bands.

For the C+L+S-band transmission scenario, we start by
determining the optimized flat launch power [27] of each
band in each fiber span using the LOGO approach, leading
to an estimate of -2.1, -1.99, and -1.43 dBm for C-, L- and

S-bands, respectively. Afterwards, a set of potential optimum
launch power tilts and offsets is selected for each band. Offsets
ranging from 0 and up to 3 dB for C- and S-bands and from
-1.0 and up to 2.0 dB for L-band with a step size of 1.0 dB
and power tilts ranging from -1.0 and up to 1.0 dB/THz with a
step size of 0.5 dB/THz for the 3 bands are considered. Thus,
a total of 8000 possibilities are considered when assessing the
optimized power and tilt offsets. This optimization is carried
out via a brute force approach [22], in which all combinations
of tilt and power offsets are computed and the one that leads to
the best profile, i.e., the one that maximizes the GSNR while
still leading to approximately the same QoT for all channels,
is selected. In order to speed up the simulation, only the NLI
contribution of 5 channels in each band (sufficiently spaced to
cover most of the band) is calculated while the remaining ones
are determined by interpolation, following the same procedure
of [21].

Networking analyses have been done by using the statistical
network assessment process (SNAP) [24] on the US-NET and
German reference network topologies. The US-NET topology
in Fig. 1(a) consists of 24 optical nodes and 43 edges with
average node degree of 3.6 and 308 km of average distance
between nodes. The German topology in Fig. 1(b) is composed
by 17 optical nodes and 26 edges with average node degree
of 3.1 and 207 km of average distance between nodes. The
SNAP is a Monte-Carlo framework that progressively loads
the network with randomly generated requests between nodes
and progressively increases the traffic in the network under test
until reaching the threshold blocking. A uniform traffic pattern
generation is considered. Therefore, all nodes have the same
probability to be the traffic source/destination. Consequently,
the probability of selecting a node as a source or destination is
where n is the number of nodes in a network. The number of
Monte-Carlo runs in the SNAP for each considered scenario
is NMC = 75000. The K-shortest path algorithm has been
implemented for routing and wavelength assignment (RWA).
KMAX has been set to 15 in both reference networks and
wavelength assignment follows the first fit (FF) with best
GSNR principle. A statistical characterization of the network
performance when progressively loaded is obtained with the
SNAP. As a result, the blocking probability versus total allo-
cated traffic requests is available. Additionally, the supported
rate in each lightpath (LP) is calculated according to the
Shannon capacity and the overall capacity of each network
is computed.

III. RESULTS

A. Power Optimization

Fig. 4 shows the GSNR resulting from the 8000 combina-
tions of launch power offset and tilts tested to optimize the
launch power. The average GSNR is plotted versus the flatness
of the GSNR (average GSNR variation over all considered
bands). The 7 best non-dominant solutions are highlight in
the inset of Fig. 4. We decided to select as optimum the
solution that maximizes the GSNR due to the small difference
in flatness between these 7 solutions. The optimum launch
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Fig. 4: Average GSNR vs. average GSNR variation for all
combinations of tilts and offsets for C+L+S-band scenario.

power setup (offset and tilt) calculated for the C+S+L-band
transmission case is shown in Table I. The optimum power
profiles for C- and C+L-band transmission were already pre-
sented in [21] and are indicated also in Table I.

TABLE I: Optimum launch power tilt and offset per band for
the C-, C+L- and C+L+S-band transmission cases.

Tilts [dB/THz] Offsets [dB]
L C S L C S

C - -0.4 - - 0.0 -
C+L 0.1 -0.3 - 1.0 1.0 -

C+L+S 1.0 0.5 0.5 0.0 0.0 1.0

Fig. 5 presents the GSNR computed for the selected 5
channels in each band for each transmission scenario. The
obtained average GSNR, shown in lines in Fig. 5, for each
optimization scenario are 30.6 dB for C-band transmission
only, 29.8 and 29.6 dB in C- and L- band, respectively, in the
C+L-band transmission case and 30.2, 30.3 and 26.7 dB in
C-, L- and S-band, respectively, for C+L+S-band transmission
case. Comparing with the reference case, the average GSNR
in C-band for the C+L-band scenario presents a degradation
of 0.8 dB in QoT due the NLI and SRS effects resulting from
using the L-band also. For the C+L+S case, it can be seen
that the C-band GSNR only decreases by 0.4 dB with respect
to the reference case. This improvement with respect to the
C+L-band case can be explained by the SRS, which leads to
a pumping effect from higher to lower frequencies, i.e., from
the S-band into the C-band.

B. Network analysis with allocated traffic

Fig. 6(a) shows the blocking probability (BP) vs. total
allocated traffic for the US network. C-band only transmission
with a single optical fiber is used as reference scenario. In this
case, the allocated traffic at BP = 1% is about 412 Tbps. In
case of BDM upgrade, with only the C-and L-band enabled,
the allocated traffic is approximately doubled with respect to
the reference scenario. Although the behavior of the SDM-
InS/CCC is comparable, they lead to a slightly higher capacity
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Fig. 5: GSNR vs. frequency for the channels evaluated in each
band and average GSNR for each optimization scenario.

in comparison with the BDM upgrade resulting from the lower
QoT in BDM, of about 1 dB, in average. In the case of the
German topology, illustrated in Fig. 7(a), the BDM upgrade
with C+L bands more than double the reference allocated
traffic at BP = 1%, which is of about 268 Tbps, with SDM still
slightly outperforming BDM. Further increasing the number
of used bands, in the BDM case, or using additional dark
fibers, in the SDM case, maintains the same behavior in both
reference networks. By using also S-band, the BDM solution
increases the US network capacity by 2.97 times with respect
to the reference case, while the capacity in German topology
more than triple. However, the gap between BDM and SDM
increases due to the higher QoT degradation in the BDM case
of 1.5 dB, in average. Nevertheless, due to the potentially
lower-cost of BDM or the non-availability of dark fibers in
a network, this gap in performance between BDM and SDM
is very acceptable, highlighting the potential of BDM for
networks capacity upgrade. Interestingly, the German network
has smaller capacity than the US one, despite the shorter
average link length and, consequently, higher QoT. This effect
is a consequence of the network structure itself, namely the
higher degree of flexibility of US network resulting from the
higher average nodal degree.

In order to provide a better view of the differences in
network capacity, a multiplicative factor histogram is plotted
for each scenario in Figs 6(b) and 7(b), for a target BP of 1%.
These figures show that network capacity in German and US
networks increased 2.06 and 1.97 times for BDM-C+L and
3.2 and 2.97 times for BDM-C+L+S upgrade for German and
US networks, respectively. Moreover, the multiplicative factors
are 2.12 and 2.14 for SDM-CCC and SDM-InS, respectively,
when using 2 fibers and 3.27 and 3.29 for SDM-CCC and
SDM-InS, respectively, when using 3 fibers, in the case of
the German reference network, whereas, in the case of the US
reference network, the SDM approach lead an increase of 2.05
for both SDM-CCC and SDM-InS, when using 2 fibers and
to 3.08 and 3.09 for SDM-CCC and SDM-InS, respectively,
when using 3 fibers.
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Fig. 6: Reference networks: (a) US-NET and (b) German.

(a)
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Fig. 7: Reference networks: (a) US-NET and (b) German.

As a final result, the network links congestion for the
reference C-band with BP of 1% is shown in Fig. 8 for
German reference network. The analysis of Fig. 8 shows
that 7 out of 26 links present more than 80% of occupancy
while 9 links show less than 40% of usage. This example
of unbalance between links usage results in an inefficient
use of network capacity. BDM can offer scalability in this

Fig. 8: Links congestion at BP = 1% for German network.

case by providing an easy pay-as-you-grow approach. Another
possibility of BDM application to increase the network usage
is the reservation of spectral bands with lower QoT, like S-
band, for connections inside regional networks, while more
robust bands in terms of QoT are left for long distance
connection requests.

IV. CONCLUSION

In this work, we target the launch power optimization and
network capacity assessment, in terms of offered traffic, for
BDM using C+L- and C+L+S-band transmission scenarios,
comparing its results with the corresponding SDM case. For
the C+L-band case, BDM almost doubles the capacity of the
US network for a target BP of 1% while in the C+L+S-band
case, the capacity is almost tripled. In the case of a German
reference network, BDM more than doubles and triples the



reference capacity for C+L- and C+L+S-band transmission,
respectively. Although the SDM approach delivered more
traffic than BDM in all investigated cases, it is possible to
minimize this difference with a careful choice of launch power,
making BDM a plausible solution to upgrade WDM optical
networks capacity, specially when no spare fibers are available
or the CAPEX required to deploy new ones is prohibitive.
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