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SNO-based Design of Wide-angle Beam-scanning
Reflectarrays

M. Beccaria, A. Niccolai, A. Massaccesi, R.E. Zich, P. Pirinoli

Abstract – In this letter, the design of a passive Re-
flectarray (RA) with beam-scanning capabilities over a
wide scan range is addressed. The proposed approach
is based on the use of an efficient Evolutionary Algo-
rithm (EA), the Social Network Optimization (SNO), and
by the definition of a proper optimization environment
which allows the simultaneous optimization of the an-
tenna radiation pattern for different pointing directions,
keeping under control the computational cost of the pro-
cedure. The effectiveness of the method is validated
through the experimental characterization of a prototype,
whose performance is also compared with that of a con-
ventional bifocal configuration.

1. Introduction

Nowadays, many applications require the use of a
beam-scanning antenna; among the possible solutions for
their realization, also Reflectarrays (RAs) have been con-
sidered, in view of their interesting features when adopted
to design fixed beam antennas [1], [2].

The most straightforward way to obtain a beam-
scanning RA is that of introducing active elements, as
varactors, pin-diodes or MEMS [3-6]: the resulting an-
tenna performance is good, but its complexity signifi-
cantly increases. An alternative is that of using a passive
reflectarray and to steer the beam direction either moving
the feed along a circular arc to keep constant the distance
with the RA surface, either using a feed array [7-11]: the
absence of active elements reduces the RA design com-
plexity, but at a cost of a degradation of the antenna ra-
diation patterns, characterized by the enlargement of the
main beam, the increasing of the Side Lobe Level (SLL)
and the decreasing of the maximum gain.

To overcome this problem, different techniques
were proposed, as that of designing a “bifocal” reflectar-
ray [11], whose performance can be eventually enhanced
using a double reflector configuration [12]. or the use of
the Phase Matching Method (PMM) [8]. An alternative
solution consists in exploiting global Evolutionary Algo-
rithms (EAs) even if their application to the optimization
of a RA is still a challenging issue for the following rea-
sons: (a) the number of variables involved in the process
is generally great, since they correspond to the degrees
of freedom of the RA unit cells by the number of cells,
(b) the mathematical function that models the problem is



computationally expensive or not accurate enough, and
therefore there is (c) the risk that the stochastic nature of
the method provides a solution that behaves in a com-
pletely different way from the one predicted by the opti-
mizer. Despite of these drawbacks, in [13-17], some re-
sults on the use of the most popular EAs, as the Genetic
Algorithm (GA), the Particle Swarm Optimization (PSO)
and the Differential Evolution (DE) for the optimization
of shaped-beam, not uniformly spaced or multi-beam re-
flectarrays were presented.

In this letter, a more recent algorithm, the Social
Network Optimization (SNO), that has shown very good
performance when used for the design of flat [18] or
shaped [19] beam reflectarrays, is applied to the design of
a wide-angle, beam-scanning RA, covering a scan range
from -40◦ to +40◦. Particular care is devoted to the defi-
nition of the optimization environment, designed to guar-
antee accurate and reliable results and to minimize the
process numerical cost. Some very preliminary results
were already presented in [20,21], where the performance
of the SNO, and especially its convergence capability,
was compared with that of another family of efficient
EAs, the MmCn-BBO [22], an enhanced version of the
Biogeography-Based Optimization (BBO) [23]. Here,
the effectiveness of the SNO is assessed by the exper-
imental characterization of a prototype, designed using
the optimization algorithm, and the comparison between
its performance and that of an equivalent bifocal RA.

The main features of the SNO are summarized in
the next section, while in Sect. 3 the considered problem
and the related optimization environment are described.
Finally, in Sect. 4 the performance of the optimized re-
flectarray is discussed and compared with that of the bi-
focal solution.

2. The Social Network Optimization

SNO is a population-based algorithm that mimics
the information sharing process on online Social Net-
works. The population of the algorithm consists in the
users of the considered social network that share their
ideas and interact online. Each user is characterized by
its opinion that is shared by means of a post (out of
the metaphor, the candidate solution of the optimization
problem). The post is evaluated by the social network and
it receives a visibility value (the cost value of the prob-
lem) that indicates how much it is probable that another
user can read it and can be influenced by it.

The online interaction takes place through two dif-
ferent networks: the friend one, characterized by strong
connections among users and by a slow evolution rate,
and the trust network, characterized by weaker interac-
tions and by an evolution based on the posts’ visibility
value. Each user exchanges opinions with other individ-



uals being influenced by both the networks. The interac-
tion is based on the following equation:

o(t +1) = o(t)+α[o(t)−o(t−1)]+β [a(t)−o(t)] (1)

where o is the user opinion and a is the attracting idea,
obtained by means of a single point crossover from the
ideas deriving from the two networks.

The SNO was compared with the GA and the PSO,
through their application to several benchmark functions
that are widely used for EAs testing, since each of them
has unique features useful to measure the algorithms per-
formance on different scenarios. More details on these
functions and their complete mathematical formulation
can be found in [24]. In Table 1, the average cost value
obtained by application of the three algorithms to the
listed benchmark functions, after 5,000 objective func-
tion calls and considering 50 independent trials, is re-
ported. In most of the cases (the values in the colored
cells are the best results for each function) the SNO out-
performs the other two algorithms, and this confirms its
good features.

Table 1: Comparison between GA, PSO and SNO.

Function GA PSO SNO

Ackley 2.4 3 0.99

Griewank 1.63 1.27 1.17

Penalty 1 0.56 5.32 0.19

Rastrigin 71.59 143.11 8.91

Rosenbrock 23.17 19.36 40.96

Schwefel-221 4.52 13.29 10.36

Sinc-N 0.73 1 0.09

Sphere 0.18 0.07 0.05

3. The optimization environment

The optimization problem addresses the design of
a RA with N×N unit cells, showing scanning capabili-
ties over the range [θ s

min,θ
s
max] in the elevation plane. The

problem is intrinsically multi-objective, but to keep under
control the computational cost, still guaranteeing good
convergence and reliability, a proper cost function that
is the linear combination of different terms, each repre-
senting a specific objective, was introduced:

C(d,Si) = ∑
i∈S

λi · (c1(d,Si)+ c2(d,Si)) (2)

In eq.2, d is the vector of variables used to control the
optimization process, λi are scalar coefficients and S is



the set of directions of maximum radiation considered,
during the optimization, within the scan coverage.

The c1 function is defined as the integral of the er-
ror ∆Si between the radiation pattern evaluated with the
Aperture Field Method (AFM) [1] and the values of the
optimization variables provided by the SNO, and a pre-
defined 3D mask:

c1(d,Si) =
∫∫

∆Si(θ ,φ)dθdφ (3)

while c2 represents the scan angle error ∆θSi , i.e. the
squared value of the difference between the desired direc-
tion of maximum radiation θs and the actual one, θmax,

c2(d,Si) = ∆θSi =

[
(θSi −θmax)

180
π

]2

(4)

and was introduced to speed up the algorithm conver-
gence and to guarantee that it properly finds the direction
of maximum radiation.

The variables collected in the vector d are of two
types: 1) the free geometrical parameters characterizing
each unit cell and 2) the Beam Deviation Factor (BDF),
i.e. the ratio between θmax and the angle of incidence θinc
between the impinging field and the direction orthogonal
to the RA surface. A BDF is associated to each consid-
ered direction of maximum radiation. Since they have
different domains of definition, variables normalized in
the range [ 0; 1] are used.

To improve the effectiveness of the SNO and to
guide it to find a feasible solution, the available informa-
tion about the physics of the considered problem is im-
plemented in the optimization environment. In particular,
the masks used in correspondence of the different point-
ing directions are not equal, to take into account that the
beam steering affects the radiation patterns, with a widen-
ing of the main beam and an increase of the SLL. More-
over, a symmetrical scan coverage can be obtained with a
symmetrical distribution of the unit cells: this means that
only half of the scanning range can be considered dur-
ing the optimization, and also that the symmetries can be
used to reduce the size of the problem, i.e. the computa-
tional time for its solution.

4. Results

In the considered example, N = 24 and each unit
cell has a size equal to λ /2, at f0 = 30 GHz, for a total size
of the square RA aperture of 12λ × 12λ . The radiating
elements are square patches, printed on a Dicladr 527
substrate with a thickness of 0.8 mm and εr = 2.55; the
phase of the unit cell reflection coefficient is controlled
through the patch side W [19]. The aperture is illumi-
nated by a smooth wall horn whose radiation pattern can
be modeled as a [cos(θ)]q with q = 12.5 [25]. The focal



Figure 1: Sketch of the antenna configuration, with
two positions of the feed, corresponding to the direction
of maximum radiation characterized by θ s

min and θ s
max;

photo of prototype of the RA designed with the SNO.

distance from the phase center of the feed to the aperture
is f/D = 1.2, to reduce the taper. A sketch of the result-
ing configuration is shown in Fig.1.

The RA total number of degrees of freedom is equal
to N2 = 576, but, considering the symmetries in the
patches distribution, it reduces to NDF = 144. Moreover,
only the positive half scan range is considered in the op-
timization: as a consequence, θ s

max was chosen equal to
40◦, while θ s

min = 10◦, to avoid radiation in the broad-
side direction that would be affected by the blockage in-
troduced by the feed. In this interval, four directions of
maximum radiation, i.e. θmax =10◦, 20◦, 30◦, 40◦ were
considered in the optimization process; therefore, the to-
tal number of optimization variables is NDF +4 BDF. The
starting position of the feed is specular to the direction of
maximum radiation of the RA identified by θ s

min; then the
feed is moved along a circular arc to cover the scanning
range up to θ s

max, (see Fig. 1).
The termination criterion adopted for the optimiza-

tion is 50,000 objective function calls; the average value
of the curves of convergence and the corresponding stan-
dard deviation obtained considering 40 independent trials
are plotted in Fig. 2: they prove the good convergence ca-
pability of the process and also its reliability.

The radiation patterns obtained at the end of the



Figure 2: Average value of the curves of convergence (–)
and corresponding standard deviation (–).

Figure 3: Optimized RA: normalized radiation patterns at
the end of the optimization process (–) and measured ones
(–) in the E-plane (top) and in H-plane (bottom) for the
pointing directions in the E-plane θmax =10◦, 20◦, 30◦,
40◦; masks adopted during the optimization process (–
–).



process in the four considered directions of maximum ra-
diation in the E and H planes are plotted in Fig. 3, to-
gether with the adopted masks. In the same figure, also
the measured patterns relative to the prototype shown in
the inset of Fig. 1, are shown. It can be noticed the good
agreement between the results obtained at the end of the
optimization and the measured ones, and, above all, that
they satisfy the masks almost everywhere: this proves the
effectiveness of the developed technique and the beam-
scanning capability of the RA. Note that the radiation
patterns for the negative part of the scan range are not
shown, since they are symmetrical to the plotted ones.

To further validate the efficiency of the proposed
method, the RA performance is compared with that of
a bifocal configuration, with the same size, designed to
compensate the average of the phase maps needed to have
maximum radiation for θmax =±40◦. The measured radi-
ation patterns in the two principal planes for the resulting
configuration are plotted in Fig. 4, together with those
for the optimized RA. Also in this case, in the E-plane
only the radiation patterns for positive scanning angles
are shown. The quality of the optimization process is
clear: the radiation patterns of the optimized configura-
tion are characterized by narrower main beams and lower
SLLs. Finally, in Fig. 5, the variation of the gain with the
scanning angle is reported, for both the optimized and
the bifocal reflectarrays. The continuous lines represent
the evaluated gain, while the circles the measured values.
These results confirm that the optimized RA outperforms
the bifocal one: the maximum gain that occurs almost for
the same angle, is 2 dB higher, at a cost of a slightly larger
variation of the gain over the considered subrange, that is
equal to ∆G = 2 dB for the SNO solution and ∆G = 1.7
dB for the bifocal one.

5. Conclusions

In this letter, the design of a beam-scanning passive
reflectarray antenna, carried out with a promising Evo-
lutionary Optimization, Social Network Optimization, is
presented, together with the description of the optimiza-
tion environment developed to maximize the optimiza-
tion efficiency and the accuracy and reliability of the ob-
tained solution. Those features are proven through the
experimental characterization of a prototype and the com-
parison of its performance with that of a bifocal RA.
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Figure 4: Measured normalized radiation patterns in the
E-plane (top) and in the H-plane (bottom) for the point-
ing direction in the E-plane θmax =10◦, 20◦, 30◦, 40◦:
optimized RA (–); bifocal RA (–)

Figure 5: Variation of the gain as a function of the scan
angle, for the optimized RA and the bifocal RA: evalu-
ated values (–); measured values(o).
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