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Abstract

Open Set Domain Adaptation (OSDA) focuses on bridging the domain gap between a labeled source domain and
an unlabeled target domain, while also rejecting target classes that are not present in the source as unknown. The
challenges of this task are closely related to those of Positive-Unlabeled (PU) learning where it is essential to discrim-
inate between positive (known) and negative (unknown) class samples in the unlabeled target data. With this newly
discovered connection, we leverage the theoretical framework of PU learning for OSDA and, at the same time, we
extend PU learning to tackle uneven data distributions. Our method combines domain adversarial learning with a
new non-negative risk estimator for PU learning based on self-supervised sample reconstruction. With experiments
on digit recognition and object classification, we validate our risk estimator and demonstrate that our approach allows

reducing the domain gap without suffering from negative transfer.

Keywords: Computer Vision, Deep Learning, Image Classification, Domain Adaptation, Open Set Recognition,

Positive-Unlabelled Learning

1. Introduction

The process of acquiring and annotating a large amount
of application-specific data is one of the main ingredi-
ents of the current success of deep learning, but it is very
costly. An attractive solution is to take advantage of large
publicly available datasets, which however may not cap-
ture the exact characteristics of the application of inter-
est, leading to poor performance at deployment time. The
challenges derived from this difference between training
(source) and test (target) samples are subject of active re-
search in machine learning with several applications in the
area of computer vision related to domain adaptation and
open set recognition (see Sec. 2 for more details).

In the standard framework of Unsupervised Domain
Adaptation (DA, Saenko et al. (2010)), labeled source
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and unlabeled target data are drawn from two different
marginal distributions that cover the same set of cate-
gories. The setting is transductive, so the target is avail-
able at training time and is used for both adaptation and
evaluation. Learning solutions for this task have flour-
ished in the last decade but they remain ineffective in
the more realistic open set domain adaptation (OSDA,
Panareda Busto and Gall (2017); Saito et al. (2018)) sce-
nario where the source and target data contain both shared
(known) and exclusive (unknown) classes. Here, forcing
adaptation without recognizing the outlier samples leads
to negative transfer (Rosenstein et al., 2005), adding con-
fusion in the final known class recognition task. Open set
recognition (Scheirer et al., 2013) and outlier detection
focus on cases in which the source classifier also need to
detect samples that belong to none of the training classes.
A related line of research is that of Positive-Unlabeled
learning (PU, Denis et al. (2005)) that deals with binary
classification when the training data consists only of posi-
tive (P) and unlabeled (U) samples, where each unlabeled



sample could be either positive or negative. Most PU for-
mulations deal with labeled and the unlabeled data drawn
randomly from the same marginal distribution.

In this work, we highlight for the first time the relation
and complementarity of DA and PU learning for OSDA,
showing how it is possible to get the best of both worlds.
We cast OSDA in the theoretical framework of PU learn-
ing by considering the source samples as P and the tar-
get samples as U. Our DA solution exploits PU learn-
ing to detect unknown target samples and avoid negative
transfer, while extending PU learning to the case of un-
even data distributions. Specifically, the main original
contributions of this paper can be summarized in the fol-
lowing three points. (1) We present a novel formula-
tion of the non-negative risk estimation of PU learning
(Kiryo et al., 2017) inspired by the cross-domain robust-
ness of reconstruction-based features (Bousmalis et al.,
2016; Ghifary et al., 2016). We introduce the Positive-
Unlabeled Reconstruction Encoding (PURE) algorithm
that trains an autoencoder to reconstruct the known sam-
ples and map the unknown samples to a semantically void
vector (Sec. 4). (2) We integrate domain adversar-
ial learning, extending PURE to OSDA (OSDA-PURE),
while avoiding negative transfer (Sec. 5). (3) Finally, we
propose a new evaluation metric for OSDA that pe-
nalizes large gaps in the recognition performance of
known and unknown classes. An extensive experimen-
tal analysis on the basis of our metric shows the effective-
ness of OSDA-PURE with respect to its competitors (Sec.
6).

2. Related Work

Domain Adaptation. Closing the domain gap between
source and target data is essential to avoid a dramatic drop
in performance even for powerful deep learning meth-
ods. Discrepancy-based methods evaluate the domain
shift across feature distributions with different metrics and
then minimize them during training (Long et al., 2015;
Le et al.,, 2019; Chen et al., 2018; Hu et al., 2016) .
Adversarial approaches are arguably the most used ones
and exploit a domain discriminator with inverted objec-
tive to promote domain confusion (Ganin et al., 2016;
Russo et al., 2018). Finally, fully self-supervised tasks
have recently shown to be powerful guides in learning
robust cross-domain representations (Bousmalis et al.,

2016; Ghifary et al., 2016; Xu et al., 2019). Still all
the mentioned works deal with the closed world condi-
tion where the domains share the same set of classes. For
the most challenging open set framework, the literature is
quite limited. Panareda Busto and Gall (2017) introduced
the tasks with different unknown classes in source and tar-
get. Both Saito et al. (2018) and Liu et al. (2019) focused
on having only known samples in the source, while the
target contains both known and unknown data. In the
first work a classifier is trained to obtain a large bound-
ary between source and target samples whereas the fea-
ture generator is trained to make the target samples far
from the boundary. The second work separates the sam-
ples of known and unknown classes while weighting their
importance on feature distribution alignment.

Open Set Recognition. How to make a learning model
tolerant to unknown classes not seen in the training phase
was a topic largely investigated in shallow learning with
tailored variants of SVM and nearest-neighbor models
(Scheirer et al., 2013; Mendes Junior et al., 2017). The
first deep open set approach was introduced in (Bendale
and Boult, 2016), and following extensions were mainly
based on generative solutions to augment the training data
with synthetic unknown samples (Ge et al., 2017). A very
recent work combines classification and reconstruction of
input data (Yoshihashi et al., 2019). Despite their effec-
tiveness, these methods have not been challenged with
data collected across multiple domains.

Outlier Detection. Samples of unknown categories are
often indicated as outliers, novel or anomalous instances,
and need to be detected. Several extensions of the one-
class SVM were developed for this task (Manevitz and
Yousef, 2002). More recent reconstruction-based meth-
ods assume that a model optimized for inlier (positive)
data will yield poorer reconstruction quality when pre-
sented with outlier (negative) data. (Xia et al., 2015), (An
and Cho, 2015), and (Zhou and Paffenroth, 2017) formu-
late autoencoder-based approaches for this task. (Schlegl
etal., 2017) used generative adversarial networks (GAN5s)
to learn a manifold of the normal data and produce an
anomaly score. (Deecke et al., 2019) instead exploited
GANSs and their performance in producing samples simi-
lar to an unseen test instance to score it as outlier. Note
that, with respect to the more general open set case, outlier
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Figure 1: Schematic overview of our OSDA-PURE composed of an encoder Enc, a decoder Dec, a classifier Cls and a domain discriminator Dis.
Note that the decoder reconstruction has a different effect on known and unknown target samples.

detectors do not discriminate known classes: they con-
sider only on the binary known-unknown problem.

Positive-Unlabeled Learning. For PU, unlabeled positive
and negative data are transductively available together
with the annotated positive samples at training time (Hido
et al., 2008; Nguyen et al., 2011). This learning frame-
work is mainly used in outlier detection, but also in re-
trieval to find samples in an unlabeled data set similar
to user-provided ones (Onoda et al., 2005). PU applica-
tion ranges from medical to business and security with
a large impact on big data for the reduction of labeling
efforts (Jaskie and Spanias, 2019). The most recent publi-
cations discuss theoretical extensions then coded in shal-
low learning approaches (Gong et al., 2019; Kwon et al.,
2019), while the only deep approach integrates the PU
logic in a GAN architecture (Hou et al., 2018).

As clear, PU differs from the standard semi-supervised
learning where the annotated samples for all classes are
available, and at the same time it is closely related to the
open set domain adaptation setting in its most simple bi-
nary form. However, labeled and the unlabeled data are
generally drawn randomly from the same marginal dis-
tribution (SCAR: Selected Completely At Random (Elkan
and Noto, 2008; du Plessis et al., 2015)). We dedicate the
next section to a more rigorous discussion of PU learning
basics, as useful introduction for our contribution.

3. Preliminary Background

Problem Setting. Let us consider a binary classification
problem where our sample x € X c R belongs to one
of the two classes with labels y € {—1,+1}. We define
as p(x,y) the underlying joint probability distribution and
we indicate with p(x) the marginal density. The respective

class conditionals are p,(x) = p(xly = +1) and p,(x) =
plxly = —1), while 7, = p(y = +1) and 7, = p(y =
—-1) = 1 — &, are the positive and negative class-prior
probabilities.

In the standard setting for Positive-Negative (PN) learn-
ing, the data of the two classes are sampled independently
from the respective marginals as X, = {x/ }Z”l ~ pp(x)

and X,, = {x’;}N” ~ pa(x) and the goal is to search for the

optimal decisii)ri function f through empirical risk mini-
mization. More precisely, if f : R? — R is our decision
function and we indicate with [ : R x {£1} — R the loss
function that measures with [(¢,y) the error incurred by
predicting the output # when the ground truth is y, then we

can define the risk of f as

R(f) = ]Ep(x,y) [l(f(x), }’)] = npR;(f) + H)zR;(f) ) (1)

where [E[-] denotes the expectation operator, R;( f) =

Ep, [I(f(x), +D)], and R, (f) = Ex.p, [I(f(x),=1)]. The
risk is empirically approximated by

L(f) = mpR5(f) + maR, () 2)

where RE(f) = (1/N)) I I(f(x"),+1) and R;(f) =
(1/N,) leyz"l l(f(x;?), —1). Finally, using 6 to parametrize
the function f, the final classifier is obtained by solving

ming L(fy).

PU Learning. In the PU learning setting, the goal is to
learn the binary classifier f only from positive and un-
labeled data, where each unlabeled sample could be ei-
ther positive or negative. Specifically, we consider the
case-control scenario (Elkan and Noto (2008)) where two
sets of data are sampled independently as X, = {x} }j\i”l ~
pp(x) and X, = {x;‘,}?/:“l ~ p(x). Since X, is unavail-
able, we need a new way to approximate R, (f) and esti-
mate Eq. (1). du Plessis et al. (2015) showed that starting



from m,p,(x) = p(x) — m,pp(x), we obtain 7R, (f) =
R, (f) — mpR,(f) where R, (f) = Er.p[l(f(x),—1)], and
R, (f) = Ex-p, [I(f(x), ~D]. R(f) can be approximated by

Ley(f) = MR +R(N) - mRy(H).  (3)

where R, (f) = (1/N,) £ I(f(x),~1) and Ry(f) =
(1/N) T 1), =1).

Non-negative PU Learning (nnPU). Since by definition
R(f) = 0 Vf, it should also hold that 7R, (f) = R, (f) —
R, (f) = 0. However, for the empirical estimate it might

not be true that ﬁ;( f) - an;( f) = 0, which can cause
major overfitting problems when using flexible models,
such as deep neural networks, to define f. A solution
to this issue is presented by Kiryo et al. (2017) through
the introduction of a non-negative risk estimator for PU
learning:

Lupu(f) = 1R (f) + max {0, R, (f) — R, ()} . (4)

It is worth noting that both Eq. (3) and (4) assume that the
positive class-prior 7, is known. For the case-control sce-
nario, strategies have been proposed to estimate 7, (e.g.
du Plessis et al. (2016)). In this paper, we do not aim at
obtaining a precise estimate of the class prior and simply
set m, = 0.5 throughout the experiments. The only ex-
ceptions are the experiments with selective bias (Fig. 2),
where we report results with different P/N ratio in the un-
labeled data and set 7, to match this ratio.

4. Autoencoder-Based Classification Loss and nnPU
Risk

When the decision function f is modelled with a deep
neural network, Eq. (4) is often instantiated with logarith-
mic loss as

Ny
Lioomruf) =35 3" log(f(x! )+
P =1
1 S T, Np
u P
+max {0, N ; log(1-f(x) + N ; log(1 — f(x! ))}.

&)

However, this choice produces unreliable predictions
when the positive and the unlabeled samples belong to dif-
ferent domains. To alleviate this drawback, we need an al-
ternative discriminative loss that is also domain agnostic.

With this aim, we propose to instantiate f as an aufoen-
coder (AE), a neural network architecture composed of
two parts: an encoder Enc : RY — R¢ that projects the in-
put into the encoding space and a decoder Dec : R¢ — R?
that re-projects the encoded data into the input space. The
energy-based learning literature indicates that the AE can
be used for discriminative purposes (Zhao et al., 2017; Le-
Cun et al., 2006). In fact, an energy-based discriminator
attributes low energy (low reconstruction error) to the re-
gions near the data manifold and high energy (high recon-
struction error) to other regions. This makes an AE partic-
ularly suitable for the PU setting where there is no direct
supervision on the negative data, as evidenced by Mer-
divan et al. (2017). In addition, the DA literature shows
how the self-supervised nature of AEs makes the learned
representations resilient to the difference in data domains
(Bousmalis et al., 2016; Ghifary et al., 2016).

We train the AE to correctly reconstruct the positive
samples while mapping the negative samples to a seman-
tically void vector. Formally, we define the loss of x be-
longing to the positive and negative class as

I(f(x),+1) = |x — Dec(Enc(x))| ,
I(f(x),—1) = |x — Dec(Enc(x))|,

Q)
N

where |.| denotes the absolute value function and X = «1
is a uniform reference vector obtained by the product of
a constant « and a d-dimensional vector of ones 1. In
practice, we found a good choice to set « to the maximum
value that the input can assume. For instance, in an image
classification task, X is defined as a white image. We refer
to Eq. (6) and (7) respectively as positive and negative
reconstruction losses and we use them to instantiate Eq.
4) as

Lagmpv(H)= 1pR3(f) + max {0, R, (f) - m,R, ()} (8)
T, <L
14 P 4
= | i D (E ( i))|+
N, ; X ec(Enc(x
1 7,
+max {o, N ;p-c - Dec(Enc(x;f))|+—N—‘; ;IX - Dec(Enc(xl.”))I} :

In the following we refer to the method minimizing this
risk as Positive and Unlabeled Reconstruction Encod-
ing (PURE). At inference time, the classification output
is determined with y = sign(t — |x — Dec(Enc(x))|), where



7 is a threshold we set. Since the goal of minimizing the
loss function in Eq. (8) is to reconstruct the unlabeled pos-
itive samples and map the unlabeled negative samples to
void vectors, the absolute error |x — Dec(Enc(x))| should
be lower for positive samples and higher for negative sam-
ples. Therefore, similarly to Kato et al. (2019), we choose
7 such that the top-r, test samples with lower absolute er-
ror are classified as positive and vice versa. In Sec. 6, we
provide experimental evidence to validate PURE.

5. Open-Set Domain Adaptation as a PU problem

In the OSDA setting we have annotated samples
{(x], cf)}fi ’, drawn from the source domain with marginal
density py(x) and unlabeled samples {x’j}?’:’ , from the
target domain with marginal density p,(x). The source
domain is associated with a set of known classes ¢* €
{1,...,]|C,|} that are shared with the target domain C; C
C;, but the target covers also a set C;, of additional
classes, which are considered unknown. As in closed set
domain adaptation, it holds that p; # p, and we further
have that p; # p;° where p;* denotes the distribution
of the target domain belonging to the shared label space
C,. Ultimately, the goal of OSDA algorithms is to learn
a model using the annotation of the source data to assign
the target samples to either one of the |C,| shared classes
or to the unknown class.

If we consider all the known classes as positive and the
unknown classes as negative, we end up in a PU learn-
ing setting where the source data are the P set and the
target data are the U set. However, since source and tar-
get belong to different domains, the SCAR assumption is
not valid here. In addition, we are interested in further
differentiating between the |C,| known classes. In order
to tackle these problems, we equip PURE with a multi-
class classifier and a domain discriminator (see Fig. 1).
While PURE provides a suitable starting point for learn-
ing domain-invariant features, the domain adversarial dis-
criminator allows the explicit minimization of the dis-
tance between the source and target domain. More for-
mally, we extend the architecture of PURE with two new
branches starting from the encoder output: a discrimina-
tor Dis that is trained to solve the binary source vs tar-
get problem, whose gradient backpropagates with flipped
sign as in (Ganin et al., 2016) to encourage domain align-
ment, and a classifier Cls that is trained on the source

samples to recognize the |C,| known classes. The final
objective function of OSDA-PURE is

L =aLagmpv —BLpis +vLcis » 9

where a, B8, and y are hyper-parameters that weigh each
loss term in the overall objective, and the losses are

Ny
T . .
Lagmry = 3 ) 6] = Dec(Enc(x})l+

5=l

Un

N, N

1 1 S
+max<{0, — |% — Dec(Enc(x"))|+—— |x — Dec(Enc(xf))l} R
{ N’ FZI ! N‘X ;

Ny Ny
Lois =_Nis ; log(Dis(Enc(x?))) — Ni, ; log(1 — Dis(Enc(x1))) ,

Ny

Leis :_Nl Z c; log(Cls(Enc(x)))) .

R

The network is trained end-to-end in a minimax optimiza-
tion scheme to converge to a saddle point of the functional
of Eq. (9), using stochastic gradient descent. We use 6 to
indicate the network parameters and subscripts to identify
the different network components, thus formally we have:

(gEnc’ 0D€C9 QCIX) = arg min L(gEnc’ GDem GClss HD[S)
OEnc,Opec,Ocis

gDis = arg max L(gEnc’ gDec’ eDisv GCZS) .
Opis

6. Experiments

6.1. Datasets

Digits. Several datasets of digit images are commonly
used to study domain adaptation, namely MNIST (70k
images of white digit on a black background, LeCun et al.
(1998)), MNIST-M (variant of MNIST with background
substituted with color photos, Ganin et al. (2016)), USPS
(7k images of white digit on a black background, Fried-
man et al. (2001)) and SVHN (600k color images of real-
world street view house numbers, Netzer et al. (2011))
with each dataset considered as a different domain. For
our experiments, we always map all the samples to the
highest resolution in the considered domain pair. The first
5 digits (0-4) define the positive/known/source set, and
the remaining 5 digits (5-9) are unknown samples, with
the unlabeled/target set covering all the 10 classes.



Cifar-Stl.  Both Cifar-10 (Krizhevsky and Hinton
(2009)) and Stl-10 (French et al. (2018)) are standard ob-
ject classification datasets with 10 classes. Cifar-10 con-
tains 50k training and 10k test samples, while Stl-10 has
5k training and 8k test data. For our experiments, all the
images were converted to 32 X 32 resolution. In the open-
set scenario, we define the classes airplane, automobile,
bird, cat, deer as known and dog, frog/monkey, horse,
ship, truck as unknown.

Office-31. This dataset (Saenko et al. (2010)) provides
three domains, namely Amazon (A), DSLR (D) and We-
bcam (W), containing images of objects from 31 cate-
gories. Amazon contains 2820 product images from the
vendor website. DSLR (534 images) and Webcam (795
images) contain similar pictures of objects taken in an of-
fice environment, with Webcam having lower quality im-
ages than DSLR. We adopt the standard open set proto-
col (Saito et al. (2018); Panareda Busto and Gall (2017))
where, in alphabetical order, the first 10 classes (1-10)
are shared classes, and the last 10 classes (21-31) are un-
knowns in the target domain.

6.2. Open Set Metrics

The usual metrics adopted to evaluate OSDA are the
average class accuracy over the known classes OS*, and
the accuracy of the unknown class UNK. They are gener-
ally combined to define OS= %XGSW%XUNK as
a measure of the overall performance. However, we ar-
gue that treating the unknown as an additional class does
not provide an appropriate metric. As an example, let us
consider an algorithm that is not designed to deal with
unknown classes (UNK=0.0%) but has perfect accuracy
over 10 known classes (OS*=100.0%). Although this al-
gorithm is not suitable for open set scenarios, it presents
a high score of 05=90.9%. With increasing number of
known classes, this effect becomes even more acute, mak-
ing the role of UNK negligible. For this reason, we pro-
pose a new metric defined as the harmonic mean of OS*

_ ~»OS*xUNK :
and UNK, HOS = 2—05*+UNK' Differently from OS,

HOS provides a high score only if the algorithm performs
well both on known and on unknown samples, indepen-
dently of |C,|. Moreover, using a harmonic mean instead
of a simple average penalizes large gaps between OS* and
UNK. For a concrete example, let us consider the case
where the the model classifies all samples as unknown

MNIST (top) and USPS (bottom)
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Figure 2: Mean accuracy and standard deviation over three runs in the
PU setting with selection bias. The results show the performance of
PURE and nnPU (Kato et al. (2019)) at different P/N ratios with (-fixed)
and without fixing the prior 7.

(0S* =0.0%, UNK = 100.0%). In this case, the model
converged to a trivial solution which is not informative
and not suitable for open set problems. Still the mean be-
tween OS ™ and UNK would be 50.0%. On the other hand
HOS is 0.0%: this measure provides a clear lower bound
on the evaluation metric for OSDA settings.

6.3. Results

In the first part of our experimental analysis we con-
sider only the binary PU setting. We analyze the recon-
struction loss of PURE (Eq. (8)) against the standard in-
stantiation of nnPU with logarithmic loss (Eq. (5)), sim-
ply indicated in the following as nnPU. Moreover, we
challenge nnPU and PURE with different domain shifts
between the positive and the unlabeled data. In the sec-
ond part, we focus on the multi-class OSDA scenario and
evaluate the performance of OSDA-PURE. The hyper-
parameters are selected by following Saito et al. (2018)
and Liu et al. (2019) through cross-validation. We fo-
cused on learning rate and batch size in the intervals
{1072,107*} and {8, 128}, respectively. The loss weights
a, 3 and vy are chosen in {10~', 10} to obtain a balanced
objective function and avoid that the effect of one term
would overpower the others. All the experiments are per-
formed in a transductive setting. The implementation de-
tails are described in the supplementary materials which
also reports a qualitative analysis on the reconstructed im-
ages.

Evaluating PURE. Is PURE a valid solution for the stan-
dard PU setting? We start by comparing PURE with
nnPU on MNIST. We evaluate their respective Receiver
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Operating Characteristic (ROC) curve when varying the
sensitivity of the unknown detector by modifying the
threshold 7 to go from zero to complete recall. The area
under the ROC curve (AUC-ROC) is similar for nnPU
(0.995+0.001) and PURE (0.996+0.001) showing that
the reconstruction-based non-negative risk estimator of
PURE is meaningful and reliable.

Are nnPU and PURE resilient to selection bias? A
mild domain shift between positive labeled and unlabeled
data can be due to selection bias with the P set contain-
ing easier positive samples than the U set. We reproduce
the setting recently studied in (Kato et al., 2019) and we
compare the accuracy of nnPU with that of PURE when
considering different P/N ratios in the U data. In this set-
ting, we assume that the true value of 7, which coincides
with the considered P/N ratio, is known. For both nnPU
and PURE, we choose 7 such that the top-r,, test samples
are classified as positive. The solid lines in Fig. 2 show
that, in presence of selection bias, both nnPU and PURE
provide results firmly above chance with PURE slightly
outperforming nnPU in the USPS case. It is noteworthy
that both methods perform well even when the P/N ratio is
skewed (e.g. , P/N=0.3 and P/N=0.7). To test the robust-
ness to the estimation of m,, we repeat the experiments

by setting 7, = 7 = 0.5 for all P/N ratios. The dashed
lines in Fig.2 show that both nnPU and PURE maintain
comparable accuracies to the case where the true prior is
used.

Are nnPU and PURE resilient to cross-dataset domain
shift? We investigate the challenging case where P and
U belong to different domains by testing for classifica-
tion across datasets (e.g. MNIST-USPS means that P
is from MNIST and U is from USPS). Fig. 3 shows
the AUC-ROC of both methods on four different do-
main shifts. In this setting, where the distance between
the P and U distributions is larger than in the selection
bias case, nnPU shows all its limits, with a performance
close to chance (AUC-ROC=0.5) for MNIST-USPS and
MNISTM-MNIST. PURE outperforms nnPU in all cases,
with an advantage of up to +0.19 in the MNIST-USPS
case. We also investigate the effects of adding a domain
discriminator Dis to nnPU and PURE. Fig. 3 shows that
both methods greatly benefit from Dis. Still, PURE+Dis
steadily outperforms nnPU+Dis in all considered cases.
These results clearly indicate that both the AE and the ad-
versarial domain discriminator independently contribute
to the domain-invariance of the learned features.

Evaluating OSDA-PURE. We compare our method
against three baselines: OSVM, DANN+O and MMD+0.
OSVM trains an Open Set SVM (Jain et al., 2014) on
features generated by a CNN pre-trained on ImageNet.
MMD+0O adapts the closed set DA method of Long et al.
(2015), based on minimizing the Maximum Mean Dis-
crepancy, to the OSDA scenario by adding an OSVM.
Similarly, DANN+O adapts the closed set DA method
DANN (Ganin et al., 2016), based on domain adversar-
ial training, to the OSDA scenario by adding an OSVM. A
more detailed description of these baselines is provided in
(Saito et al., 2018). Naturally, we also benchmark against
the state-of-the-art methods': OSBP (Saito et al., 2018)
and STA (Liu et al., 2019).

How does OSDA-PURE perform on standard bench-
mark datasets? Following (Saito et al., 2018), we test
our OSDA-PURE both on digits recognition and on ob-

1Ba.ktashmotlagh et al. (2019) report the OS metric, not OS*, and no
public code is available. This prevents a fair comparison since it is not
possible to disentangle the contribution of the known and unknown class
on the results.



Table 1: Average class accuracy for known classes (OS*), unknown classes (UNK), and both known and unknown classes measured with the OS
and HOS metrics in the open set domain adaptation scenario for digits classification. The top and second best results are highlighted with bold

fonts.
DIGITS

Method MNISTM-MNIST SVHN-MNIST USPS-MNIST MNIST-USPS AVG

0S O0S* UNK HOS O0S OS* UNK HOS OS OS* UNK HOS OS O0S* UNK HOS O0OS O0S* UNK HOS
OSVM 60.8 623 61.0 61.5 543 63.1 10.5 18.0 43.1 32.3 97.5 485 79.8 77.9 89.0 83.1 59.1 57.7 65.7 614
MMD+0O 46.5 47.1 46.6 46.8 559 64.7 122 20.5 62.8 589 82.1 68.6 80.0 79.8 81.0 80.4 68.0 68.8 58.4 63.2
DANN+O 56.8 584 57.0 57.6 629 753 0.70 14 844 924 09 1.8 33.8 40.5 443 423 604 694 153 25.1
OSBP 91.5 94.7 75.5 84.0 63.0 59.1 82.5 68.9 923 91.2 97.8 944 92.1 949 78.1 85.7 84.7 85.0 83.5 83.2
STA 72.3 858 55 103 769 754 844 79.6 922 913 96.7 93.9 93.0 949 83.5 88.8 83.6 86.9 67.5 68.2
OSDA-PURE 92.5 93.9 855 89.5 619 59.8 724 65.5 97.2 97.2 972 97.2 91.6 92.0 89.3 90.6 85.8 85.7 86.1 85.7

OBJECT CLASSIFICATION
Method OFFICE-31 A-D OFFICE-31 A-W CIFAR-STL STL-CIFAR AVG
0S OS* UNK HOS OS 0S* UNK HOS OS OS* UNK HOS O0OS 0S* UNK HOS OS 0S* UNK HOS

OSVM 59.6 59.1 64.6 61.7 57.1 55.0 78.1 64.5 46.7 453 53.5 49.1 24.1 193 484 27.6 469 447 61.2 50.7
MMD+0O 478 443 82.8 57.7 415 362 945 523 452 435 53.6 48.0 249 20.5 46.5 28.5 399 36.1 694 47.3
DANN+O 40.8 35.6 92.8 51.5 31.0 24.3 98.0 389 445 432 50.7 46.7 30.3 264 49.4 345 36.7 32.5 72.7 429
OSBP 76.6 76.4 78.6 77.5 749 743 80.9 77.5 36.1 27.6 788 409 212 62 96.1 11.6 52.2 46.1 83.6 51.9
STA 76.7 81.3 30.7 446 80.7 87.4 13.7 233 66.2 63.8 78.1 70.2 55.0 52.7 66.3 58.7 69.7 71.3 47.2 49.3
OSDA-PURE 68.9 70.0 57.9 63.4 80.3 80.8 753 78.0 69.9 68.6 724 704 52.4 51.9 548 53.3 67.9 67.8 65.1 66.8
OSDA-PURE + init 74.0 75.0 64.0 69.1 79.7 804 72.7 76.4 - - - - - - - - - - - -

ject classification. For all experiments, we report OS,
0S*, UNK, and HOS, focusing on this last metric as a
measure of overall performance. The top part of Ta-
ble 1 presents the results on the digits datasets, also in-
cluding the MNISTM-MNIST case that was not consid-
ered in (Saito et al., 2018) and for which we ran both
OSBP and STA by using the code provided by the au-
thors. OSDA-PURE outperforms the competing methods
in three out of four tasks and presents the highest aver-
age HOS. In the SVHN-MNIST case, STA firmly outper-
forms all other methods. However, STA achieves poor
results on MNISTM-MNIST, highlighting an instability
in the performance that is present also in the object clas-
sification tasks. The bottom part of Table 1 presents the
results of object classification on Office-31 and the (CI-
FAR, STL) pair. Office-31 has some well-known issue:
unbalanced class statistics, noisy labels and very few sam-
ples per domain (Cicek and Soatto (2019); Venkateswara
et al. (2017)). Since it is a landmark dataset for DA,
we still provide experiments on this dataset, but focus-
ing only on the A-D and A-W pairs because A in the
only domain with at least 1k samples. All the reported
results on Office-31 are obtained using as backbone net-
work AlexNet pre-trained on ImageNet (Krizhevsky et al.
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(2012)). For OSDA-PURE, training from scratch a de-
coder that is a mirrored version of AlexNet (~ 60 mil-
lion parameters) would not be feasible from the limited
amount of samples of this dataset. Thus we defined a trun-
cated autoencoder with Dec composed of a single fully
connected (fc) layer that is trained to reconstruct the in-
put to the last fc layer of Enc. By following (Ghifary
etal., 2016), we also re-ran the OSDA-PURE experiments
initializing the decoder with the transpose weights of the
corresponding encoder layers (OSDA-PURE + init). The
results on the object classification cases show that OSDA-
PURE is the only method that maintains a good perfor-
mance across all tasks. In fact, OSBP performs well
on A-D and A-W and poorly on CIFAR-STL and STL-
CIFAR, while STA presents the opposite behavior. It is
worth having a closer look at the performance of STA in
the Office-31 cases. If we focus only on OS, STA shows
the best results. However, this metric masks its poor per-
formance on unknown samples that is well represented by
HOS. Finally, it is interesting to compare the performance
of OSDA-PURE with DANN+O since our method can be
thought of as an extension of DANN with an additional
decoder. Due to the effects of negative transfer, DANN+O
shows even lower performance than OSVM in seven out
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Figure 5: Qualitative analysis on the reconstructed target images from
the PURE-OSDA digits experiments. Samples from known classes tend
to be reconstructed to keep the original label, while samples from the
unknown classes map to a mostly uniform image.

of eight cases. On the contrary, OSDA-PURE avoids neg-
ative transfer and largely outperforms both OSVM and
DANN+0O thanks to the contribution of Dec in identify-
ing the unknown classes.

Is there an internal equilibrium between PURE and the
domain discriminator? During the learning process, our
PU reconstruction loss moves apart target features from
source features, while the domain discriminator aligns
source and target distributions. These two antagonistic
forces actually collaborate to isolate the unknown tar-
get samples while reducing the domain shift among the
shared classes. Fig. 4 shows the accuracy of Dis on the
target samples for MNISTM-MNIST. The desired condi-
tion in the closed set (CS) scenario is complete confu-
sion across domains with accuracy 0.5, while in the OS
scenario half of the classes (shared by source and target)
should be confused (acc. 0.5) and half should be perfectly
recognized as belonging to the target (accuracy 1.0) with
an expected overall accuracy of (0.5 x 0.5+ 0.5x 1) = 0.75.
After an initial phase needed by Enc to learn and produce
domain invariant features, the performance of Dis con-
verges to the expected values. Note that Dis does not have
any explicit information on the label difference between
the two domains and reaches this performance through
the adversarial game with the PURE loss. This confirms
that the training objective of Eq. (9) is meaningful.

Is it possible to explainfinterpret the result of the
method? AEs have the side advantage of visual trans-
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parency which allows us to explore the inner working of
OSDA-PURE also through a qualitative data visualiza-
tion. Fig. 5 shows the reconstruction effect on the tar-
get samples belonging to known and unknown classes in
the digits experiments. We can see how the network is
actually able to distinguish between the two cases, map-
ping the samples either to a meaningful digit or to an al-
most uniform image. Recall that we are not interested in
a high-quality reconstruction and the reconstruction error
is only used as a proxy for the known/unknown classi-
fication. As an example, the MNISTM-MNIST shift in
Fig. 5 shows that the reconstruction of the known sam-
ple is very blurry and mostly black, but is clearly different
from the reconstruction of the unknown sample, thus al-
lowing an accurate known/unknown prediction. Another
interesting insight comes from the known examples of the
MNIST-USPS and the SVHN-MNIST shift in the figure:
instead of replicating the input, the AE encodes the input
into prototypical examples in the feature space which is
then decoded to an image with a recognizable digit.

7. Discussion and Conclusions

In this work, we propose a novel method to tackle
the challenging problem of open set domain adaptation
by casting it into the theoretical framework of PU learn-
ing. Our OSDA-PURE gets the best of both worlds: (a)
it removes the SCAR assumption in PU learning by ex-
ploiting the self-supervised power of AEs and domain ad-
versarial training, and (b) it isolates the unknown target
samples reducing the effect of negative transfer through
a novel reconstruction-based PU risk estimator. Experi-
ments in the PU learning setting show that our AE-based
risk estimator is clearly superior to the standard logarith-
mic instantiation when the P and U sets belong to differ-
ent domains. Experiments in the OSDA setting show that
OSDA-PURE: (i) is the only method that consistently im-
proves over the OSVM-based baselines; (ii) outperforms
all competitors in six out of nine cases; (iii) has the highest
average performance in both the digit recognition cases
and the object classification cases, by a large margin in
the latter. Sample reconstruction may be difficult in case
of data scarcity, but recent work have shown that other
self-supervised tasks are suitable for cross-domain gen-
eralization (Carlucci et al. (2019); Gidaris et al. (2018)).
We plan to investigate this direction for future PU-based



OSDA approaches. Overall, our contribution sheds new
light on both the field of PU and open set domain adap-
tation, and we believe it can be a starting point to further
boost research in both areas.
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