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Abstract 

Tubular receivers in central tower systems suffer the high mechanical stresses caused by the temperature 

gradient typically established along the tube and across its circumference due to the one side heating. In 

the present work, the thermal behavior of three different absorber tubes is investigated both experimentally 

and numerically. The tubes, manufactured in Cr alloy 718 (Inconel®), were smooth or with repeated rib-

roughness (annular or helical ribs), and were tested at the solar furnace SF60 of the Plataforma Solar de 

Almería (PSA) in 2017 within the international access program of SFERA II project, financed by the EU. 

The specific focus of the tests was the assessment of the role of turbulence promoters in reducing the peak 

wall temperature when a strong one-side heating is present, contributing to the reduction of the thermal 

gradients between the irradiated and the non-irradiated (back) side of the tube. The experimental results 

show that the use of turbulence promoters reduce the wall temperature with respect to the case of a smooth 

tube, as expected, although the comparison between the samples is not trivial in view of the change in the 

optical properties induced by the progressive oxidation of the irradiated surface. Computational Fluid 

Dynamic (CFD) 3D models have been developed for the three samples and they have proven the capability 

to very-well reproduce the experimental results. A fair comparison between the different simulated tubes in 

the same controlled conditions of one-side heating has been performed numerically, assessing 

quantitatively the temperature reduction induced by the turbulence promoters, and the best performance of 

the Inconel® tube equipped with helices. 
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Nomenclature 

 

Symbols 

A  area (m2) 
CDκω, Dω cross diffusion terms (s-2) 
d distance to the wall (m) 
D  diameter (m) 
E  irradiated energy (Wh) 
f   friction factor 
F1, F2 blending functions 
g  Earth's gravity acceleration (m/s2) 
Gr  Grashof number 
HTC Heat Transfer Coefficient (W/m2/K) 
k thermal conductivity (W/m/K) 
L  length (m) 
Nu Nusselt number 
p  pressure (Pa) 
Pκ Production term for the turbulent 

kinetic energy (kg/m/s2) 
Pω Production term for the specific 

dissipation rate (kg/m3/s2) 
PF proximity factor 
Pr   Prandtl number 
Q heat flux exchanged between 

interfaces (W/m2) 
Ra Rayleigh number 
Re Reynolds number 

Sκ Source term for the turbulent kinetic 
energy (kg/m/s2) 

Sω Source term for the specific 
dissipation rate (kg/m3/s2) 

T   temperature (K) 
TEF Thermal Enhancement Factor 
v   velocity (m/s) 
V  volume flowrate (l/min) 
x, y, z  coordinate system 

Greek symbols 

α  absorptivity 
βN thermal expansion coefficient (K-1) 
β, β* Turbulence model coefficients 
Δp pressure drop (Pa) 
ε emissivity 
θ local incident angle (°) 

 turbulent kinetic energy (m2/s2) 

μ dynamic viscosity (Pa·s) 
μT Eddy viscosity (m2/s) 
ν kinematic viscosity (m2/s) 
ρ density (kg/m3) 

σκ, σκ2, 
σω, σω2 

Turbulence model coefficients 

σx, σy standard deviation 
φ applied heat flux (W/m2) 
Ф thermal power (W) 
ω specific dissipation rate of the 

turbulent kinetic energy (s-1) 

 Local coordinate along the wall-air 
interface, in the axial direction 

Abbreviations 

AMG Algebraic Multigrid 
CFD Computational Fluid Dynamics 
CIEMAT Centro de Investigaciones 

Energéticas, Medioambientales y 
Tecnológicas 

CSP Concentrating Solar Power 
DNI Direct Normal Irradiance  
GCI Grid Convergence Index 
IA  Inconel Annular 
IH  Inconel Helices 
IS   Inconel Smooth 
PSA Plataforma Solar de Almería 
RANS Reynolds-averaged Navier–Stokes 
SFERA Solar Facilities for the European 

Research Area 
SST Shear Stress Transport 
TK  Thermocouple of the K-type 

Subscripts 

air air 
amb ambient 
base baseline 
bulk bulk 
cum cumulated 
ext external air 
i internal 
in inlet 
nconv natural convection 
o at ambient conditions 
out outlet 
peak peak 
s smooth 
S surface 
th thermal 
V volume flowrate (l/min) 
wall wall 
∞ outside the thermal boundary layer 
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1. Introduction 

Context and background 
The Concentrating Solar Power (CSP) technology includes systems used to generate electricity by the 

concentration of direct solar beam and the use of a conventional power block [1]. Among the other CSP 

systems, Solar Central Towers, with their single receiver placed on top of a tower surrounded by hundreds 

or even thousands of heliostats and very high concentration ratios [2], can reach higher temperatures and 

greater thermodynamic cycle efficiency than the other systems [3].  

The 10 MW Solar One (1981) and Solar Two (1995), built in the Mojave Desert of California [4], were the 

first central receiver plants to be demonstrated. Other plants, such as the 11 MW PS10 and 20 MW PS20 

in Spain, and the 5 MW Sierra Sun Tower in California were completed already 20 years ago [5]. 

The tubular external receiver technology is the most used in the central tower systems (although tubes 

are adopted also inside cavity receivers) [6]: the solar radiation reflected by the heliostat field is 

concentrated on the external surface of the absorber tubes and transferred to a working fluid flowing 

within them. The absorber tubes are exposed to strong one-side heating. On the external surface of the 

heated side of the tube, where the radiation absorption occurs, radiative and convective heat losses to 

the surrounding are remarkably high, given the high temperatures reached by the receiver [7], while on 

the corresponding inner surface heat is transferred to a working fluid. The non-heated side of the tube 

surface, in the lack of strong mixing of the coolant, typically lays at a temperature that is much lower than 

that of the heated side, generating strong thermal gradients. As high thermal stresses develop [8], tubular 

receivers are limited in the maximum heat flux that they can withstand. Moreover, the absorber tube 

lifetime is reduced by thermal fatigue, since the tubes are exposed to thermal cycles consisting of 

alternating heating and cooling processes related to daily switching on and off and variations in 

atmospheric conditions. The materials for the receiver are generally ceramics or metals since they need 

to be stable at relatively elevated temperatures. 

The working fluid pumped inside the receiver tubes is heated up to produce electricity in the traditional 

power block. The choice of the heat transfer fluid depends on the plant design features, such as storage, 

loop configuration and hybridization. At the commercial level, tubular receivers adopt liquid heat transfer 

fluid, like water and molten salts [9]. Although the air thermal conductivity is low (it cannot be used to 

store directly the thermal energy), also the choice of pressurized air as heat transfer fluid could be widely 

justified by several advantages: it allows reaching very high temperatures and thus high efficiency of the 

thermodynamic cycle downstream the receiver; it can directly drive a Brayton cycle, which in turn allows 

adopting a highly efficient solar-driven combined cycle; it is for free and abundant and it has no risks of 

phase change. Tubular receivers operating with pressurized gases were used for example in the GAST [10], 

SOLHYCO [11] and SOLUGAS [12] projects. 

Within the frame of the GAs-cooled Solar Tower project (GAST) project [10], different tubes (made by a 

nickel-iron-chromium alloy and by SiSiC, respectively) have been analyzed, with extensive material tests 

and thermo-mechanical analysis to investigate the effects of high-temperature operating conditions (~ 

800 °C, increased to 1000 °C for the SiSiC tube). Within the SOLHYCO project [11] (developed in 2006-2010 

at the Plataforma Solar de Almería), an innovative pressurized-air tubular receiver was designed, based 

on the “profiled multilayer tube” (PML) receiver concept. It was demonstrated that this technology 

enhances the heat transfer from the irradiated tube wall to the gas and allows to reduce the temperature 
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differences on the circumference of the tube, thus reducing stress and leading to higher lifetime. 

However, the different thermal expansion of Cr alloy 718 (Inconel® 718) and Copper led to progressive 

degradation of the inter-metallic connection, which dramatically reduced the lifetime of the component. 

The SOLUGAS project [12] consisted in the demonstration of the first solar hybrid power system with 

direct heating of pressurized air driven into a gas turbine at the MW scale; the solar receiver was made 

out of 170-nickel-alloy smooth tubes and heated pressurized air up to 800 °C.  

The enhancement of the convective heat transfer to the pressurized air through turbulence promoters 

seems a clear direction to increase the maximum bearable heat load reducing the thermal stresses of the 

tubes subject to one-side heating. A wire-coil insert was already adopted in the tubes of the tubular air 

receiver in the SOLHYCO project [13]. From an experimental point of view, the enhancement of heat 

transfer and performance in a helically ribbed tube for a molten salt receiver, if compared to a smooth 

tube, was investigated in [14]. There, the authors used an electric heater mounted on the pipe, providing 

a uniform heat flux to the pipe, to demonstrate that the heat transfer of the helically ribbed tube was 

three times higher than that of the smooth pipe. 

From a numerical point of view, the analysis of corrugated tubes, equipped with periodic rib-roughness 

such as helical ribs with different rib width and pitch, is already performed in [15]. After the calibration of 

the numerical model against experiments performed only in the case of a smooth pipe, the numerical 

model is extended to the cases of helical ribs without further validation, although the complexity of the 

thermal fluid dynamics is much higher. Nusselt number correlations are derived by imposing a uniform 

wall temperature as a thermal driver in all the simulations. Using the computed correlations within a 

system model, the authors could demonstrate that helical ribs are effective in reducing both the maximum 

and the average tube wall temperature, as already expected from the literature [16]. Note, however, that 

the numerical models for tubes equipped with helical ribs in [15] are not validated. Furthermore, the 

correlations derived for the corrugated tubes in the case of uniform heating on the tube surface are not 

straightforwardly applicable to the actual receiver conditions. This is due to the fact that the one-side 

heating drives an asymmetric development of the thermal boundary layer, which grows on the side of the 

tubes where the load is strongly concentrated, violating the symmetry assumption under which heat 

transfer correlations are typically derived. 

On the pure modeling side, many efforts have been done by several authors to analyze the thermal 

performance of solar tubular receivers under steady-state and/or transient conditions using analytically, 

semi-empirical and numerical techniques, reviewed in [17]. Purely analytical models allow the quick 

estimation of the maximum tube temperatures, but they are unable to provide an accurate thermal profile 

over the full heat transfer surface. Semi-empirical models attempt to apply heat and mass balances to a 

reduced number of discrete nodal elements on the receiver surface, to evaluate the tube temperatures 

and receiver losses, without solving mass, momentum and energy conservation on a large fluid domain. 

That kind of models have been recently used to analyze the case of a liquid-sodium receiver: in [18], the 

performance of designs differing for size and connection of the pipes are compared, and in [19] a specific 

design of the receiver is analyzed, subject to different environmental conditions. There, a detailed (CFD) 

model is developed not for the coolant inside the smooth pipes, but rather for the external air flow, to 

compute the convective losses to the environment, as also done in [20]. In [21], the optimum heat transfer 

condition is investigated for a tubular type solar receiver for various receiver pipe sizes, heat transfer fluid 

(molten salt, sodium, and supercritical carbon dioxide sCO2) and design requirement and constraints. In 

[22], the energetic and exergetic performance of different heat transfer fluids, including ideal air, is 
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investigated in a tubular receiver model, allowing the identification of the irreversibility associated with 

the various heat transfer processes occurring in the receiver pipes. Note, however, that all the above-

mentioned applications require constitutive relations for the heat transfer to the coolant. Standard 

smooth-pipe correlations for heat transfer with azimuthally uniform heating are typically used, without 

an assessment of the validity of those correlations in the peculiar case of one-side heating. An assessment 

in that direction comes from  the study in [23], related to the nuclear field rather than to CSP, where it is 

shown that the Sieder-Tate correlation [24] can reproduce the heat transfer occurring in pipes with water 

in forced flow, subject to strong one-side heating, with only a rough approximation. That result highlights 

the need for dedicated analysis on the heat transfer in situations where the heat load is azimuthally 

strongly non-uniform. 

As a matter of fact, the one-side heating inside smooth tubes has been analyzed by several authors with 

numerical CFD models that require a significant computational effort to solve the conjugate heat transfer 

problem in the internal flow and in the tube wall. The numerical analyses found in literature span from 

the very computationally-intensive Direct Numerical simulations (DNS),  like the one reported in [25] for 

a tube of a solar receiver, to more standard Average-Navier-Stokes (RANS) approach. Both are, however, 

hardly usable if every single tube of a whole tubular receiver has to be simulated, calling for a multiscale 

approach, as already adopted for open volumetric air receivers in [19]. With much simpler models, the 

numerical investigation of the efficiency of the heat transfer to the fluid, for a smooth pipe in an external 

receiver under unilateral concentrated solar radiation was carried out in [26], for different values of the 

energy flux incident on the tube. The analysis in [27] demonstrated that a model accounting for the 

azimuthal variation of the heat flux leads to a higher maximum wall temperature, which is the critical 

point for the molten salt receiver analyzed there. Again, the analysis there is performed on a smooth tube. 

The authors concluded that an appropriate tubular receiver design must account for the azimuthal 

temperature variation in the pipe, so for the one-side heating of the tubes. In [28], a thermal analysis of 

thin-wall pipes under non-uniform heat flux in the azimuthal direction, with turbulent flow in statistically-

stationary-state, is presented, but again the tubes are not equipped with any turbulence promoter. 

Aim and novelty of the work 
As shown above, in the literature one can find analyses of smooth tubes, which are subject to one-side 

heating but which are not equipped with turbulence promoters, or analyses of tubes equipped with 

turbulence promoters, but exposed to uniform heating, where the thermal boundary layer develops in an 

axisymmetric way. No experimental nor numerical studies are available for tubes equipped with periodic 

rib-roughness turbulence promoters, subject to strong one-side heating, where the asymmetry in the 

thermal boundary layer development makes the standard uniform-heating correlations of doubtful value. 

In the present paper, we aim indeed at bridging some of the gaps in the comparative assessment of the 

thermal performance of tubular receivers equipped with turbulence promoters when subject to one-side 

heating. We investigated experimentally and numerically the thermal behavior of three monolayer 

absorber tubes, equal for material but different for turbulence promoter configuration, heated in a solar 

furnace, following two parallel directions: 

1. For the first time, three Inconel® 718 tubes samples (a smooth tube, and two samples equipped 

with periodic rib-roughness turbulence promoters, and namely a tube equipped with annular ribs 

and a tube equipped with helical ribs) have been tested under the same conditions of one-side 

heat flux within a solar furnace as tubular receivers. The test campaign, performed at the solar 
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furnace SF60 [29] located at the Plataforma Solar de Almería (PSA) [30] in 2017 within the 

international access program of SFERA II project [31], financed by the EU, aimed at assessing if a 

clear increase of performance could be measured moving from the smooth tube to the sample 

with annular ribs and to that with helical ribs. 

2. For the first time, a CFD model considering one-side heating as a thermal driver is developed not 

only for a smooth tube, but also for tubes with annular and helical turbulence promoters. The CFD 

model for all three samples has been validated against the experimental data collected in the 

experimental campaign within the solar field. The model proves the capability to reproduce the 

effects of the turbulence promoters when the thermal driver is strongly non-uniform in the 

azimuthal direction.  

 

The model of the corrugated tubes, once validated, is then exploited in the paper to perform a comparison 

between the thermal-hydraulic performance of the three tubes when the same heat flux, oxidation level 

and fluid flow are considered. The comparison, which could not be performed in such fair form in the 

experiment, allows assessing quantitatively the better performance of the tubes equipped with 

turbulence promoters.  

The paper is organized as follows: the three tube samples are described in Section 2. In section 3, the data 

collected during the experimental campaign are first critically evaluated, then the test results are 

presented and discussed, highlighting the need for computational analysis. In Section 4, the CFD models 

developed for the different tubes are presented, verified, calibrated and validated against different sets 

of experimental data. In Section 5, a detailed comparison between the thermal-hydraulic performance of 

the different tubes for the same controlled load condition is performed, both in terms of pure thermal 

performance and in terms of thermal enhancement factor, which also includes the hydraulic performance 

(pressure drop). The conclusions of the analysis are given in Section 6. 

 

2. The samples 
The three tubes, manufactured within the present work  through additive manufacturing (3D printing), 
have the features reported in Table 1.  

 

 Table 1 – Main features of the sample absorber tubes manufactured and tested at PSA in 2017. 

 

 

 

 

All tubes are made of Inconel® 718, including a smooth one (IS) which should be the bottom-line 

reference. As turbulence promoters, we targeted repeated rib-roughness tubes, and in particular annular 

and helical ribs, which seemed easy to manufacture at a reasonable cost, and for which guidelines for the 

Tube label 
Turbulence 

promoter 

Length 

(mm) 

Diameter 

(mm) 

Wall thick. 

(mm) 

IS None (smooth) 

250 25.4 2.4 IH Helical ribs 

IA Annular 
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optimization were already present in literature [32], although referring to cases of uniform heat flux. For 

the pipe equipped with annular ribs, the pitch, width and height of the ribs were designed to 6 mm, 1 mm 

and 1 mm, respectively, to maximize the heat transfer coefficient based on a preliminary and simplified 

CFD study, where the computed heat transfer increased for increasing pitch/height ratios up to 5 and then 

flattened out for values of pitch/height ratios up to 7 (the largest value numerically tested). However, due 

to manufacturing issues in controlling the backward shape of the ribs, they resulted in having a trapezoidal 

shape, instead of the original rectangular design, with an angle of attack of 90° in the flow direction and 

of 45° in the other direction.  

(a) 

(b) 

Figure 1 – (a) Drawing of the helically ribbed tube. All the quotes are expressed in [mm]. (b) Picture of one of the Inconel® tubes 
before the test campaign with the supports for the thermocouples (the squares in the background have 1 cm side). 

 

The helical-ribbed tube (IH) was originally designed with helices, having a rectangular shape with an aspect 

ratio of 2, with the pitch of 22.5 mm (resulting again from a preliminary and simplified CFD optimization 

of the heat transfer). Note that the number of threads (three) came out to give a longitudinal distance 

between the ribs comparable to the rib pitch in the IA tube. Due again to manufacturing constraints, the 

original design was slightly changed: also the helical ribs have a trapezoidal shape, as shown in the left-

zoom in Figure 1a, with an angle of attack of 90° in the flow direction, a width of 1 mm and an angle of 

attack of 45o in the other direction. All the geometric details of the IH configuration as manufactured are 

provided in Figure 1a. A comparative picture of the cross-sections of the IA and IH tubes is provided in 
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Figure 2, where the different height of the ribs in the two tubes is evident. Since the manufacturing was 

taking longer than foreseen, the tubes were left “naked” as shown in Figure 2, without any coating or 

painting on the external surface because of lack of time. A posteriori, the benefit of applying a painting 

with controlled emissivity should have been considered with much more attention, since the 

interpretation of the experimental results resulted to be strongly affected by the surface oxidation, see 

below. 

In view of the tests at the PSA, three holes were drilled in the tubes by the manufacturer, to insert three 

thermocouples of the K-type from the back side (the not irradiated one) into the front wall (the irradiated 

one), close to the external surface. These thermocouples were not welded and were partially inserted by 

1 mm inside the inner front wall thanks to pre-formed holes. The nominal position of the focus point is 

shown in Figure 1a, but it can slightly change in a non-controlled way during the tests, due to small 

variations of the heliostat position, see below. 

 

 (a)   (b) 

Figure 2 - Detail of the Inconel® tube equipped with helical ribs (a) and annular rings (b), respectively. 

3. Tests 

3.1 Test setup 
The PSA, the largest of its kind in Europe, is owned and operated by the Spanish Research Institution 

CIEMAT. It has been exploited in Andalusia since 1980 for the testing and optimization of a variety of high-

temperature solar technologies [30]. In the R&D unit devoted to the Solar Concentrating Systems, the 0.6 

MWth High-Flux Solar Furnace (SF60) operates since 1991. It consists of a flat collector mirror, or heliostat 

(with a surface of 140 m2), reflecting the parallel horizontal solar beams on the parabolic dish, which in 

turn reflects them on the test sample focus, see Figure 3a. The amount of incident radiation is regulated 

by the shutter located between the concentrator and the heliostat. A test table movable in three 

directions (East-West, North-South, up and down) places the test samples in the focus with great 

precision. When the shutter is completely open with a Direct Normal Irradiance (DNI) of 1000 W/m2, the 

peak irradiance at the focus is about 3 MW/m2 and the total power is 69 kW. The power focal diameter is 

26.2 cm [33]. 
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(a) (b) 

Figure 3 – (a) PSA Solar Furnace working sketch, according to [33]; (b) Alumina sheet to protect the connections to the sample. 

The samples were mounted on the testbed and they were connected in parallel branches to the air 
distribution system (see the sketch in Figure 4) through a couple of nuts mounted on the sample tube 
ends, which reduced the irradiated length from the original ~250 mm to about ~210 mm. The nuts, as well 
as the rest of the air circuit, were protected against the concentrated solar radiation by means of an 
alumina sheet placed in front of the testbed. A hole in the alumina plate allowed to focus the 
concentrating solar power just on the sample tube (see Figure 3b). The amplitude of the peak of the 
Gaussian distribution was measured by means of a radiometer, which had to be placed in the focus 
replacing the test sample. For this reason, the tube samples could not be tested while the heat flux was 
being monitored and the incident radiation was measured before/after each test. A 7.5 kW compressor 
increases the pressure of ambient air up to 10 bar (absolute pressure): the air passed through the tube(s), 
removing heat, and then was cooled down in a water heat exchanger, before being released to the 
ambient. The flow rate was measured, and it could be regulated through a valve positioned upstream of 
the sample.  

 

Figure 4 – Sketch of the hydraulic circuit where samples were inserted for the tests at the PSA. The two portions of the circuit in 
the red rectangle, with 3 or 1 sample installed at the same time, were tested alternatively. 
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The available instrumentation was constituted by: 

- Thermocouples of the K-type for the temperatures, with an accuracy of ± 1.5 K. The thermocouple 

wires are protected from the surrounding ambient by a sealed stainless-steel sheath. Their 

location for all the samples is reported in Figure 1a and in Figure 5a. As already mentioned above, 

the thermocouples TK1, TK2 and TK3 in each sample were not welded but just put in contact with 

the pipe in the pilot holes pre-arranged during the tube manufacturing. The 2-mm-long tips of 

thermocouple were partially inserted into the pre-formed hole in the tube wall (1 mm), and 

partially exposed to air (1 mm), so that they measured an air/wall average temperature in the 

proximity of the inner surface of the tube. The thermocouple TK4 is to confirm that the air inlet 

temperature is the ambient one, which is also provided by the PSA control panels. The 

thermocouple TK6 measures the air temperature at the flow meter position. Since the air density 

is a function of the temperature, the mass flow rate can be determined by coupling the TK6 and 

the flow meter readings. The thermocouple TK5, which should measure the air mean temperature 

at the outlet of the tube sample, allowing estimating the useful power transferred to the fluid by 

calorimetry, was unfortunately not well positioned in the core flow or it bended, so that its read-

out was considered not reliable and discarded in what follows. 

- Radiometer for the peak heat flux in (kW/m2). To measure the peak heat flux, the target in the 

focus of the parabolic collector was moved from the sample to a Lambertian target, see Figure 4, 

by means of the movement of the mobile test-bed. The radiometer adopted at the SF60 is 

affected by a systematic error that depends on the spectral absorptivity of the black coating of 

the sensitive part (made of colloidal graphite) and results in an overestimated heat flux. To take 

that error into account, a correction factor of 0.782 was determined in [34]. The amplitude of the 

peak of the Gaussian distribution has an accuracy of ±3%, according to [34]. The incident heat flux 

can be then calculated according to the Gaussian distribution defined in [33]  and reported in Eq.1, 

where the cosine of the local incident angle is inserted to take into account the curvature of the 

tube surface. The reference system is shown in the top view section of Figure 5b: the local incident 

angle can be evaluated through simple trigonometry, while the z-origin is positioned in 

correspondence to the focal point so that the peak of the heat flux is obtained for x = z = θ = 0. 

 

𝜑 = 𝜑𝑝𝑒𝑎𝑘 ∙ {𝑒𝑥𝑝 [−
1

2
∙ (

𝑥2

𝜎𝑥
2 +

𝑧2

𝜎𝑧
2)]}  ∙ cos 𝜃               (Eq.1) 

 

In Eq.1, x and z are the standard deviations, both equal to 0.064 [33]. We neglect the other 

possible sources of inaccuracies, and namely the fact that the peak load could change while the 

measurement panel shifts from the sample to the radiometer, and the fact that the local focus of 

the flux on the sample could be instantaneously in a different position, as the heliostat, tracking 

the sun, is moved by the wind coming from any possible direction.  

- Flow meter with an integrated control system (Bronkhorst High-Tech model F-203AV Mass Flow 

Controllers, well suited for gases), to measure and control the flowrate in (l/min). The stated 

accuracy of the sensor [35]  is of  ± 0.5% of the actual flow rate reading, plus a ± 0.1% of the full 

scale of the instrument (1650 l/min in this specific case); additionally, another ± 0.1% of the full-

scale error has still to be added due to some uncertainty related to the control stability. 

- Pressure switch, for the control of the pressure at the outlet of the compressor, i.e., the air inlet 

pressure in the sample, measured in (bar); 
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- Pyrheliometer, for the instantaneous DNI in (W/m2), to check if the operation could start; 

 

Figure 5 – (a) Connection of one sample to the hydraulic circuit, with the location of the different thermocouples; (b) top view of 
the tube section and reference coordinate system. 

3.2 Test results 
During the two weeks of experimental campaign transient and “quasi” steady-state tests were 

performed, but the formers are not analyzed in this paper.  

Steady-state tests aim at obtaining equilibrium between the power applied to the sample, the thermal 

losses and the useful power to the fluid. Because of the intrinsic variability of the solar heat source, strictly 

speaking, only "quasi" steady-state tests can be performed, obtained regulating the shutter to have the 

desired peak heat flux. When the heat flux seemed quasi-steady from the radiometer measurement, the 

mobile test bed was moved to shine on the receiver. The measurement was carried on until all the 

temperature traces got to a quasi-steady state (at least for a couple of minutes), then, to conclude the 

test, the radiometer was positioned a second time in the focus to measure the peak heat flux to be 

compared with the initial one, to check that no significant variations occurred.  

For all the tests considered here, in order to consider them “steady”, we allowed a maximum variation 

of the measured temperatures, as well as of the peak heat flux, of ±3% (i.e., equal to the major 

instrumentation error, see below). The wind velocity safety limit was 30-35 km/h, as a larger wind velocity 

would force to move back the heliostat in the horizontal position (and stop the tests). A summary of all 

the steady-state tests considered in the present analysis is reported in Table 2. For all samples, three peak 

flux levels (~55 kW/m2, ~180 kW/m2 and ~280 kW/m2, respectively) were tested, while the flow rate was 

kept constant in almost all the tests (~40 l/min). Also, Table 2 shows the experimental data of the three 

thermocouples for the inner wall temperature and the read-out of a thermocouple measuring the 

ambient temperature.  

In addition, for every test performed during the experimental campaign (both steady-state and 

transient), an average peak heat flux was extracted from the radiometer output (W/m2); the Gaussian 
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distribution given by this peak was then integrated on the irradiated surface of the tube (W) and multiplied 

by the irradiation duration,  to obtain a “cumulated irradiated energy” (Ecum, in [Wh]) on each sample. Ecum 

indicates how much each sample has been exposed to concentrated solar power. The very first test on 

each sample is, by definition, in “as-received” conditions, which means that the component had never 

been irradiated yet so that Ecum was zero. Note that the IH tube was already significantly irradiated before 

the three tests analyzed here and reported in Table 2. 

Table 2 - Summary of all the quasi-steady state tests considered in the present analysis. 

Sample Date 
Test 
ID 

Heat Flux 
(kW/m2) 

V 
(l/min) 

TK01 
(K) 

TK02 
(K) 

TK03 
(K) 

Tamb 
(K) 

Ecum 
(Wh) 

IS 

19/09/2017 
IS1 180.9 40 492.9 600.6 447.1 300.5 0 

IS2 63.5 25 380.9 450.6 360.8 303.1 564.8 

25/09/2017 

IS3 54.7 40.5 358.4 464.7 353.2 300.1 716.9 

IS4 177.7 40.5 489.3 683.3 482.8 301.1 760.9 

IS5 266.7 41.5 600.6 797.3 563.4 305.4 824.8 

IA 

22/09/2017 
IA1 53.8 38.2 346.3 397.6 360.2 297.2 0 

IA2 190.1 39.5 502.9 594.9 501.8 297.9 95.8 

25/09/2017 

IA3 54.6 39.5 379.8 446.7 376.1 295.8 463.9 

IA4 177.8 40.5 490.3 625.5 512.9 302.3 513.1 

IA5 279.3 40.5 535.8 754.7 614.4 303.4 582.1 

IH 25/09/2017 

IH3 54.6 39.5 350.5 418.2 378.1 299.3 1187.2 

IH4 182.9 39.5 448.0 622.0 538.4 303.6 1201.2 

IH5 279.3 41.5 547.5 765.9 629.9 302.8 1256.2 

 

Oxidation 
As mentioned above, the samples were manufactured using additive manufacturing, but no surface 

coating was applied to them. This means that high concentrated heat flux can alter the wall surface 

properties by oxidizing it. In particular, both emissivity 𝜀 and absorptivity 𝛼 can be affected by the 

oxidation level [36] . When the absorption factor increases, the amount of Sun power entering the system 

increases. For this reason, an analysis of the sample behavior in very similar conditions was carried out, 

but in different days: as expected, the temperature results higher in the last tests, when oxidation already 

occurred, as shown in Figure 6 the issue of emissivity and absorptivity will be specifically addressed in 

Section 4. 

Note that, in Figure 6, the difference between the IS and IA curves at comparable heat flux can be 

attributed to the effect of the turbulence promoter in the IA tube. The two different curves for the IA 

samples, instead, reach different temperature levels because of the different heat flux level.  While the 

increase of TK2 when comparing IA3 to IA1 can be only attributed to the increase in the oxidation level 

for the IA3 test, the much smaller increase of the TK2 value when comparing IA4 to IA2 hides a 

counteracting effect of the heat load, which is slightly higher in IA2 than in IA4. 
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Figure 6 - Measured temperatures in TK2 for different samples, in couples of tests performed in similar heat flux conditions, but 
on different days (reported in the labels). 

The evidence of the oxidation will be relevant for the CFD analysis settings, see below, and only a proper 

modeling of the effects of the oxidation on the emissivity and absorptivity will allow a fair comparison 

between the test results. 

 

Inner wall temperature 
The first comparison between the three tubes could be done in terms of TK2 peak value, where the 

maximum temperature among the three different positions along the tube axis is expected, as TK2 is the 

thermocouple located closer to the focus of the parabolic collector, see Figure 1a. The comparison is 

reported in Figure 7, showing, however, that it is not possible to draw conclusive statement: for example, 

depending on the case, the IH tube shows either larger and smaller temperatures with respect to the IA 

tube ones.  

The comparison of the thermal performance of the different tubes is not straightforward since the large 

variation of the optical properties in time affects them. Tests on different tubes for a similar level of 

cumulative incident power are present in the database, but unfortunately not at a comparable solar 

incident flux, so that a direct comparison only based on the experimental results would not be correct: 

only a proper numerical modeling could allow a fair comparison between the different configurations. 
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Figure 7 - Measured peak temperature (TK2) for different heat flux levels on the different samples, at almost equal flowrate (40 
l/min). 

4. CFD modeling 

4.1 Model and simulation setup 
In this work, the 3D CFD steady-state conjugate heat-transfer problem with non-uniform heat flux in both 

azimuthal and axial directions has been addressed using the commercial software STAR-CCM+ (version 

13.02.013-R8), which implements a cell-centered Finite Volume method. The computational domain 

includes the solid and fluid regions of the irradiated samples, as well as the three thermocouples inserted 

in the wall.  

A two-equation Reynolds-averaged Navier–Stokes (RANS) turbulence closure [37], and namely the SST-

Menter − [38], was selected here to compute the turbulent or eddy viscosity T, with an all-y+ 

treatment at the wall. The two transport equations, one for the kinetic energy  and another for the 

specific dissipation rate  added to the standard RANS in the SST-Menter − model, are reported in 

Eqs.2-31. 

𝜕

𝜕𝑡
(𝜌𝜅) + ∇ ∙ (𝜌𝜅𝐯̅ ) = ∇ ∙ [(𝜇 + 𝜎𝜅𝜇𝑇)∇𝜅] + 𝑃𝜅 − 𝜌𝛽∗(𝜔𝜅 − 𝜔0𝜅0) + 𝑆𝜅 (Eq. 2) 

𝜕

𝜕𝑡
(𝜌𝜔) + ∇ ∙ (𝜌𝜔𝐯̅ ) = ∇ ∙ [(𝜇 + 𝜎𝜔𝜇𝑇)∇𝜔] + 𝑃𝜔 − 𝜌𝛽(𝜔2 − 𝜔0

2) + 𝑆𝜔 (Eq. 3) 

where  is the fluid density, 𝐯̅ is the mean velocity,  the dynamic viscosity,  and  are coefficients of 

the model, set to 0.85 and 0.5 respectively, * and  are model coefficients [38], see below, 0 and 0 are 

 
1 Modification factors accounting for free-shear and/or vortex shredding are neglected here. 
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the ambient turbulence values, to counteract the turbulence decay, 𝑃𝜅 and 𝑃𝜔 are the production terms 

for  and  respectively, and S and S are the source terms.  

It is well known that the − model, which adds to the RANS equation two transport equations, one for  

and another for its dissipation rate  respectively, is unsatisfactory in predicting separating and rotating 

flows in the near wall region, resulting in an overestimation of turbulent kinetic energy and turbulent 

viscosity; this is mainly due to the empirical nature of the constants used in the equation for  [39]. On 

the other hand, the standard − model, which adds a transport equation for the turbulent frequency 

 rather than for  has improved performance in modeling the boundary layers under adverse pressure 

gradients, which is a critical feature of the case under study: indeed, the turbulence promoters are 

designed specially to provide recirculation and rotating flows, to enhance the heat transfer. Nevertheless, 

boundary layer computations are sensitive to  values in the core stream, problem that does not occur 

for the modeling with the − model. The selected SST-Menter − model is able to work as a standard 

− model in the near wall region, and as the − model in the fully turbulent region, through a blending 

function, which adds a cross-diffusion term, activated only in the main stream. The blending function is 

hidden in the production term P  for , which accounts for an additional cross diffusion term D if 

compared to the standard − model, see Eq.4. 

𝐷𝜔 = 2𝜌(1 − 𝐹1)𝜎𝜔2
1

𝜔
∇𝜅 ∙ ∇𝜔    (Eq. 4) 

In Eq.4, 2  is set by default to 0.856, and 𝐹1 is the blending function defined in Eq.5, which depends on 

the distance to the wall 𝑑 and contains a proximity factor 𝑃𝐹 (Eq.6) and a cross diffusion term 𝐶𝐷𝜅𝜔 (Eq.7) 

allowing the model to blend to a − model far from the wall.   

𝐹1 = 𝑡𝑎𝑛ℎ ([𝑚𝑖𝑛 (𝑃𝐹,
2𝜅

𝑑2𝐶𝐷𝜅𝜔
)]

4
)   (Eq. 5) 

𝑃𝐹 = max (
√𝜅

0.09𝜔𝑑
,

500𝜈

𝑑2𝜔
)    (Eq. 6) 

𝐶𝐷𝜅𝜔 = max (
1

𝜔
∇κ ∙ ∇ω, 10−20)   (Eq. 7) 

Note that in Eqs. 2 and 3, 𝛽∗ is a constant, set to 0.09, while 𝛽 depends linearly on 𝐹1, as set in Eq.8. 

𝛽 =  −0.0078𝐹1 + 0.0828    (Eq. 8) 

The production terms for  𝑃𝜅  adds, to that of the standard − model, an additional non-linear term, 

accounting for the anisotropy of turbulence as a quadratic dependence between the strain and vorticity 

tensors. That substitutes the linear relation between the stress tensor and the mean strain rate, used in 

the standard RANS − and − models in the Boussinesq approximation of the Reynolds stresses.   

In the SST-Menter − model, the turbulent kinematic viscosity is defined as the product of  by a 

timescale 𝜏 which is not straightforwardly the reciprocal of , as in the standard − model, but it hides 

in Eq.9 a second blending function 𝐹2, defined in Eq. 10 as a function of the distance to the wall. 

 𝜏 = 𝑚𝑖𝑛 (
1

𝜔
,

0.31

𝑆∙𝐹2
)     (Eq. 9) 

𝐹2 = 𝑡𝑎𝑛ℎ([𝑃𝐹]2)     (Eq. 10) 
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A second order upwind scheme was chosen to discretize the advection terms. A segregated flow solver 

was chosen, which uses an Algebraic Multigrid (AMG) method to reduce efficiently the numerical error in 

the iterative solution. A segregated fluid temperature model was selected to solve the energy 

conservation. 

For the fluid region, the air in turbulent flow is compressible and its conductivity, specific heat and 

viscosity are considered as functions of the fluid temperature, reproducing the data from [24]. The air 

density is computed according to the state equation for an ideal gas, embedded in the software, while the 

Pr number, being almost constant, is directly set equal to 0.7.  

For the solid region, the properties of Inconel® 718 have been set, with specific heat capacity and thermal 

conductivity taken as polynomial functions of the temperature.  

The domain shown in Figure 8 is the one used for the IS and IA models: thanks to symmetry in the 

geometry, as well as in the thermal driver and boundary conditions, it is possible to reduce the computed 

domain to half. For the IH sample, the entire domain has been considered.  

 

Figure 8 - Boundary conditions applied and normalized Gaussian heat flux distribution. 

 

The following boundary conditions have been applied to the simulated tubes, as shown in Figure 8: 

- Fully developed velocity profile at the inlet section, since a relatively long and straight pipe   

connects the tube sample inlet with the rest of the air circuit.  

- Outlet pressure pout = 10 bar applied as a uniform condition on the outlet cross section. 

- Inlet air temperature Tin = 300K. 

- For the turbulent equations, the turbulence intensity v’/v̅, which is a measure of the root mean 

square of the local velocity fluctuations relative to the mean velocity, is set to the default value of 

0.01 and the turbulent viscosity ratio T/ to the default value of 10 at the fluid boundaries. 
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- The axial boundaries of the solid tube are considered adiabatic. As conduction typically accounts 

for a very small fraction of the total heat losses from a receiver [40], it is common for heat transfer 

models in literature to treat conduction losses as negligible. 

- For what concerns the driver of the simulations, i.e. the imposed heat flux, it is the same for all 

the models and the Gaussian distribution is a peculiar feature provided by the PSA. In literature, 

many different ways to set the solar heat flux have been found as: axial uniform heat flux [41], 

circumferentially varying heat flux [42] and non-uniform heat flux [28]. Here it is possible to set a 

very detailed solar heat flux because the CFD analysis is focused on the single tube. Note that this 

is typically not possible when moving to the full receiver level, due to the computational cost of 

the scaling-up. The Gaussian Solar Heat Flux is then applied to the irradiated side (see Figure 8) of 

the tube, with the distribution as in Eq.1: the peak flux ranged from ~50 kW/m2 up to ~300 

kW/m2, depending on the selected test. 

- Convective Heat losses towards the environment by free convection, applied to the external 

surface of the tube facing the open environment. The convective losses are computed according 

to the Newton’s cooling law, as a function of the wall surface temperature (computed by CFD), 

the ambient temperature and the heat transfer coefficient. The ambient temperature was 

monitored during the test sessions, as shown in Table 2, while the heat transfer coefficient has 

been estimated  using the empirical correlation in Eq.11 [43] : 

𝑁𝑢 = [0.825 +
0.387 ∙ 𝑅𝑎1/6

[1 + (0.492
𝑃𝑟⁄ )

9/16
]

8/27
]

2

                                      (𝐸𝑞. 11) 

 

In Eq.11, the Prandtl number Pr and the Nusselt number Nu, the latter evaluated using the tube 

length L as characteristic length, are evaluated at the ambient temperature 𝑇∞. The correlation is 

for natural convection (as the test bed is protected from the wind) in laminar flow (Rayleigh 

number Ra, given in Eq.4, < 109), as in the cases examined here; however, it was developed for 

isothermal vertical planes, while our sample is a tube with a non-uniform temperature 

distribution. The resulting heat transfer coefficient varies case by case, as Ra depends also on the 

external surface temperature of the tube, as it is a function of the Grashof number (Eqs.12-13): 

 

𝑅𝑎 = 𝐺𝑟 ∙ 𝑃𝑟                                                                    (𝐸𝑞. 12) 

 

𝐺𝑟 =
𝑔𝐿3𝛽𝑁(𝑇𝑠 − 𝑇∞)

𝜈𝑎𝑖𝑟
2                                                          (𝐸𝑞. 13) 

 

where g is the standard gravity acceleration, L is the length of the pipe, 𝛽𝑁 is the thermal 

expansion factor, 𝜈𝑎𝑖𝑟 is the kinematic viscosity and TS is the mean surface temperature of the 

plate (tube surface). According to Eq.14, it is expected to have a relative higher heat transfer 

coefficient 𝐻𝑇𝐶𝑛𝑐𝑜𝑛𝑣 (defined in Eq.14) in the case of higher peak fluxes (larger temperatures, 

returning larger Nu), namely in the range of 5-15 W/(m2K). 

 

𝐻𝑇𝐶𝑛𝑐𝑜𝑛𝑣 =
𝑁𝑢 ∙ 𝑘𝑒𝑥𝑡

𝐿
                                                     (𝐸𝑞. 14) 
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In Eq.14, 𝑘𝑒𝑥𝑡 is the thermal conductivity of the external air, computed at 𝑇∞. 

The convective heat losses can be then evaluated through the Newton’s cooling law, in Eq.15, 

where the integral extends to all the external surface of the tube: 

 

Ф𝑛𝑐𝑜𝑛𝑣 = 𝐻𝑇𝐶𝑛𝑐𝑜𝑛𝑣 ∙ ∬(𝑇𝑠 − 𝑇∞)  𝑑𝐴                                   (𝐸𝑞. 15) 

 

- Radiative Heat losses, computed according to the Stefan-Boltzmann’s law, based again on the 

computed wall surface temperature. The latter requires defining the emissivity of Inconel® 718, 

which may range from about 0.2 to more than 0.9 depending on the oxidation grade [36] . Figure 

9 shows the emissivity vs surface temperature for the Inconel® 718 in “as-received” conditions 

well reproduced by the fit in Eq.16 [36], where TS is the surface temperature of the pipe, in Kelvin. 

 

𝜀 (𝑇𝑠) = 1.12 ∙ 10−4 ∙ 𝑇𝑠 + 0.213                                        (𝐸𝑞. 16) 

 

Figure 9 shows a moderately low emissivity, which increases from a value of approximately 0.24 

at a surface temperature of 200 oC to 0.33 at a temperature of 1000 oC. For the current work, the 

back wall of each pipe is always considered a not-oxidized surface, so that Eq.16 can be directly 

applied to compute the local value of the emissivity.  

 (a) 

  (b) 

Figure 9 – (a) Emissivity vs sample temperature for Inconel® 718 in "as-received" condition [36], together with the trend line in 
Eq.16; (b) An oxidized sample tube after the test. 
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As no surface coating was unfortunately applied to the tube surface, oxidation occurred (as discussed 

above) leading to higher emissivity and absorption factors. In particular, the emissivity cannot be assumed 

uniform on the tube surface since it strongly depends on temperature. A good approximation is that the 

distribution of the surface emissivity on the irradiated wall has a Gaussian shape, which reflects the 

thermal driver. Since the temperature relevant to enter Figure 9a is the surface temperature, which has 

not been directly measured, the amplitude of the Gaussian distribution could be found only through a 

calibration procedure, see below.  

The iterative solution of the conjugate problem is stopped when the residuals for all variables, including 

the turbulent quantities, falls below the relative value of 10-5 (typically, 5000 to 15000 iterations are 

needed, depending on the specific tube and on the heat flux level), reducing by 5 orders of magnitude 

form the initial value. 

As the main output of the simulations, after the check for grid convergence, the surface average 

temperatures, computed on the cells corresponding to the location of the sensible part of the 

thermocouples (see below) have been compared to the experimental values. 

4.2 Computed results for the IS tube 
The simulations on the Inconel® smooth tube have been performed taking advantage of the symmetry of 

the problem with respect to a plane passing through the tube axis and the focus of the parabolic 

concentrator. The mesh giving grid-independent results for both the speed and temperature field is shown 

in Figure 10: it consists of polyhedral cells with 10 prisms layers (the flow regime is turbulent) of a total 

thickness of ~ 0.6 mm with y+ at the wall ~ 1, as the Prandtl number is ~ 1 in all tested conditions. The 

total number of cells is ~ 3·105. The polyhedral mesher has been preferred to a tetrahedral because it 

allows obtaining better results in terms of accuracy and convergence of the solution, for a given number 

of cells, decreasing the mesh size needed to achieve grid-independent results.  

The results of the grid convergence study, carried out to ensure that numerical results were independent  

on the chosen spatial discretization, are reported in Figure 11a and Figure 11b for the TK2 temperature 

and the mean outlet velocity, respectively. Figure 11 shows that an increase in the number of cells to 106 

wouldn’t lead to appreciably difference in the selected quantities, proving the grid independence of the 

computed results. Note that the quality of the mesh (skewness, smoothness) was carefully checked for all 

the different meshes used in the convergence analysis (see [45]). 
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Figure 10 - Mesh used for the simulations on the IS tube. The solid domain is in grey, while the fluid domain is in light blue. Also, 
the three thermocouples (vertical bars) are shown. 

 

 

Figure 11 – Grid convergence results shown for (a) the TK2 temperature and (b) the mean outlet velocity, respectively, for three 
grids with increasing number of cells. The results for IS (solid lines), IA (dashed lines) and IH (dash-dotted lines) are reported. 

Calibration 
The calibration of the surface optical parameters has been performed decoupling 𝜀 and 𝛼 as follows: first, 
the test IS1 (in “as-received conditions”) has been used to calibrate a uniform absorption factor on the 
irradiated tube side, taking advantage of the fact that no oxidation was occurred yet, using Eq.16 at the 
same time to compute locally the value of 𝜀. The value of 𝛼 was calibrated to 0.33 on the entire surface 
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to give a good agreement with the experimental temperatures measured by the thermocouples TK1-TK2-
TK3. The resulting emissivity map, naturally following the Gaussian shape of the heat load, which drives 
the temperature distribution on the exposed surface, has a peak value of 0.28, see Figure 12. Note that, 
as the power focal diameter (26.2 cm, Figure 3b) is larger than the tube length (210 mm), the emissivity 
is expected to be larger than the value extrapolated at ambient temperature (see Figure 9) all along the 
pipe, as actually visible in Figure 12. 

 

Figure 12 – Map of the emissivity value 𝜀, resulting from the calibration based on the IS1 test results. 

For the other two calibration tests, and namely IS2 and IS4, the same Gaussian shape of the thermal driver 

has been assumed also for 𝛼. This is a consequence of the fact that, after the first irradiation, the tube 

begins oxidizing on the irradiated surface and the oxidation effect is stronger where the local incident 

heat flux is higher. Since, however, no correlations for 𝜀 and 𝛼 has been found in the literature for the 

specific material and for the different oxidation levels, the offset between their peak values (𝛼𝑝𝑒𝑎𝑘 and 

𝜀𝑝𝑒𝑎𝑘, respectively)  has been computed in the calibration phase simulating the experimental test IS1 (see 

Eq.17), and then kept frozen to that value. The peak value is then used to set the define the Gaussian 

distribution for 𝜀 and 𝛼 on the irradiated side, as from (Eq.1), where the peak incident heat flux 𝜑𝑝𝑒𝑎𝑘 is 

replaced by  𝜀𝑝𝑒𝑎𝑘 and 𝛼𝑝𝑒𝑎𝑘, respectively. 

  𝛼𝑝𝑒𝑎𝑘 − 𝜀𝑝𝑒𝑎𝑘 = 0.05                                                              (𝐸𝑞. 17) 

In practice, for the two cases IS2 and IS4, the value of 𝛼𝑝𝑒𝑎𝑘   was changed first, to match the measured 

temperatures, see Figure 13. Then, based on the value of 𝛼𝑝𝑒𝑎𝑘, the value for 𝜀𝑝𝑒𝑎𝑘 was computed from 

Eq.17. Note that, as the power focal diameter is larger than the tube length, also the value of the 
“baseline” absorptivity 𝛼𝑏𝑎𝑠𝑒 (corresponding to the asymptotic value of the Gaussian distribution) was 
then increased to allow a good match between computed and experimental values for the cases IS2 and 
IS4, as reported in Figure 13. The 𝛼𝑏𝑎𝑠𝑒 value in the “as-received” conditions was set to 0.33, i.e. the 
uniform absorptivity value used in the IS1 test, and then it was slightly increased to match the 
experimental data, following the expectation to have for 𝛼𝑏𝑎𝑠𝑒 a smaller variation (lower slope of the 
trend line) than 𝛼𝑝𝑒𝑎𝑘, since the oxidation out of the peak is weaker.  
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Figure 13 - Calibration simulations on the IS1 case (blue), the IS2 case (red) and the IS4 case (green), at ~180 kW/m2, ~55 kW/m2 
and again ~180 kW/m2, respectively. White bars for experimental data and solid bars for CFD results. 

While in Figure 13 the experimental error-bar is reported, based on the thermocouples reading, the 
numerical error is estimated considering different contributions:  

- The discretization error, which could be assessed through the Richardson extrapolation or the 

Grid Convergence Index (GCI). The latter has been evaluated here by means of the approach 

proposed by Celik [44], resulting in a GCI ~ 1.5%.  

- The uncertainty coming from the errors on the radiometer and the flow meter reading: different 

simulations have been performed to cover all the possible combinations of power and flow rate. 

More in detail, if the two errors are independent, the maximum of the error bar is obtained 

through the maximum peak heat flux and the minimum air flow rate, and the opposite is true for 

the minimum error-bar. Moreover, the CFD error bar should include also the maximum and the 

minimum temperatures of the sensible part of the thermocouples (in the model). It is then 

expected to have larger error-bars for the CFD results when the heat flux level increases (because 

of the ±3% of the radiometer, which weighs more). 

The values of 𝛼𝑝𝑒𝑎𝑘, 𝛼𝑏𝑎𝑠𝑒 and 𝜀𝑝𝑒𝑎𝑘 computed from the calibration exercise as a function of the 

cumulated irradiated energy Ecum is reported in Figure 14: the computed trend lines (Eqs.18-19-20) 

allowed getting a suitable value for any of the test conditions for all the different Inconel® tubes. Based 

on that calibration, it was then possible to evaluate the emissivity and the absorptivity of all the 

experimental tests presented in Figure 6 and Figure 7. If some assumptions were needed to go through 

this calibration exercise, the good results obtained then for the three different CFD models at any 

cumulative irradiated energy will demonstrate the robustness of the methodology. 

  𝛼𝑝𝑒𝑎𝑘 = 0.33 + 4.0 × 10−4 ∙ 𝐸𝑐𝑢𝑚                                                   (𝐸𝑞. 18) 

𝛼𝑏𝑎𝑠𝑒 = 0.33 + 1.0 × 10−4 ∙ 𝐸𝑐𝑢𝑚                                                   (𝐸𝑞. 19) 

𝜀𝑝𝑒𝑎𝑘 = 0.28 + 4.0 × 10−4 ∙ 𝐸𝑐𝑢𝑚                                                   (𝐸𝑞. 20) 
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Figure 14 – Variation of the peak and base absorptivity and peak emissivity with the cumulative irradiated energy: values from 
the calibration on the IS sample (symbols) and trendlines (dashed lines). 

Validation 
The validation of the recipe adopted for 𝜀𝑝𝑒𝑎𝑘, 𝛼𝑝𝑒𝑎𝑘  and 𝛼𝑏𝑎𝑠𝑒 in the present analysis has been 

performed on the remaining two tests of the IS tube, namely IS3 and IS5. The comparison between 

computed and experimental results has been reported in Figure 15, showing that the simulations very 

well reproduce the measured temperature values, within the error-bars. Although the peak temperature 

is measured by means of TK2, the other two thermocouples are precious for the validation of the model. 

In addition, TK3 provides info on the quality of the simulation downstream of the peak load, where the 

temperature is computed by transport equations, not directly driven by the heating as in TK2. 

 

Figure 15 – Validation on the IS3 case (blue) and the IS5 case (red), at ~55 kW/m2 and ~280 kW/m2, respectively. White bars for 
experimental data and solid bars for CFD results. 
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Since the sample was manufactured through additive manufacturing, different roughness levels were 

investigated parametrically in the simulations, to check the effect of the surface roughness on the sample, 

and no major deviations from what is reported in Figure 15 were found for values of relative roughness 

varying from 0 (smooth tube) to 0.001, which are considered to be representative of the possible 

roughness range of the inner surface of the tube. 

 

4.3 Computed results for the IA tube 
The simulations on the Inconel® tube equipped with annular rings have been performed taking advantage 

of the symmetry of the problem with respect to a plane passing through the tube axis and the focus of 

the parabolic concentrator. The mesh giving grid-independent results for both the speed and the 

temperature field is shown in Figure 16: it consists of polyhedral cells with 10 prisms layers (the flow 

regime is turbulent) with y+ at the wall ~ 1 as the Prandtl number is ~ 1 in all tested conditions. The total 

number of cells is ~ 4.5·105 and the grid convergence is demonstrated in Figure 11. Note that the slight 

increase in the number of cells with respect to the IS sample is due to the need of resolving the ribs, which 

leads to a larger interface surface between the wall and the fluid. 

The sequence of the tests performed on this sample has been reconstructed for the IA tube to evaluate 

Ecum for the tests IA1, IA4 and IA5, which are the ones considered in the CFD analysis. Since the tube 

material is the same of the sample IS, the trend lines of Eqs.18-19-20 can be used to derive suitable values 

for 𝜀𝑝𝑒𝑎𝑘 , 𝛼𝑝𝑒𝑎𝑘 and 𝛼𝑏𝑎𝑠𝑒, used to define the Gaussian distribution of the optical properties in the 

simulation. 

 

 

Figure 16 - Mesh developed for the simulation of the IA tube: (a) overview of a portion of the solid (grey) and fluid (pale pink) 
volume mesh; (b) representative cross section of the fluid domain.  

The computed results for the IA1 test, i.e. the very first test in the “as-received” conditions, are compared 

to the experimental ones in Figure 17. The experimental temperatures from the thermocouples used 

during the experimental campaign are in very good agreement with the CFD results. This is also true for 

the other two levels of heat flux, as shown in Figure 17, confirming the robustness of the numerical model. 

(b) 
(a) 
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Figure 17 – Validation on the IA1 case (blue), the IA4 case (red) and the IA5 case (green), at ~55 kW/m2, ~180 kW/m2 and ~280 
kW/m2, respectively. White bars for experimental data and solid bars for CFD results. 

  

4.4 Computed results for the IH tube 
The simulations on the Inconel® tube equipped with the helical turbulence promoters were performed 

using the mesh (again giving grid-independent results for both the speed and temperature field) shown 

in Figure 18: it consists of polyhedral cells with 10 prisms layers with y+ at the wall ~ 1, with a resulting 

size of ~ 106 cells (see Figure 11 for grid convergence results). Note that the size of the mesh is roughly 

doubled with respect to the IA one, since the full IH tube has been simulated, and not just one half, 

because of the lack of symmetry. 

 

Figure 18 – Geometry developed for the simulation of the IH tube: (a) overview of a portion of the solid (grey) and fluid (pale 
pink) volume mesh; (b) representative cross section of the fluid domain. 

For the optical properties to be used in the simulations for the IH tube, which turned out to be the most 

irradiated during the test campaign, the calibration performed for the IS tube (Eqs.18-19-20) was again 

used as in the case of the IA sample. 

(a) (b) 
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The computed results are reported in Figure 19, showing that the CFD temperatures and the experimental 

ones are in good agreement at all the different solar heat flux levels.  

 

Figure 19 - Validation on the IH3 case (blue), the IH4 case (red) and the IH5 case (green), at ~55 kW/m2, ~180 kW/m2 and ~280 
kW/m2, respectively. White bars for experimental data and solid bars for CFD results. 

 

5. Comparative performance of different turbulence promoters 
 

Since the computational models have been validated through the experimental results, it is possible to 

compare fairly the three Inconel® tubes, equipped with the different turbulence promoters, in the same 

conditions (same irradiation and same oxidation level), a comparison which, as shown above, was not 

possible directly from the test results. The comparison has been then performed in the conditions listed 

below: 

- Peak flux = 280 kW/m2: the highest level of heat flux has been chosen to show the different 

performance of the samples when the highest temperatures occur. 

- Flow rate = 40 l/min (at 300 K), as in almost all the tests performed during the experimental 

campaign. 

- 𝛼𝑝𝑒𝑎𝑘= 0.8, as it is approximately the condition of the IH tube, which could represent the most 

interesting sample of the current work. Note that the value for 𝛼𝑝𝑒𝑎𝑘 refers to levels of Ecum totally 

comparable to those reached by the IH sample. 

- 𝜀𝑝𝑒𝑎𝑘  = 0.75 and 𝛼𝑏𝑎𝑠𝑒= 0.45, according to Eqs.19-20. 
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Figure 20 – Temperature maps computed on the irradiated surface of the IS (a), IA (b) and IH (c) tubes, respectively. 

First, the maps of the computed temperature on the irradiated surface of the three different pipes are 

reported in Figure 20: as expected, the highest temperature is computed on the smooth tube, in view of 

the worse heat transfer to the coolant. The lowest temperature is computed for the IH, since it has the 

most effective turbulence promoter, while the IA tube presents an intermediate behaviour.  

The temperature distribution computed on the surface of the IS tube leads to significant convective and 

radiative losses, if compared to the other two, as shown from the Sankey diagrams in Figure 21. In 

particular, as shown in Figure 21a, the radiative losses accounts for ~30% of the input power from the sun 

(net from the optical losses). 

 

Figure 21 – Sankey diagram for the thermal power entering the pipes: the label “1” identifies the useful power to the fluid, the 
label “2” the convective losses and the label “3” the radiative losses for the IS (a), IA (b) and IH (c) tubes, respectively.  
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Being the aim of the turbulence promoters that of enhancing the heat transfer, the radiative and 
convective losses of the IA and IH tubes are lower, and the useful power to the fluid higher, than those 
computed for the IS tube, as clearly shown in Figure 21. Therefore, for IA and IH a larger bulk temperature 
of the air is expected at the outlet section. The simulations return the average value of 333 K, 358 K and 
364 K at the outlet section of IS, IA and IH respectively.  
Moreover, the flow pattern forced by the helices/rings allows having a more homogeneous temperature 
distribution. In Figure 22a, the radial profiles of the temperature at the outlet section of the three tubes 
are compared, showing that the gradient is much larger for the IS tube, with also a strong non-uniformity 
in the azimuthal direction, induced by the one-side heating. The air flow is not able to homogenise the 
tube temperature from the irradiated to the back side, and the temperature of the fluid along the axis still 
is ~ Tamb. On the contrary, when moving to the IA and, even more, to the IH tube, the mixing induced in 
the flow by the turbulence promotion drastically reduces the temperature gradient and azimuthal non-
homogeneity.  
Note that the reduced thermal gradient in the azimuthal direction for the IA and IH tubes will be beneficial 
for reduction of the thermal stresses in the receiver. However, the capability of the tubes equipped with 
turbulence promoters to transfer a larger power to the coolant, see Figure 21, results also in a larger 
temperature difference across the tube wall (~ 12.5 K and ~ 11.2 K for the IH and IA, respectively, to be 
compared to the ~ 7 K for the IS tube, at the location of the peak flux). In other words, the lower 
temperature peak in the IA and IH is reached at the expense of a larger temperature difference in the 
radial direction inside the tube wall. 
 

 
Figure 22 – Temperature radial profile computed at the tube outlet, along the line with maximum (thick lines) and minimum 

(thin lines) temperature difference between the tube centre and the wall, for the IS (dashed lines), IS (solid lines) and IA (dotted 
lines) tubes, respectively. In the inset: temperature map computed on the outlet section for the IH tube. 

 

If looking more in depth to the flow field of the IA case, see Figure 23a, the streamlines of the core flow 

indicate that the coolant there is able to proceed along a straight path (perturbed just by the presence of 

the thermocouples). Close to the wall, instead, the detachment of the shear layer is visible, which is 

peculiar of the flow structure in tubes with periodic ribs (inset in Figure 23a), as already documented in 
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[32] for the width-to-pitch ratio of the IA tube. That ratio was indeed selected in the design phase to avoid 

the reattachment of the shear layer, that would have reduced the gain in the heat transfer enhancement.  

For the IH case, the beneficial effect of the flow swirling induced by the turbulence promoters is evident 

from the plot of the streamlines along the tube, reported in Figure 23. The fluid particles attached to the 

internal wall follow the helices trajectory along the circumference, promoting the mixing of the fluid and 

contributing to the heat removal from the irradiated side to the back side of the tube wall. The resulting 

temperature map on the cross section at the outlet section, reported in the inset of Figure 22, shows a 

very limited memory of the one-side heating. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 23 – Computed streamlines of the coolant in the IA sample (a) and IH sample (b), respectively, plotted on the background 
of the fluid temperature computed on the symmetry plane of the IA tube (and on the corresponding surface for the IH sample), 

with the maximum value clipped to 400 K. In the inset, on the same plane, an insight of the flow field between two adjacent ribs 
under the focus point are reported for the IA and IH, respectively. 
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From the computed results, a local heat transfer coefficient HTC, and then local and average Nu number 

could be derived from the definition reported in Eqs.21-22-23, respectively: 

𝐻𝑇𝐶(𝜁) =  
𝑄𝑤𝑎𝑙𝑙(𝜁)

(𝑇𝑤𝑎𝑙𝑙(𝜁) − 𝑇𝑏𝑢𝑙𝑘(𝜁))
                                                   (𝐸𝑞. 21) 

𝑁𝑢(𝜁) =
𝐻𝑇𝐶(𝜁) × 𝐷𝑖

𝑘𝑎𝑖𝑟(𝜁)
                                                           (𝐸𝑞. 22) 

𝑁𝑢̅̅ ̅̅ = ∫ 𝑁𝑢(𝜁) 𝑑𝜁
𝐿

0

=  𝐷 ∫
𝑄𝑤𝑎𝑙𝑙(𝜁)

𝑘𝑎𝑖𝑟(𝜁) ⋅ (𝑇𝑤𝑎𝑙𝑙(𝜁) − 𝑇𝑏𝑢𝑙𝑘(𝜁))
 𝑑𝜁

𝐿

0

               (𝐸𝑞. 23) 

where 𝑄𝑤𝑎𝑙𝑙(𝜁) is the azimuthally averaged wall heat flux transferred from the wall to the fluid at the 

local coordinate  on the wall-air interface surface, in W/m2. The value is calculated automatically by the 

software by integration across the solid-fluid interface (neglecting the thermocouples), at a given . 

𝑇𝑤𝑎𝑙𝑙(𝜁) is the azimuthally averaged interface (wall) temperature at the local coordinate , 𝑇𝑏𝑢𝑙𝑘(𝜁) is the 

bulk air temperature at the coordinate  (computed as a mass-flow average) and 𝑘𝑎𝑖𝑟 is the air 

conductivity, evaluated at the local average wall temperature of the coolant. 

A first comparison on the distribution local Nu() profile along the rib-roughened inner profile of the IA 

and IH tubes, compared to that of the smooth tube, is shown in Figure 24. The local enhancement of the 

heat transfer is clear, as also the larger effect (larger peak) in the IH sample. The distribution of Nu() for 

the IA tube is in agreement with published literature, and the minimum is computed at the end of the 

backward-facing edge (F-0 in the inset in Figure 24), as coherent with the flow field there, shown in the 

inset of Figure 23a. In the IH sample, the presence of a strong longitudinal component of the flow field 

(see the inset of Figure 23b) causes the displacement of the location of the minimum of Nu() slightly 

downstream of the end of the backward-facing edge (C-0 in the inset in Figure 24). 

 

Figure 24 – Distribution of computed local Nusselt number Nu(), referred to the smooth tube value, on the rib closer to the 
location of the heat flux peak, for both the IH and IA samples. The flow direction is from left to right. 
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Looking now to the average values of the Nusselt number, for the IS tube the computed value of 𝑁𝑢̅̅ ̅̅  from 

the CFD results, using Eq.22, turned out to be 52. That value can be compared to the values of ~ 68 and ~ 

78, computed using the well-known Dittus-Boelter correlation and Sieder-Tate correlation, respectively 

[24]. The value resulting from CFD is much lower than those predicted by the classical correlations but the 

fact is not surprising since those correlations are applicable in case of fully developed turbulent flow, 

where also the thermal boundary layer should be fully developed, which is not the case at all here. The 

thermal boundary layer in fact develops just on one side, and we can imagine its thickness to be 

significantly influenced by the Gaussian shape of the heat load. The case of a uniform heat flux applied on 

the entire length of a long pipe, where we expect to have a fully developed thermal boundary layer, would 

be different, as reported for instance in [23]. In that case, indeed, the comparison to classical smooth-

tube correlations for the Nu number was meaningful, since the developing length for the thermal 

boundary layer was much shorter than the pipe length. 

 

Figure 25 – Ratio between the computed average Nu for the tubes with turbulence promoters and that of the smooth tube, as a 
function of Re. 

 

The increase of the heat transfer due to the turbulence promoters in the IA and IH samples, with respect 

to that of the IS,  is shown in terms of the average Nusselt number 𝑁𝑢̅̅ ̅̅  in Figure 25, and it is ~ 2 for the IA 

and ~ 2.4 for the IH, respectively. The two values are quite independent on the flow rate (Reynolds number 

Re), at least in the range 20 - 60 l/min (i.e., Re = 1.3×104 - 4.3×104) 

To better compare the different tubes, which, beside the different thermal behavior also shows an 

associated different hydraulic behavior, the Thermal Enhancement Factor (TEF) [46] can be introduced. 

The TEF allows summarizing the results, weighting the two main phenomena [47] associated to the 

presence of turbulence promoters, and namely the increase of the heat transfer and the associated 

increase of pressure drop (which would determine  a higher pumping cost). 

The algebraic formulation of Eq.24, based on the modified Reynolds analogy [24], can be found in [48] 

and it is suitable to compare the thermal and hydraulic effects of flows inside smooth tubes and 
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“enhanced” tubes. A value of TEF >1 implies that the enhancement of the heat transfer brings more 

benefits than the penalty due to the increase of the pressure drop – note that the exponent of 1/3 in 

Eq.24 can be inferred from the same exponent of the Prandtl number in the modified Reynolds analogy.  

𝑇𝐸𝐹 =

𝑁𝑢̅̅ ̅̅
𝑁𝑢̅̅ ̅̅

𝑠
⁄

(𝑓/𝑓𝑠)1/3
                                                                    (𝐸𝑞. 24) 

In Eq.24, 𝑁𝑢̅̅ ̅̅  and 𝑁𝑢̅̅ ̅̅
𝑠 are the Nusselt numbers evaluated through CFD for the samples IA and IH (𝑁𝑢̅̅ ̅̅ ) and 

for the smooth tube IS (𝑁𝑢̅̅ ̅̅
𝑠), respectively, while 𝑓 and 𝑓𝑠 are the friction factors, evaluated for the IA and 

IH samples (𝑓) and for the IS sample (𝑓𝑠), respectively, through the Darcy relation (Eq.25).. 

𝑓 =
2

𝐿/𝐷𝑖

∆𝑝

𝜌𝑣̅2
                                                                   (𝐸𝑞. 25) 

In Eq.25, ∆𝑝 is the computed pressure drop along the tubes, L is the tube Length, Di is the inner (nominal) 

diameter of the tube, 𝑣̅ is the average fluid speed on the inlet section, and 𝜌 is the fluid density evaluated 

at the average bulk temperature along the tube.  

The friction factor computed for the IS sample can be easily validated against the values expected based 

on well-known correlations such as the McAdams correlation (Eq.26) valid for turbulent flows in smooth 

pipes and for 104 < ReDi < 3·105, or the Petukhov correlation (Eq.27) [48], valid for fully developed turbulent 

flows in pipes in the range 104 < ReDi < 106. The good agreement of the computed values of 𝑓𝑆 is presented 

in Figure 26. As a rule of thumb, a 10% accuracy is expected for the empirical correlations [49]. 

 

Figure 26 – Validation of the results on friction factor for the smooth sample: simulated vs empirical correlations. 

 

𝑓𝑠 = 0.184 ∙ 𝑅𝑒𝐷𝑖

−0.2                                                             (𝐸𝑞. 26) 

𝑓𝑠 = [0.79 ∙ 𝑙𝑛 (𝑅𝑒𝐷𝑖
) − 1.64]

−2
                                                     (𝐸𝑞. 27) 
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If the value of the  𝑁𝑢̅̅ ̅̅
𝑁𝑢̅̅ ̅̅

𝑠
⁄  ratio, reported in Figure 27 for both IA and IH samples, already discussed 

above, demonstrate a significant increase of the heat transfer when considering the two samples with 

turbulence promoters, the gain of the IH sample over the IA sample is much more reduced than that 

indicated by the pure Nu number if the effect of the increase of the pressure drop (friction factor) is taken 

into account in the comparison. The values of the TEF for the IA and IH samples, as a function of different 

flow rates, are reported in Figure 27. At the lowest value of Re simulated here, the TEF is comparable for 

IA and IH (~ 1.2-1.4). The advantage of the IA configuration in terms of TEF tends to decrease as the Re 

number increases, while it remains stable around the value of 1.3-1.4 for the IH configuration.  

Through parametric investigations, it was also possible to verify that the results in Figure 27 are not 

influenced by the level of oxidation and by the power level – a variation of 𝛼𝑝𝑒𝑎𝑘 from 0.4 to 0.8, or of the 

peak heat flux from 55 to 300 kW/m2 leads to a TEF variation below 0.5%, much smaller of the uncertainty 

bar reported in Figure 27. 

 

 

Figure 27 – TEF for the tubes equipped with turbulence promoters, as a function of Re. 

 

As a final caveat, the TEF values computed above for IA and IH are based on average Nu values referring 

to a heat load that is axially very localized, with a thermal boundary layer that never reaches the full 

development. The possibility to extrapolate those values directly to full-scale tubular receivers, where the 

heat flux results from, e.g., an entire solar field in a central tower configuration, is to be checked. 

6. Conclusions and perspective 
This work presents an experimental campaign where three air-cooled absorber tube configurations have 

been tested at the Plataforma Solar de Almería SF60, with the aim of evaluating their thermal behavior 

under realistic conditions (one side heating) and providing data to calibrate and validate the 

Computational Fluid Dynamics models of the tested tubes. The use of repeated rib-roughness turbulence 

promoters has been experimentally demonstrated to reduce the wall temperature with respect to the 
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case of a smooth tube, although a quantitative comparison was not possible given the different oxidation 

state of the tubes during the tests at comparable heat load level. 

Three different complex CFD models were developed for the smooth tube, for the helically ribbed 

configurations and for the tube equipped with rings, respectively. Few test results on the smooth tube 

were used to calibrate the increase of the surface emissivity and absorptivity due to the irradiation-

induced oxidation: the trends found for  and  in the calibration phase were proved to be robust, since 

they allowed computing a very good agreement on the temperatures measured and computed at 

thermocouples for all tubes and tests, out of the calibration ones.  

The CFD models were then used to compare the three tubes under similar conditions of flow rate, heat 

load, oxidation. It turned out that the pure thermal performance, in terms of average Nusselt number, 

increases by a factor of ~2 and ~2.4 for the samples equipped with annular ribs and helical ribs, 

respectively, if compared to the smooth tube. However, among the two configurations of turbulence 

promoters, only the helical ribs can ensure a homogenization of the fluid temperature inside the tube, 

reducing dramatically the azimuthal thermal gradients. The Thermal Enhancement Factor, combining the 

heat transfer enhancement to the simultaneous increase of pressure drop, induced by the turbulence 

promoters, turned out to be ~ 1.4 for the tube with helical ribs, value which remains insensitive to flow 

rate, oxidation level and power level. That value, which has been assessed for a short tube with localized 

heating, needs to be confirmed for a full-scale application.  

In perspective, the validated CFD models will become useful tools to optimize the geometry tubular 

receivers equipped with repeated rib-roughness turbulence promoters, to minimize the thermal gradients 

on the tube wall and to increase the lifetime of the component against thermal fatigue.  
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