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Abstract— A hands-on assignment framed under the learning by 

project approach was assigned trying to offer an engaging theme 
for students from different Engineering undergraduate programs. 
Many concepts in Mechatronics were integrated in a very friendly 
way with LEGO-Mindstorms hardware. A vehicle concept to 
assist the plague detection in agriculture that was raised after 
project completion is proposed. 
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Resumen— Una tarea práctica diseñada bajo el enfoque de 
aprendizaje por proyecto tratando de ofrecer un tema motivador 
para estudiantes de diversos programas de pregrado de Ingeniería 
es profundizada. Diferentes conceptos de Mecatrónica se 
integraron se integraron de una manera muy amigable usando el 
equipo LEGO-Mindstorms. Como resultado del desarrollo de 
proyecto, se propone el concepto de un vehículo para ayudar en la 

detección de plaga en agricultura. 
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I. INTRODUCTION 
 

First attempts to detect plague and pest effect in crops using 
technology were supported initially by aerial direct inspection 
[1], [2] and aided later with pictures taken by human at the crop 
place [3], [4], analyzed, inclusive, with infrared analysis [5]. 
The evolution of plague detection has mainly used image 
processing to detect diverse plant diseases as powdery mildew 

on rose using Open CV [6] and severity of the damage on the 
coffee leaves using Matlab [7], among others. Current 
applications of image processing are useful to identify diseased 
leaf, stem, fruit, and quantify affected area and its shape [8], 
which is achieved by different methods of analysis, such as 
neural networks, thresholding, dual-segmented analysis, fuzzy 
logic, feature base rules, etc. [9]. The automated systems for 
plague detection are easier to implement in greenhouse plants 
rather than open field crops [10]. For plantations, the use of 
mobile robots to integrate the detection tool becomes very 
useful, since it provides not only mobility but real time 
communication. 
  
On the other hand, LEGO systems have been widely used in 
academic scenarios for mobile robotics platforms [11], [12], 
[13], [14], with its sensors for vision and color recognition [15], 
[16], makes a very convenient framework for course projects 
that integrate mobile systems for color recognition, line 
following, obstacle detection, and vehicle interaction, among 
the most common cases. This paper presents the highlights of 
an undergraduate course work using LEGO-NXT hardware. A 
LEGO vehicle is used to simulate an illustrative (basic) plague 
detection robot, by setting the color sensor to identify the color 
of the supposed plague on the leaf. At the end, the experience 
was useful to propose a full scale vehicle concept for open field 
crops. While the plague detection problem is very complex 
since the great amount of variables involved, the staged 
scenario was useful to provide a potential real life application 
of Robotics. 
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II. MOTIVATION 
 
Trying to offer a hands-on experience to the students on the 
project based learning approach [17], a comprehensive in-class 
work project was assigned in the course Basic Mechatronics 
Applied to Time and Methods, 2016-1 term. The project was 
intended to be an engaging topic for students from various 
undergraduate Engineering programs: Industrial, Mechanical, 
Chemical and Agroindustry. Fig. 1 presents the scheme of the 
problem statement. It was required to build a LEGO robot to 
program a color sensor to identify a specific color, which would 
be the simulated color of a plague on a leaf. The color 
identification would occur while the car follows a path that 
defines the crop contour. The distances a and b are to be 
determined depending on the hardware limitations. 
 

III. PROJECT DEVELOPMENT 
 
The solution of the proposed problem required the construction 
of a basic vehicle following the instructions in [18], Fig. 2. The 
vehicle is comprised of: two rotatory actuators with built-in 
rotation sensors (+360° servo type motors), a color sensor, an 
infrared sensor and a controller (NXT 2.0). The steps involved 
in the coordinated detection of the color while following the 
“crop path” are summarized in the algorithm in Fig. 3. The 
graphical programming of the algorithm in LEGO Mindstorms 
NXT 2.0 graphical environment is presented in Fig. 4. 
 
 

 
Figure 1. Assigned project scheme. 
 
 

 
Figure 2.  Components of the LEGO vehicle. 
 
Fig. 5 explains the color sensor set-up to detect the plague. It 
has to be selected “Color sensor”, Fig. 5.a, since the sensor can 
also work as a color light lamp. In Fig. 5.b is illustrated the 

plague color set. There are two choices: “Inside Range” and 
“Outside Range”. The latter mode was chosen; with the plague 
color outside the range. 
 
 

 
Figure 3. Algorithm for coordinated plague detection and “crop path” 
following. 
 
 

 
Figure 4. LEGO Mindstorms NXT graphical environment 
representation of the algorithm in Fig. 3. 
 
The project required to recreate the crop scenario with artificial 
ornament or actual plants. Fig. 6 depicts some scenarios where 
the vehicles performed the detection routine. 
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Figure 5. Set-up of the plague color in the color sensor: (a) Sensor 
mode selection, (b) Setting the plague color range. 
 
 

 
Figure 6. Some crops simulated scenarios for performing the detection 
routine. 
 
 
 
 

IV. DERIVED FROM THIS PROJECT 
 
Further research interests derived from this project are 
addressed to upscale the tested “friendly” system. First, a better 
understanding of the color is required if a camera or a 
commercial color sensor would be used. Color description 
through Red-Green-Blue three-element vector (RGB) is a very 
intuitive mode [18], where a value from 0 to 1 is used for each 
vector component with [0, 0, 0] corresponding to plain black 
and [1, 1, 1] for the plain white color. Fig. 7 presents the RGB 
space for zero-one colors. 
 

 
Figure 7. Color cube description or Red-Green-Blue space. 
 
 
Software can be used to determine the color of actual plague 
from leaves pictures. Fig. 8.a depicts the color determination of 
the plague oidio on the grape plant and plague mildiu on the 
same plant [19] using the tool in the reference [20]. The color 
vectors depicted would be the pivot values for setting the color 
in a commercial sensor. 
 
 

 
Figure 8. Color vector [R,G,B] determination for (a) Oidio plague, (b) 
Mildiu plague. [R,G,B]x1000. 
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Another concern from the activity is the shape of a vehicle that 
is suitable for an actual crop. After discussion, it is proposed a 
concept as illustrated in Fig. 9. It is presented a vehicle that 
carries a robotic arm with a camera (or color sensor) as its tool 
or end effector, Fig. 9.a. The ultrasound sensor, also in the end 
effector, would help in placing the camera at the right distance 
for taking the picture with the required resolution. The robotic 
arm would complement the vehicle mobility, by offering more 
dexterity inside a workspace where the sensors attached to the 
end effector can be closer to the leaves, and properly oriented 
to take the pictures of the leaves at the right inclination. Taking 
the pictures at the right inclination and distance from the leaf is 
important when the area or shape of the plague need to be 
known. A mechanism to vary the height of the robotic arm, Fig. 
9.a, would increase the dexterity and scope of the sensors. Fig. 
10.b depicts the arm extended, placing the end effector beyond 
the vehicle to avoid damage to the plant. 
 

 
Figure 9. Mobile plague detector concept (a) Parts description, (b) 
Robotic arm extended to increase the scope of the sensors. 
 
The continuous track wheel system is suitable for uneven 
terrains in the crop field. The path following infrared sensor 
(color sensor) placed on the side of the car would facilitate the 
tracking routine. A movable thick black wire, for example, can 

lay aside the crop path as the path to follow, as illustrated in 
Fig. 10. 
 

 
Figure 10. Recreated scene of the robot along the crop. 
 
Projects to analyze the power need (battery), actuators, 
structural elements, transmission elements, DAQ and 
communication systems are being developed to have a full 
design and cost of the vehicle. A methodology for estimating 
the dimensions of the vehicle, based on the plants size and 
characteristics, orientation of the leaves and the field spaces, is 
also a possible future work derived from the proposed idea. 
 

V. CLOSING REMARKS 
 
Development and results of a basics Mechatronics course 
project that was designed trying to engage students from 
various undergraduate Engineering disciplines are presented. 
LEGO NXT system allowed recreating at prototype scale a 
simplistic process of plague detection by color sensing, in a 
very friendly, almost ludic, manner. Sparked interest in the 
students for upscaling the LEGO model to the real scenario led 
to additional research in color definition and a vehicle concept 
for assisting the agriculture. 

 
ACKNOWLEDGMENT 

 
The authors gratefully acknowledge the support of The 
Universidad del Atlántico Engineering College for the 
realization of this project. 
 

REFERENCES 
 
[1] R. Heller, J. Coyne, and J. Bean, “Airplanes increase effectiveness of 

southern pine beetle surveys,” J. Forestry, vol. 53, pp. 483-487,1955. 

[2] W. Waters, R. Heller, and J. Bean, “Aerial appraisal of damage by the 
spruce budworm,” J. Forestry, vol. 56, pp. 269-276, 1958. 

[3] P. Murtha, “A guide to air photo interpretation of forest damage in 
Canada”, Canadian Forestry Ser., Ottawa, Canada, Pub. 1292, 1972. 

[4] J. Wear, R. Pope, and W. Orr, “Aerial pho tographic techniques for 
estimating damage by insects in western forests”, USDA Forest Service 
Pacific NW, Forest and Range Expt. Sta., Portland, OR, 1966. 

[5] W. Ciesla, “Forest insect damage from high altitude color infrared 
photos,” Photogrammetric Eng., vol. 41, pp. 683-690, 1974. 



Scientia et Technica Año XXII, Vol. 22, No. 3, septiembre de 2017. Universidad Tecnológica de Pereira.  

 

 

272 

[6] N. Velázquez, Y. Sasaki, K. Nakano, J. Mejia, and E. Romanchik, 
“Detección de cenicilla en rosa usando procesamiento de imágenes por 
computadora,” Chapingo Serie Horticultura, vol. 17, no. 2, pp. 151-160, 
2011. 

[7] O. Guzmán, E. Gomez, C. Rivillas, and C. Oliveros, “Utilización del 
procesamiento de imágenes para  determinar la severidad de la mancha 
de hierro, En Hojas De Café,” Cenicafé, vol. 54, no. 3, pp. 258-265, 2003. 

[8] J. Patil, and R. Kumar, “Advances in image processing for detection of 
plant diseases,” J. of Advanced Bioinformatics Applications and 
Research, vol. 2, no. 2, pp. 135-141, June 2011. 

[9] J. Arnal, “Digital image processing techniques for detecting, quantifying 
and classifying plant diseases,” Springer Plus, vol. 2, pp. 260, 2013. 

[10] R. Pourdarbani, and B. Rezaei, “Automatic detection of greenhouse 
plants pets by image analysis,” J. of Agricultural Machinery Science, vol. 
7, no. 2, pp. 171-174, 2011. 

[11] P. Trung, N. Afzulpulkar, and D. Bodhale, "Development of Vision 
Service in Robotics Studio for Road Signs Recognition and Control of 
LEGO MINDSTORMS ROBOT," in International Conference on 
Robotics and Biomimetics, Bangkok, Thailand, February 2009. 

[12] Á. Valera, M. Vallés, A. Fernández, and P. Albertos, "Platform for the 
Development of Mechatronic Practical Works Based on LEGO 
Mindstorms NXT Robots," in 18th IEEE International Conference on 
Control Applications, Saint Petersburg, Russia, July 2009. 

[13] J. Gómez, A. Mandow, J. Fernández, and A. García, "Using LEGO NXT 
mobile robots with labVIEW for undergraduate courses on 
mechatronics," IEEE Transactions On Education, vol. 54, no. 1, pp. 41-
47, February 2011. 

[14] V. Banachi, A. L’erario, and J. Fabri, “Ensino de programação para 
alunos do ensino médio utilizando o robô LEGO Mindstorms,” Iberian 
Conference on Information Systems and Technologies (CISTI), Aveiro, 
June 2015. 

[15] R. Doskocil, V. Krivánek, and A. Stefek, "Optical Sensor in Control of 
LEGO Robot," in 18th Mediterranean Electrotechnical Conference, 
Limassol, Cyprus, April 2016. 

[16] D. Efstratia, “Experiential education through project based learning,” J. 
Procedia-Social Behavioral Sciences, vol. 152, pp. 1256-1260, 2014. 

[17] LEGO, LEGO Mindstorms NXT 2.0 User Guide, 2016. [Online]. 
Available: http://lego.brandls.info/ebooks/8547_ms_user_guide.pdf 

[18] R. Somasis, A. Mitra, and S. Kumar-Setua, “Color & grayscale image 
representation using multivector,” 2015 Third International Conference 
on Computer, Communication, Control and Information Technology 
(C3IT), Hooghly, India, 2015. 

[19] J. Pérez-DeObanos, “Cómo combatir el oidio de la vid”, Estación de 
Viticultura y Enología de Navarra-Navarra Agraria, Navarra, España, pp. 
21, 36, 1999. 

[20] “Find Color On Image, Match PMS Colors,” July 2016. [Online]. 
Available: http://www.ginifab.com/feeds/pms/pms_color_in_image.php  


