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ABSTRACT 
 
This study aims to establish and test a model that is used to determine valid news and hoax news. The 
method used is the Convolutional Neural Network (CNN) method and Word2Vec as embeddings. The 
research stages consist of data collection, pre-processing, word embeddings, model formation, and 
testing the results obtained. The data used is 958 news. After testing with the distribution of data by 
80% as training data and 20% as test data and 5 times epoch, the model that has been formed can 
determine valid news and hoax news well. In this study, a model with a vector dimension of 400 as input 
data and a multiple filter size of 3,4,5 became the best model. The resulting accuracy, precision, and 
recall are 0.91. These results are influenced by the selection of the size of the vector dimensions on the 
output of Word2Vec, the selection of the filter size on the convolution layer, and the addition of the 
Indonesian Wikipedia corpus into the corpus used. 
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1. Introduction 
 

News or information that does not match the facts or can also be referred to as hoax news has been 
spread through websites, news portals, and social media. In 2017, reports on hoax news were bigger 
than reports on pornography cases. The number of reports in January 2017 regarding hoax news was 
5,070 complaints, while regarding pornography, there were 308 complaints (Damar, 2017). According 
to Henri Septanto (Septanto, 2018), hoax news develops due to various factors, such as political 
interests, the public has not been able to filter the information obtained and it has become a business 
field for personal interests. This can be said to be very worrying because news from traditional media 
and social media has an important role in the socio-politics of each individual (Oshikawa et al., 2018). 
One example of hoax news is news about a tsunami that will occur in the coastal city of Kupang so that 
residents flock to higher places to take shelter (Apriyono, 2021). The residents of Polewali Mandar, 
West Sulawesi have experienced the same thing (CNNIndonesia, 2018). Another example is the news 
about canned milk which is believed to speed up the recovery of someone with COVID-19 symptoms. 
Residents buy in a frenzy, causing a shortage of goods (Azizah, 2021). Various efforts have been made 
to prevent the spread of hoax news, such as direct fact-checking by the MAFINDO (Masyarakat Anti 
Fitnah Indonesia) community to utilize artificial intelligence by looking for patterns in hoax news. Several 
studies have been carried out to prevent the spread of hoax news, such as that conducted by Aulia and 
Julio (Afriza and Adisantoso, 2018). They analyze hoax news obtained online (websites, social media) 
using the Rocchio classification approach and Naive Bayes multinominal. The data used consists of 
300 hoax news stories and 300 valid news stories. The results of the study stated that the Rocchio 
approach had better accuracy than the Naive Bayes multinominal approach in classifying hoax news, 
with a difference in the accuracy of 17.666%. The weakness of the research is in the preprocessing. 
Each word has to go through a standardization stage, so it takes time if the data used is too much, and 
it performs a search if new slang words are found. Antonius and Metty (Kurniawan and Mustikasari, 
2021) conducted a study to determine hoax news using the Convolutional Neural Network (CNN) and 
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Long Short Term Memory (LTSM) methods. The data used consists of 802 valid news stories and 984 
hoax news stories. The data was obtained from a website that has provided hoax news and valid news. 
The Word Embedding process uses Word2Vec with the corpus provided by the Wiki. The results of the 
study stated that the CNN and LTSM methods can determine hoax news and valid news well, with an 
accuracy of 0.88 and 0.84, respectively. This research does not explain the kernel and input vector 
dimensions used in the convolution layer. Based on the background, description of the problem, and 
previous research, the purpose of this study is to determine hoax news and valid news using the CNN 
method by finding the kernel size and input vector dimensions to get maximum results. 
 

2. Research Method 
 

The system design in this study consists of several flows that represent the input, process, and 
output of the system. The system design in this study is shown in Figure 1. 
 

 
Figure 1. Design System Plan 

 

2.1 Data Collection 
The data used in this study was taken manually by researchers from January 29, 2020, to May 

31, 2020, regarding news in the Indonesian language related to the topic of the coronavirus, both 
hoaxes and facts from several websites, namely turnbackhoax, fact check, and tempo check. The 
data collected consisted of 958 samples and was divided into 534 factual samples and 424 hoax 
samples. The data will be saved into a file with the extension CSV. The dataset used is news data 
and news labels. The news label consists of values 0 and 1. A value of 0 is for presenting hoax news 
and a value of 1 is for factual news. 

 
 
 
 

2.2 Pre-processing 
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The data that has been collected will be processed in the preprocessing stage. This stage aims 
to obtain data with a good representation so that it can meet the right data (Hidayatillah et al., 2019). 
The following steps are carried out during preprocessing. 

 

2.2.1 Punctuation Removal 
The files that have been collected will go through the first stage, namely the stage of deleting 

punctuation marks (!"#$%&'()*+,-./:;<=>?@[\]^_`{|}~) so that the data will be used as input data 
only in the form of an alphabet. 

 

2.2.2 Tokenizing 
After going through the punctuation removal stage, the sentences in each document will be 

broken down into words which are commonly called tokens. 
 

2.2.3 Case Folding 
At this stage, the entire document is converted to lowercase. This stage needs to be done 

to avoid double sentences due to differences in the way they are written. 

 
2.2.4 Stopword Removal 

The last stage in preprocessing is stopword removal. Stopwords are common words that 
usually appear but have no meaning. At this stage, the words included in the stopword list will 
be deleted, such as the words "di", "ke", "dan", "ini", and "karena". In this study, researchers 
used a python library called Sastrawi to help carry out the stopword removal process. 

 

Table 1. Preprocessing stage 

  

Stage Input Output 

Punctuation 
Removal 

Di Indonesia, selain 60% dari rokok 
yang kita hisap adalah pajak untuk 
negara, ternyata perokok tidak 
disukai Covid-19. 

Di Indonesia selain 60 dari rokok yang 
kita hisap adalah pajak untuk negara 
ternyata perokok tidak disukai Covid19 

Tokenizing 

Di Indonesia selain 60 dari rokok 
yang kita hisap adalah pajak untuk 
negara ternyata perokok tidak 
disukai Covid19 

[‘Di’, 'Indonesia', ‘selain’, '60', ‘dari’ 'rokok', 
‘yang’, ‘kita’, 'hisap', ‘adalah’,  'pajak', 
‘untuk’, 'negara', 'ternyata', 'perokok', 
‘tidak’, 'disukai', 'Covid19'] 

Case 
Folding 

[‘Di’, 'Indonesia', ‘selain’, '60', ‘dari’ 
'rokok', ‘yang’, ‘kita’, 'hisap', ‘adalah’,  
'pajak', ‘untuk’, 'negara', 'ternyata', 
'perokok', ‘tidak’, 'disukai', 'Covid19'] 

[‘di’, 'indonesia', ‘selain’, '60', ‘dari’ 'rokok', 
‘yang’, ‘kita’, 'hisap', ‘adalah’,  'pajak', 
‘untuk’, 'negara', 'ternyata', 'perokok', 
‘tidak’, 'disukai', 'covid19'] 

Stopword 
Removal 

[‘di’, 'indonesia', ‘selain’, '60', ‘dari’ 
'rokok', ‘yang’, ‘kita’, 'hisap', ‘adalah’,  
'pajak', ‘untuk’, 'negara', 'ternyata', 
'perokok', ‘tidak’, 'disukai', 'covid19'] 

['indonesia', '60', 'rokok', 'hisap', 'pajak', 
'negara', 'ternyata', 'perokok', 'disukai', 
'covid19'] 

 
2.2.5 Word Embeddings 

Word Embedding aims to convert a word into a vector-based on its occurrence with other words. 
Embeddings generally represent the geometric coding of words based on how often they appear 
together in the text corpus (X. Zhang et al., 2015). The word embedding stage in this study uses the 
Word2Vec approach with the Skip-gram model (Mikolov et al., 2013). The corpus used comes from 
a collection of news stories that have been collected and Wiki Indonesia. The vector dimensions 
generated at this stage are 100, 200, 300, 400, 500. 

 
 
 

 
2.3 Convolutional Neural Network 
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The Convolutional Neural Network (CNN) is one of the developments of the Multilayer Perceptron 
(MLP) which is used to solve certain problems. The CNN model design in this study can be seen in 
Figure 2. 

 

 
Figure 2. CNN Model Architecture 

 

2.3.1 Data Input 
The CNN model's input data is in the form of a document, each of whose words has been 

processed using Word2Vec. The number of sentence lengths varies from text to document. 
CNN requires input data with the same amount of sentence lengths in each document, hence 
papers with insufficient sentence lengths must be supplemented with zero vectors. The number 
of sentence lengths in each will be changed for this study based on the maximum length of a 
document. A maximum of 237 words can be found in the dataset that was gathered. The data 
will be split into two portions, training data, and test data, with an 80:20 ratio. 

 

2.3.2 Convolutional Layer 
The convolution layer consists of a set of filters or kernels (Zhong et al., 2019). In this layer, 

the input data vector (W) whose sentence length (h) has been equalized will be multiplied by 
the filter (𝜔) of the specified size. This can be seen in equation 1. 

 
𝑐𝑖 =  𝑓(ω. 𝑊𝑖:𝑖+ℎ−1 + 𝑏)              (1)   

  
The symbol f is an activation function and b is a bias. In this study, the kernel size used in the 

convolution layer refers to the advice given by Ye Zhang and Byron in their research (Y. Zhang 
and Wallace, 2015) by finding the best kernel for the data that has been collected and the output 
dimensions of 128. The output of this layer can be called a feature. folder. 

 

2.3.3 Activation Function 
The function used in the convolution layer is ReLu (Rectified Linear Unit). This refers to the 

results of research by Zhang and Byron (Y. Zhang and Wallace, 2015). ReLu serves as a filter 
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for each neuron. If there is a neuron that has a negative value, then ReLu will change that value 
to 0. The graphical form of the ReLu function can be seen in Figure 3. 

 

 
Figure 3. ReLu Function 

2.3.4 Subsampling Layer 
Subsampling aims to reduce the size of the vector dimensions of the feature map data. The 

Global Max Pooling method will be used in this study. The way Global Max Pooling works is 
almost the same as Max pooling. The difference between the two methods is in the output. The 
output of Global Max Pooling has the same size as the feature map size. An example of how 
the Global Max Pooling method works can be seen in Figure 4. 

  

 
Figure 4. An Example of Global Max Pooling 

 

2.3.4 Concatenate Layer 
In this layer, the output from the subsampling layer will be combined into 1. Once combined, 

the dimension size will be changed to 1 dimension so that it can be processed in the next layer. 
 

2.3.5 Fully-connected Layer 
The fully-connected layer will go through the backpropagation process to get the best weight 

so that it can determine the label that has been determined. In this research CNN model design, 
there are 2 dense pieces. The first Dense function is to receive input from the concatenate layer 
and store values that have gone through weight calculations. The second dense layer serves 
to classify news based on the value of the first dense. The researcher also uses the dropout 
method, the Adam Optimization algorithm, and the Binary Cross Entropy Loss Function in this 
layer. The application of the dropout method and Adam's algorithm was inspired by research 
conducted by Xiaoyilei et al (Yang et al., 2019) to obtain optimal accuracy in the classification 
process. 

 

2.4 Performance Test 
At this stage, the model that has been created will be tested and evaluated to determine its 

performance. The Confusion Matrix will be used for model evaluation. The number of successful 
and failed data predicted by the model will be stored in one Cofusion Matrix table (Pratama et al., 
2020). The form of the Confusion Matrix can be seen in Table 2. 

 
Table 2. Confusion matrix 

  

 Aktual Positif Aktual Negatif 

Prediksi Positif TP FP 

Prediksi negatf FN TN 
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By utilizing the confusion matrix, we can calculate accuracy, precision, and recall. This is to 

determine the performance of the model that has been made. The equations of accuracy, 
precision, and recall can be seen in equations II, III, IV. 

 

Accurate = 
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
       (II) 

  

Precision =   
𝑇𝑃

𝑇𝑃+𝐹𝑃
        (III) 

  

Recall  =   
𝑇𝑃

𝑇𝑃+𝐹𝑁
       (IV) 

  

 

3. Result and discussion 
 

3.1 The Result of the Vector Dimension Size Experiment on the Input 
The output of Word2Vec is a vector model with dimensions of 100,200,300,400,500. Some of 

these models will be tested by CNN with kernel 3,4,5. This experiment and others have an epoch of 
5. Table 3 shows the results of testing the CNN model with different dimensions of the input data 
vector. The CNN model with vector dimensions of 400 has the highest accuracy of 0.91 and the 
model with the lowest accuracy is found in the model with vector dimensions of 100 with an accuracy 
of 0.86. Based on the test results in Table 3, this study will use input data with a vector dimension 
of 400. 

 
Table 3. The result of the vector dimension size experiment 

 

Size Vector Dimension Precision Recall Accuracy 

100 0.89 0.87 0.86 

200 0.84 0.93 0.88 

300 0.89 0.87 0.87 

400 0.91 0.91 0.91 

500 0.87 0.91 0.88 

 
3.2 Results of the Filter Size Experiment on the convolution layer 

Ye Zhang and Byron suggested trying the single filter first. The recommended single filter size is 
between 1 and 10. In Table 4, the model with a single filter of 3 has the highest accuracy of 0.90 
and the model with a single filter of 5 has the lowest accuracy with an accuracy of 0.86. After finding 
a single filter with the best accuracy, we tried further to combine single filters into multiple filters. 

 
 

 
Table 4. Model performance results based on single filter 

 

Filter Size Precision Recall Accuracy 

1 0.89 0.88 0.88 

3 0.92 0.89 0.90 

5 0.96 0.76 0.86 

7 0.86 0.95 0.89 
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9 0.88 0.92 0.89 

 
Table 5. Model performance results based on single filter combination 

 

Filter Size Precision Recall Accuracy 

2, 3, 4 0.86 0.94 0.89 

3, 4, 5 0.91 0.91 0.91 

4, 5, 6 0.83 0.95 0.87 

5, 6, 7 0.83 0.94 0.86 

7, 8, 9 0.78 0.99 0.78 

 

The model with a filter size of 3,4,5 has the highest accuracy of 0.91 and the model with a filter size 
of 7,8,9 has the lowest accuracy of 0.78. This is in accordance with what Ye Zhang and Byron explained 
about the combination or multiple filters that can function optimally based on the best single filter around. 
So the best model for the data obtained is a model with a multiple filter size of 3,4,5 with Word2Vec 
input data of 400. 

3.3 The Effect of Adding Indonesian Wikipedia 
It has been mentioned earlier that we have added the Indonesian Wikipedia corpus to the corpus 

we are using. It has been commonly used in similar studies. However, we just want to know how 
much impact the addition of the Indonesian Wikipedia corpus will have. 

 
Table 6. Model performance results based on corpus addition 

 

 Before After 

Recall 0.87 0.91 

Precision 0.74 0.91 

Accuracy 0.77 0.91 

 
The addition of the Indonesian Wikipedia corpus has a significant effect on maximizing the 

model's performance. There is a fairly large difference between the accuracy produced by the model 
without the addition of a corpus and the model that has gone through the addition of a corpus, which 
is 0.14. 

 
 
 

4. Conclusion 
 

Based on this study, the use of the CNN method was successfully applied. The model can determine 
hoax news and valid news very well. The model gets an accuracy, recall, and precision score of 0.91. 
This is influenced by the selection of dimensions for the input data, a good filter on the convolution 
layer, and the addition of a corpus in the formation of Word2Vec to maximize the performance of the 
model in determining news. 
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