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ABSTRACT OF THE DISSERTATION

Some Problems in Reproducing Kernel Spaces

by

Christopher Felder

Doctor of Philosophy in Mathematics

Washington University in St. Louis, 2022

Professor John E. McCarthy, Chair

The two chapters of this thesis are comprised of work in the setting of reproducing

kernel (Hilbert) spaces. These are Banach (or Hilbert) spaces of functions defined on some

set, with the special property that point evaluation, on the underlying set, is bounded.

The first chapter deals with the study of inner functions. These functions have a rich

history in function and operator theory in the Hardy spaces of the unit disk. The first section

of this chapter studies the relationship between generalized inner functions and optimal

polynomial approximants. The second section, which is joint work with Trieu Le, deals with

a generalization of a classical type of inner function (finite Blaschke product). The last

section, which is joint work with Raymond Cheng, considers the (Banach) space `pA– the

space of analytic functions on the disk with p-summable Maclaurin coefficients. We consider

the geometry of the multiplier algebra of this space and characterize extremal multipliers.

The second chapter considers the geometry of two planar sets associated to linear oper-

ators acting on reproducing kernel Hilbert spaces. The first section of this chapter, which is

joint work with Carl Cowen, considers the convexity of the Berezin range of an operator on

a reproducing kernel Hilbert space. We focus primarily on a class of composition operators

acting on the Hardy space of the unit disk. The final section of the chapter, and the thesis,

joint work with Benjamin Russo and Douglas Pfeffer, deals with the connectedness of various

spectra of certain Toeplitz acting on a family of sub-Hardy Hilbert spaces.

vii



Chapter 1

Introduction

Throughout this thesis, we will work in reproducing kernel spaces. This terminology may

be deemed non-standard to some, but is necessary in order to encompass all settings in which

we work.

1.1 Reproducing Kernel Spaces

Definition 1.1.1 (Reproducing kernel space). Let X be a set and let B be a Banach space

of complex-valued functions defined on X. We say that B is a reproducing kernel space on

X if, for each x ∈ X, the linear functional of point evaluation, given by

f 7→ f(x),

is a bounded linear functional on B.

This definition is a generalization of the classical setting when the Banach space B is a

Hilbert space (which we will typically denote by H). In this case, by the Riesz representation

theorem, for each point x ∈ X, there is unique element kx ∈ H such that

f(x) = 〈f, kx〉H ∀f ∈ H.

The element kx is referred to as the reproducing kernel at x (for H). We call H a reproducing

kernel Hilbert space (RKHS) and any use ofH will be reserved for this meaning. These spaces
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have a deep mathematical history and continue to attract the attention of mathematicians

and data scientists (see, e.g., [64, 141]). We point to [129] for a thorough introduction to

abstract RKHSs and to [3] for more general theory.

In either case, these spaces should be thought of as complete normed vector spaces of

functions where point evaluation on some underlying set is bounded. We turn to provide

several examples reproducing kernel spaces, which come naturally from spaces of analytic

functions. We focus on these spaces as they permit an interplay between operator theory

and complex-function theory– two subjects at the base of much work over the past century,

and this thesis. When Ω ⊂ Cn is a domain, we will use Hol(Ω) to denote the space of

holomorphic functions on Ω.

1.1.1 `pA

For 1 ≤ p ≤ ∞, the space `pA is defined to be collection of analytic functions on the open

unit disk D of the complex plane for which the Maclaurin coefficients are p-summable, i.e.,

`pA :=

{
f(z) =

∑
k≥0

akz
k ∈ Hol(D) :

∑
k≥0

|ak|p <∞

}
.

This definition makes sense when 0 < p < 1, but our attention will be limited to the range

1 ≤ p ≤ ∞. This function space is endowed with the norm it inherits from the sequence

space `p. Thus, we write

‖f‖p = ‖(ak)∞k=0‖`p

for

f(z) =
∞∑
k=0

akz
k

belonging to `pA. We begin with this space as an example (when p 6= 2) of a reproducing

kernel space that is not a Hilbert space, although point evaluation on D is still a bounded
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linear functional. When p = 2, we have the classical Hardy space, which we discuss now.

1.1.2 Weighted Hardy Spaces on the Unit Disk

Given a sequence of positive numbers w = {wk}k≥0, with limk→∞wk/wk+1 = 1, define the

weighted Hardy space H2
w as

H2
w :=

{
f(z) =

∑
k≥0

akz
k ∈ Hol(D) :

∑
k≥0

wk|ak|2 <∞

}
.

For f(z) =
∑

k≥0 akz
k and g(z) =

∑
k≥0 bkz

k in H2
w, their inner product in H2

w is given by

〈f, g〉w =
∑
k≥0

wkakbk.

One may verify (e.g. see [63, Section 2.1]) that these spaces are reproducing kernel Hilbert

spaces on D with reproducing kernel given by

kβ(z) =
∑
n≥0

1

wk

(
β̄z
)n
.

If we let α ∈ R and take w = {(k+ 1)α}k≥0, we recover the so-called Dirichlet-type space

Dα. There are three classically important sets of weights in this setting.

• (α = 0) The Hardy space,

H2 :=

{
f(z) =

∑
k≥0

akz
k ∈ Hol(D) :

∑
k≥0

|ak|2 <∞

}
.

• (α = −1) The Bergman space,

A2 :=

{
f(z) =

∑
k≥0

akz
k ∈ Hol(D) :

∑
k≥0

(k + 1)−1|ak|2 <∞

}
.
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• (α = 1) The Dirchlet space,

D :=

{
f(z) =

∑
k≥0

akz
k ∈ Hol(D) :

∑
k≥0

(k + 1)|ak|2 <∞

}
.

These spaces also have the following equivalent norms, which will be useful at times.

H2 ‖f‖H2 = sup0≤r<1

(
1

2π

∫ 2π

0
|f(reiθ)|2 dθ

)1/2

A2 ‖f‖A2 =
(

1
π

∫
D |f(z)|2 dz

)1/2

D ‖f‖D =
(

1
π

∫
D |f

′(z)|2 dz
)1/2

+ sup0≤r<1

(
1

2π

∫ 2π

0
|f(reiθ)|2 dθ

)1/2

In the coming sections, more examples of reproducing kernel spaces will be discussed, as

they become relevant.

1.2 Cyclic and Inner functions

Much of the work compiled in this thesis begins with results in H2 and aims to generalize

these results, or obtain a similar understanding of certain concepts, but in other reproducing

kernel spaces. A cornerstone question in functional analysis is to ask whether a given a

subspaceM of a Banach space B is dense in B. If we suppose that B is a space of complex-

valued functions defined on some planar domain, where the forward shift

(Sf)(z) = zf(z)

is bounded, then particular attention has been given to the following problem of this type:

Question 1.2.1. Given f ∈ B, when are the polynomial multiples of f dense in B? Con-

versely, if the polynomial multiples of f are dense, what can be said of f?

4



In 1948, Arne Beurling [31] studied this problem, and, in doing so, proved several seminal

results regarding function and operator theory in H2. One result showed that every function

f ∈ H2 may be factored as f = θU , where |θ| = 1 almost everywhere on the unit circle

T (coined inner), and U is such that log |U(0)| =
∫ 2π

0
log |U(eiθ)| (coined outer). This

result allowed Beurling to characterize cyclic functions and shift-invariant subspaces of H2.

Namely, the cyclic functions in H2 are those that are outer, and shift-invariant subspaces

must coincide with θH2, for some inner function θ.

Although analogous definitions of Beurling’s inner and outer functions in spaces other

than H2 have been made, the objects they describe are not as well understood. We give these

definitions now (here, H is an RKHS and clH(V ) refers to the norm-closure of a subspace

V ⊆ H).

Definition 1.2.1 (Cyclic function). Say that f ∈ H is cyclic (for S in H) if

[f ] := clH
(
span{Skf : k ≥ 0}

)
is equal to all of H.

Note that the operator semigroup (Sn)n≥0 acting on f generates the polynomial multiples

of the function f . Note also that [f ] is always a shift-invariant subspace, i.e. S[f ] ⊆ [f ],

and is the smallest such containing f . The space [f ] is read “bracket f ” or “the (shift-

invariant) subspace generated by f .” Again, Beurling’s theorem says that, in H2, the cyclic

functions are precisely the outer functions. Although we make no major contributions to the

characterization of cyclic functions here, the tools and themes of Section 2.1 are geared to

address such problems.

The other factor in Beurling’s factorization– the inner part– also plays a critical role in

function and operator theory on Hardy spaces; see [42] for a recent survey of classical and

new results linking inner functions and operator theory. In addition to the above definition,

5



inner functions can also be realized via the inner product in H2. Indeed, it can be checked

that a function f ∈ H2 is inner if and only if ‖f‖H2 = 1 and 〈zmf, f〉 = 0 for all integers

m ≥ 1.

In the case of the Dirichlet spaceD, Richter [133] showed that any shift-invariant subspace

is also generated by a single function that satisfies the same orthogonality properties as

above. Aleman, Richter, and Sundberg [6] proved an analogue of Beurling’s Theorem for the

Bergman space A2; any invariant subspaceM of A2 is generated by the so-called wandering

subspaceM	zM. Any unit norm function in this subspace satisfies ‖f‖A2 = 1 and zmf ⊥ f

for allm ≥ 1 and is called an A2-inner function. Prior to this work, Hedenmalm [100] showed

the existence of so-called contractive zero-divisors, which play the role of Blaschke products in

the Bergman space. In certain cases, explicit formulas for these functions have been given,

e.g. see MacGregor and Stessin [121] and Hansbo [96]. These results are phrased in the

language of extremal functions. Although the work here will not explicitly cover this aspect,

it is well known that (normalized) inner functions are solutions to the extremal problem

sup
{

Re(g(d)(0)) : g ∈M, ‖g‖ ≤ 1
}
,

where M is a shift-invariant subspace and d is the smallest integer so that zd /∈ M⊥. See

[75, Chapters 5 and 9] and [101, Chapter 3] for a detailed discussion of inner functions on

Bergman spaces Ap. Thus, the notion of inner functions in more general reproducing kernel

Hilbert spaces has been formulated in the following way.

Definition 1.2.2 (Inner function). Say that f ∈ H\{0} is H-inner if, for all integers k ≥ 1,

〈f, zkf〉 = 0.

This definition was originally considered in [6] for the Bergman space. The authors there

6



also require an inner function to be of unit norm, as well as other authors. In a recent

paper, Cheng, Mashreghi and Ross [50] introduced and studied the notion of inner functions

with respect to a bounded linear operator. However, they do not require unit norm, which

turns out more convenient in several situations. We will follow their approach in this work.

Although no function-theoretic description of inner functions is known in general reproducing

Hilbert spaces, there are known constructions of certain types of inner functions. We will

introduce one of these constructions at the end of Section 2.2.3.

Bénéteau et al. [23, 27] studied inner functions and examined the connections between

them and optimal polynomial approximants on weighted Hardy spaces. They also described

a method to construct inner functions that are analogues of finite Blaschke products with

simple zeroes. In [137], Seco discussed inner functions on Dirichlet-type spaces and char-

acterized such functions as those whose norm and multiplier norm are equal. In [114], Le

studied inner functions on weighted Hardy spaces and obtained generalizations of several

results from [23, 137]. In a recent paper [24], Bénéteau et al. investigated inner functions

on general simply connected domains in the complex plane. It should also be mentioned

that operator-valued inner functions on vector-valued weighted Hardy spaces have also been

defined and studied [16, 17, 128]. In particular, Ball and Bolotnikov [17] obtained a realiza-

tion of inner functions on vector-valued weighted Hardy spaces. In [18], they investigated

the expansive multiplier property of inner functions. They obtained a sufficient condition

on the weight sequences for which any inner function has the expansive multiplier property.

Recently, Cheng, Mashreghi, and Ross considered inner vectors for Toeplitz operators [52]

and for the shift operator in the Banach space setting of `pA [49]. Additional background and

information on cyclic and inner functions will be provided as it becomes relevant in each

section of Chapter 2.

The main results of each section of Chapter 2 are outlined below.

7



1.2.1 Optimal Polynomial Approximants

Throughout Section 2.1, H is assumed to be an RKHS of analytic functions on D for

which the shift is bounded and the polynomials are dense. For n ∈ N, we will denote by

Pn the set of complex polynomials of degree less than or equal to n. For f ∈ H, we define

fPn := {pf : p ∈ Pn}. Noting that fPn is always a closed finite-dimensional subspace of H,

we will use Πn : H → fPn to denote the orthogonal projection onto fPn.

In [36], it was pointed out that f ∈ H is cyclic if and only if, for any cyclic function

g ∈ H, there exist polynomials (pn)n≥0 so that ‖pnf − g‖H → 0. From this equivalence,

and taking g = 1 in spaces where 1 = k0, the study of optimal polynomial approximants has

arisen. The optimality referred to here is with respect to the distance between fPn and 1,

i.e.,

min
p∈Pn
‖pf − 1‖H.

The element of fPn minimizing this distance will be denoted p∗nf (details to come in Section

2.1.2).

Approximation problems of this kind were first studied under the engineering lens of filter

design in the 1970’s and 80’s, referred to as least squares inverses (e.g. see [56, 57, 138]). It

seems this body of work was not known to mathematicians prior to the discussion in [28].

A modern jumping off point for optimal approximants could be considered the work in

[84]; the authors study the optimal approximants of the function 1−z in order to characterize

the cyclicity of holomorphic functions on the closed unit disk. In [28], the authors compute

Taylor coefficients of 1 − p∗nf in weighted Hardy spaces when f is a polynomial, proving

results about the convergence of (1− p∗nf).

In [26], the authors study a larger class of reproducing kernel Hilbert spaces and give

results on accumulation points, along with lower bounds on the moduli of zeros of optimal

approximants. Then in [27], the authors dive into orthogonal polynomials and reproducing

8



kernels in order to get lower bounds on the moduli of zeros of optimal approximants in

Dirichlet-type spaces.

Following these themes, we would like to develop some theory for different choices of g

(cyclic or not) in minimizing ‖pf − g‖H, and then explore the relationship between optimal

approximants and H-inner functions (this relationship first studied in [23]). This will then

yield some observations which allow us to explicitly compute the orthogonal projection of 1

onto [f ] when f is a polynomial (note that f is cyclic if and only if this projection is equal

to 1 itself).

In particular:

• Section 2.1.2 develops the framework necessary for handling general optimal approxi-

mants.

• Section 2.1.3 deals with stabilization of optimal approximants to k̂0/f , with Theorem

2.1.1 characterizing when p∗nf = p∗Mf for all n great than some fixed M ≥ 0.

• Section 2.1.5 discusses stabilization of general optimal approximants, with Theorem

2.1.2 giving a version of Theorem 2.1.1 for general approximants.

• Section 2.1.6 develops the theory of reproducible points, and then returns to certain

spaces where k̂0 = 1, with Theorem 2.1.3 providing an explicit description of the

projection of 1 onto the shift invariant subspace generated by a polynomial.

Many of the themes of this section follow from those in [23]. The authors there show that

inner functions correspond to constant optimal approximants and investigate certain inner

functions that arise as linear combinations of reproducing kernels.
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1.2.2 Analogues of Finite Blashcke Products

The simplestH2-inner functions are called finite Blaschke products, given for β1, . . . , βn ∈ D

as

B(z) = λ

n∏
j=1

z − βj
1− βjz

,

where λ ∈ T. One may check that |B| = 1 on T, and so B is in fact H2-inner. We recall

that Blaschke factors, given when n = 1 in B above, define the automorphisms of the unit

disk. See the recent book [89] for a nice treatment of finite Blaschke products and their

applications.

The work of Section 2.2, which is joint work with Trieu Le, begins with a simple observa-

tion. Applying a partial fractions decomposition, and assuming simple zeros different from

the origin, one can check that any finite Blaschke product can be expressed as

B(z) = c0 −
n∑
j=1

cj

1− βjz

for some constants c0, c1, . . . , cn ∈ C. Further, each term in the sum can be seen as a scalar

multiple of the Szegő kernel, sλ(z) = 1/(1− λz), λ ∈ D, which is the reproducing kernel for

H2. Noting that s0(z) = 1, we have

B(z) = c0s0(z)−
n∑
j=1

cjsβj(z).

Consequently, every Blaschke product with simple zeros can be seen as a linear combination

of reproducing kernels. If B also has repeated zeros, certain derivatives of kernel functions

will also be needed in the linear combination. Nonetheless, it turns out this observation

actually characterizes finite Blaschke products among inner functions: an H2-inner function

f is a finite Blaschke product if and only if f is a linear combination of reproducing kernels
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and their derivatives.

We will extend this result to a more general setting in Theorem 2.2.2. In this setting, H

is assumed to be an RKHS of analytic functions on a planar domain Ω containing the origin,

for which the shift is bounded and the polynomials are dense.

We call functions characterized in this way analogues of finite Blaschke products. Further,

we show precisely how these functions arise as certain Gram determinants, or as certain

projections onto shift-invariant subspaces generated by polynomials.

1.2.3 Extremal Multipliers of `pA

Sequence spaces play an important role in functional analysis. Indeed, the theory of

Banach spaces arose from early studies of the sequence space `p. The case `1 is connected to

the Wiener Algebra, and its additional structure has made deeper inroads possible. The case

of `2 is particularly well understood, having been studied by Hilbert himself, and serving as a

launching point for the spaces that bear his name. Moreover, as previously mentioned, `2 is

isometrically isomorphic to the Hardy space H2. In this situation, the interplay between the

analytical properties of the functions and the behavior of the space has given rise to a deep

and extensive body of results, one of the great triumphs of the past century of mathematical

analysis.

In Section 2.3, we uncover some geometric properties of the multiplier space of `pA. These

include the failure of the weak parallelogram laws and the Pythagorean inequalities. Further,

we characterize extremal multipliers of `pA. We use Mp to denote the multiplier algebra of

`pA,

Mp := {φ ∈ `pA : φf ∈ `pA for all f ∈ `pA} ,
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endowed with the norm

‖φ‖Mp := sup{‖φf‖p : f ∈ `pA, ‖f‖p ≤ 1}.

It is elementary to see that if φ ∈Mp, then ‖φ‖Mp ≥ ‖φ‖p. We say that the multiplier φ is

extremal if equality holds, that is,

‖φ‖Mp = ‖φ‖p.

For `2
A = H2, the multipliers are the bounded analytic functions on D, and the extremal

multipliers are exactly the constant multiples of inner functions. Indeed, if

sup
z∈D
|φ(z)| =

(
sup

0<r<1

∫
T

|φ(reiθ)|2 dθ
2π

)1/2

,

then |φ(eiθ)| = ‖φ‖H∞ a.e. is forced. The reverse implication is similarly trivial.

However, relatively little is known about the multipliers on `pA, except when p = 1 or

p = 2. In the former case, we know that M1 = `1
A, and in the latter, M2 = H∞ (as mentioned

above). We will accordingly concentrate our efforts on the range 1 < p <∞, with p 6= 2.

Despite the lack of an inner product when p 6= 2, there are analogous definitions of

inner functions in `pA using Birkhoff-James orthogonality. These functions are called p-inner

functions (see [49,50] or Section 2.3 here). It would be plausible to guess that the extremal

multipliers are the p-inner functions. However, this turns out to be incorrect.

Instead, we show that when p ∈ (1,∞) \ {2}, a multiplier φ is extremal precisely if it is

of the form

φ(z) = γzk

for some γ ∈ C and nonnegative integer k. Again, this is quite distinct from the p = 2 case,
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in which the extremal multipliers consist of the constant multiples of inner functions.

1.3 The Berezin Range

The penultimate section of this thesis deals with the convexity of the Berezin range, which

we define now.

Definition 1.3.1. Let H be an RKHS on a set X and let T be a bounded linear operator

on H.

1. For x ∈ X, the Berezin transform of T at x (or Berezin symbol of T ) is

T̃ (x) := 〈T k̂x, k̂x〉H.

2. The Berezin range of T (or Berezin set of T ) is

B(T ) :=
{
〈T k̂x, k̂x〉H : x ∈ X

}
.

3. The Berezin radius of T (or Berezin number of T ) is

b(T ) := sup
x∈X
|T̃ (x)|.

The Berezin set and number, also denoted by Ber(T ) and ber(T ), respectively, were

purportedly first formally introduced by Karaev in [108]. The Berezin transform itself was

introduced by F. Berezin in [29] and has proven to be a critical tool in operator theory, as

many foundational properties of important operators are encoded in their Berezin transforms.

One of the first important results involving the Berezin transform involves the invertibility

of Toeplitz operators acting on H2. In [70], R.G. Douglas asked the following: if ϕ ∈ L∞(T)
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with |T̃ϕ| ≥ δ > 0, is the Toeplitz operator Tϕ invertible? Tolokonnikov [146], and then Wolff

[157], showed that when δ is sufficiently close to 1, the answer is affirmative. The lower bound

on δ was then improved by Nikolskii [126]. Much later, Karaev proved similar results for

certain general operators acting on RKHS’s: if the modulus of the Berezin transform of a

suitably nice operator is sufficiently bounded away from zero, then the invertibility of the

operator is ensured [108, Theorem 3.4]. Similar recent results for closed range type properties

of Toeplitz operators can be found in [164].

Following Douglas’ question, Berger and Coburn [30] asked something similar: if the

Berezin symbol of an operator on the Hardy or Bergman space vanishes on the boundary

of the disk, must the operator be compact? This question was addressed by Nordgren and

Rosenthal [127], where they presented several counterexamples. However, Nordgren and

Rosenthal showed, on a so-called standard RKHS, that if the Berezin symbols of all unitary

equivalents of an operator vanish on the boundary, then the operator is compact. The

counterexamples presented come in the form of composition operators, and motivate the

study in Section 3.1.4.

Another important theorem here, due to Axler and Zheng [13], is that if T is a finite sum

of finite products of Toeplitz operators acting on the Bergman space of the unit disk, then T

is compact if and only if the Berezin transform of T vanishes as it approaches the boundary

of the disk. Shortly after, Engliš [78] generalized this result to weighted Bergman spaces on

bounded symmetric domains in several variables. Later, Suárez [143] proved an analogous

result for any operator in the Toeplitz algebra of the Bergman space on the unit ball. Some

other Axler-Zheng type results for various spaces over several types of domains can be found

in [21,103,123,147,149,163].

Some other quite interesting results involving applications of the Berezin transform in-

clude the characterization of invertible operators which are unitary [111], characterizations

of Schatten-von Neumann class membership [41, 105, 109], Beurling-Arveson type theorems
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for some RKHSs [106], a characterization of skew-symmetric operators [8], and the charac-

terization of truncated Toeplitz operators with bounded symbols, along with descriptions

of invariant subspaces of isometric composition operators [87]. See also [107], which will be

discussed in Section 3.1.5. A detailed introduction to the Berezin transform of operators on

spaces of analytic functions can be found in [142].

We note that the range of the Berezin transform has been studied from a function the-

oretic viewpoint, for example in work by Ahern, which establishes a Brown-Halmos type

theorem for the Bergman space [4] (see also [132,148]). However, apart from some examples

due to Karaev [107, Section 2.1], it does not appear that the Berezin range has been studied

from a set-theoretic or geometric viewpoint, as we will discuss in Section 3.1.

The Berezin range of an operator T is a subset of the numerical range of T

W (T ) := {〈Tu, u〉 : ‖u‖ = 1} ,

which is convex (this result due independently to both Toeplitz and Hausdorff). It is natural

to ask when the Berezin range of an operator is convex. Section 3.1 gives characterizations

for certain concrete operators to have convex Berezin range. Namely, we characterize convex

Berezin range for matrices and multiplication operators in Section 3.1.3, and composition

operators with automorphic symbol (acting on H2) in Section 3.1.4. We conclude with some

open questions in Section 3.1.5.

1.4 Spectra of Toeplitz Operators

The final section of this thesis deals with various spectra of certain Toeplitz operators

acting on sub-Hardy Hilbert spaces. Recall the spectrum of a linear operator T is defined as

σ(T ) := {λ ∈ C : T − λI is not invertible} .
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We will use the standard notation σp(T ) to denote the point spectrum, or eigenvalues, of T .

For 1 ≤ p ≤ ∞, we let Lp = Lp(T, µ) denote the classical Lebesgue spaces on the unit

circle T with respect to normalized Lebesgue measure µ. Similarly, we let Hp denote the

usual Hardy spaces, with the standard identification of Hp as spaces of analytic functions

on the unit disk such that

sup
0<r<1

2π∫
0

∣∣f (reit)∣∣p dt <∞.
When p =∞, these spaces are comprised of (essentially) bounded functions.

For φ ∈ L∞, the classical Toeplitz operator with symbol φ acts on H2 by

Tφf = P+(φf),

where P+ is the orthogonal projection from L2 onto H2.

In 1963, Halmos asked if the spectrum of every Toeplitz operator is connected [95]. At

that time, the following facts were known about the spectrum of Toeplitz operators, due to

Hartman and Wintner (e.g. see [71, Chapter 7]):

- If φ ∈ L∞ is real-valued, then σ(Tφ) = [ess inf(φ), ess sup(φ)].

- If φ ∈ H∞, then σ(Tφ) = φ(D).

Shortly after, Widom gave an affirmative answer to Halmos’ question with the following

result [154]:

- Every Toeplitz operator has connected spectrum and connected essential spectrum.

It can also be shown that when the symbol of the Toeplitz operator is real-valued, its point

spectrum is empty, and therefore connected (e.g. see [83, Exercise 12.4.3]). We point the

reader to [12] for a well-written account of this history.
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The aim of the last section of this thesis is to present results in this vein, but for Toeplitz

operators acting on sub-Hardy Hilbert spaces arising naturally from certain finite codimen-

sion subalgebras of H∞; so-called constrained subalgebras. The most well-known constrained

subalgebra of H∞ is the Neil algebra,

A := {f ∈ H∞ : f ′(0) = 0}.

Note again thatH∞ acts as a multiplier algebra forH2; for each φ ∈ H∞, we have φH2 ⊆ H2.

When moving to the Neil setting, we have that A serves as a multiplier algebra not for a

single space, but for a continuum of spaces

H2
α,β = {f ∈ H2 : αf(0) = βf ′(0) for (α, β) ∈ S2},

where S2 is the complex unit-sphere in C2 (see [66] for details). Although A serves as a

multiplier algebra for many Hilbert spaces of analytic functions, it is canonical to consider A

acting on the spaces H2
α,β, as the associated representations of A are rank one bundle shifts

in this setting (see [34, Section 4]). This perspective is useful in many contexts, however, is

not needed here.

For φ ∈ L∞, the Toeplitz operator Tα,βφ acts on H2
α,β by

Tα,βφ f = Pα,β(φf),

where Pα,β is the orthogonal projection from L2 onto H2
α,β. In the Neil setting, Broschinski

[34] observed that the point spectrum of Tα,βφ might be non-empty; a stark difference from

the classical setting. However, in a Widomesque quest, Broschinksi showed that the point

spectrum of these operators relative to the algebra A is indeed connected for certain symbols.

In particular, Broschinski proved that when φ ∈ L∞ is real-valued, the set of eigenvalues of
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Tα,βφ relative to A,

ΛA
φ :=

⋃
(α,β)∈S2

σp(T
α,β
φ )

is either empty, a point, or an interval. Heuristically speaking, when working in settings that

involve infinite families of representation-carrying Hardy spaces, it is typical for results to

involve the entire family (e.g. see discussion in Section 3.2.1).

Section 3.2 provides, among other results, an analogue of Broschinski’s result in the

setting of a so-called two-point algebra. The two-point algebra associated to fixed points

a, b ∈ D is

Aa,b := {f ∈ H∞(D) : f(a) = f(b)}.

Similar to the Neil algebra, there is an associated infinite family of sub-Hilbert Hardy spaces

that each carry a representation for Aa,b. For fixed a, b ∈ D, define

H2
t := {f ∈ H2 : f(a) = tf(b)},

where t ∈ Ĉ := C ∪ {∞}. Note that, while the parameter space C \ {0} could also be

used to yield the main results in this section, we instead use the Riemann sphere Ĉ to

be consistent with the notation introduced in [130], where compactness of the parameter

space was necessary. To this end, this section considers t 6= 0,∞, and leaves the details

of these cases to the interested reader. For each choice of t ∈ Ĉ, the space H2
t carries a

representation for Aa,b. Specifically, the map taking h ∈ Aa,b to the operator on H2
t given

by f 7→ hf , is an isometric homomorphism from Aa,b to the collection of bounded linear

operators on H2
t . In particular, we have Aa,bH

2
t ⊆ H2

t for every t ∈ Ĉ. As with the Neil

algebra, the representations associated with H2
t can be seen as rank one bundle shifts for

Aa,b.
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For φ ∈ L∞, we define the Toeplitz operator T tφ : H2
t → H2

t by

T tφf = Pt(φf),

where Pt is the orthogonal projection from L2 onto H2
t . We denote the eigenvalues of T tφ

relative to Aa,b as

Λa,b
φ :=

⋃
t∈Ĉ

σp(T
t
φ).

In Section 3.2, we establish the following main results, regarding analytic and real-valued

symbols, respectively:

Theorem 3.2.1. If φ ∈ Aa,b, then

(i) σ(T tφ) = φ(D) and

(ii) Λa,b
φ = {φ(a)}.

In particular, both σ(T tφ) and Λa,b
φ are connected.

Theorem 3.2.2. If φ ∈ L∞ is real-valued, then Λa,b
φ is either empty, a point, or an interval.

In particular, Λa,b
φ is connected.
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Chapter 2

Inner Functions

For the next two sections, 2.1 and 2.2, H will be an RKHS of analytic functions. The

following notation will be used throughout:

(a) When V ⊆ H is a closed subspace, we will use ΠV : H → V to denote the orthogonal

projection from H onto V .

(b) When X ⊆ H is a subset, we will use clH(X) to denote the norm closure of X in H.

(c) For f ∈ H, we will use the standard notation ord0(f) to denote the order of the zero

of f at the origin.

(d) For a polynomial f , we will let Z(f) be the multiset containing the zeros f , i.e. Z(f)

is the zero set of f , each zero listed with its multiplicity.

2.1 Optimal Polynomial Approximants

The work in this section can be found in preprint form in [80]. For various Hilbert spaces of

analytic functions on the unit disk, we characterize when a function has optimal polynomial

approximants given by truncations of a single power series. We also introduce a generalized

notion of optimal approximant and use this to explicitly compute orthogonal projections of

1 onto certain shift invariant subspaces.
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2.1.1 Preliminaries

Throughout this section, H will be a reproducing kernel Hilbert space of analytic functions

on the unit disk D. Further, we will assume that H satisfies the following:

1. The polynomials P are dense in H.

2. The forward shift S, mapping f(z) 7→ zf(z), is a bounded operator on H.

As is standard, we will denote the reproducing kernel for H as kλ(z) = k(z, λ) and the

normalized reproducing kernel as k̂λ = kλ/‖kλ‖H.

In addition to the weighted Hardy spaces mentioned in Section 1.1.2, we begin this section

by mentioning some spaces where assumptions 1 and 2 from above hold.

Example 2.1.1 (Szegő’s Theorem and 1
m
H2). A classical theorem of Szegő says that for

v ∈ L1(T) positive, the closure of the analytic polynomials in L2(v) coincides with all of

L2(v) if and only if
∫
T log v = −∞ (e.g., see [61]). In the case that

∫
T log v > −∞,

there exists an outer (i.e., H2-cyclic) function m such that v = |m|2. Further, P 2(v) :=

span{zk : k ≥ 0}
L2(v)

is isomorphic to 1
m
H2 := {f/m : f ∈ H2} (which we endow with the

H2 norm). It follows that multiplication by 1/m is an isometry and for all f ∈ P 2(v), we

have ‖f‖P 2(v) = ‖f/m‖H2 . A distinctive characteristic of these spaces is that the monomials

are not pairwise orthogonal (as they are in the weighted Hardy spaces).

Example 2.1.2 (de Branges-Rovnyak Spaces). Another example comes from considering

H∞– the set of bounded analytic functions on D. If b is a function in the unit ball of H∞

(i.e., supz∈D |b(z)| ≤ 1), then there exists a reproducing kernel Hilbert space on D, denoted

H(b) so that the reproducing kernel for this space is given by

kλ(z) =
1− b(λ)b(z)

1− λz
.
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These spaces are called de Branges-Rovnyak spaces (see [144] for an introduction). The

structure of these spaces varies with the choice of b; we would like to keep in mind the

spaces for which the reproducing kernel at zero is not equal to 1 (i.e., when b(0) 6= 0). We

will generalize some ideas from the existing body of work, for example in the Dirichlet-type

spaces, where the function 1 is the reproducing kernel at zero. We will not dig into the study

of de Branges-Rovnyak spaces here, but the authors in [85] have characterized cyclicity when

b is non-extreme.

2.1.2 General Optimal Approximants

Definition 2.1.1 (Optimal Polynomial Approximant). Let f, g ∈ H and n ∈ N. Define the

nth optimal polynomial approximant to g/f as

p∗n := arg min
p∈Pn

‖pf − g‖H.

Here, arg min is the argument of the minimum, i.e.,

p∗n = {p ∈ Pn : ‖pf − g‖H ≤ ‖qf − g‖H for all q ∈ Pn}.

We make the distinction of general optimal polynomial approximant to generalize the

case when g = 1 in studying ‖pf − g‖H. Any further use of g will be in this context.

Given the Hilbert space structure, the above minimization is immediate– simply project

g onto the closed subspace fPn, i.e.,

p∗nf = ΠfPn(g).

Hence, the solution to the minimization problem uniquely exists so long as f is not identically

zero, and is non-zero so long as g is not orthogonal to fPn. In turn, we will be mostly
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concerned with the cases where f 6≡ 0 and g is not orthogonal to fPn for some n ≥ 0. We

note that when g is chosen to be the reproducing kernel at the origin, we have that k0 is

orthogonal to fPn (for any n ≥ 0, and in the limit) if and only if f and k0 are orthogonal,

i.e., f(0) = 0. Intuitively, if limn→∞ p
∗
n looks like g/f , then the above norm goes to zero and

does so optimally. In this sense, we are trying to approximate g/f with polynomials.

In [84] (Theorem 2.1), an algorithm for finding optimal polynomial approximants is given

for g = 1 in spaces where k0, the reproducing kernel at zero, is equal to 1. We generalize the

ideas from this algorithm below.

Definition 2.1.2 (Optimal System). For f, g ∈ H, define the nth optimal matrix of f in H

as

Gn :=
(
〈zif, zjf〉H

)
0≤i,j≤n

and the nth optimal system of g/f as

Gn~x = (〈g, f〉, 〈g, zf〉, . . . , 〈g, znf〉)T .

The following proposition will shed light on these definitions.

Proposition 2.1.1. Let f, g ∈ H. The vector ~an = (a0, a1, . . . , an)T solving the optimal

system

Gn~x = (〈g, f〉, 〈g, zf〉, . . . , 〈g, znf〉)T

gives the coefficients of the nth optimal approximant to g/f . That is, the nth optimal

approximant to g/f is p∗n(z) = a0 + a1z + · · ·+ anz
n.

Proof. The optimality of p∗n means for all q ∈ Pn

‖p∗nf − g‖2
H ≤ ‖qf − g‖2

H.
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This occurs if and only if p∗nf − g ⊥ qf . Equivalently, for j = 0, . . . , n, we must have

〈p∗nf − g, zjf〉H = 0.

Moving 〈g, zjf〉H to the right hand side of the above equation and putting p∗n(z) =
∑n

j=0 ajz
j

gives the proposed system.

Our next proposition is well-known and will be important in our work and discussion;

for posterity, we provide a proof.

Proposition 2.1.2. For f ∈ H, the orthogonal projections Πn : H → fPn converge to the

orthogonal projection Π[f ] : H → [f ] in the strong operator topology. Further, if f, g ∈ H

with f 6≡ 0, and (p∗n)n≥0 the optimal approximants to g/f , then ϕ := Π[f ](g) is the unique

function such that

‖p∗nf − ϕ‖H → 0.

Proof. Let u ∈ H and put u = Π[f ](u)+v. Then v is orthogonal to [f ], and hence orthogonal

to fPn, so Πn(v) = 0 for all n ≥ 0. Since ∪nfPn is dense in [f ], given ε > 0, there exists N

such that dist(Π[f ](u), fPN) < ε. Then, for all n ≥ N , we have

‖Π[f ](u)− Πn(u)‖H = dist(Π[f ](u), fPn)

≤ dist(Π[f ](u), fPN)

< ε.

Since u was arbitrary, we have that Πn → Π[f ] strongly.

Further, take u = g to get ‖Πn(g)− Π[f ](g)‖H = ‖p∗nf − ϕ‖H → 0.

Again, note that if g is cyclic, then f is cyclic if and only if p∗nf → g, where (p∗n)n≥0 are

the optimal approximants to g/f . We will now make some observations and motivate a few

24



questions surrounding the behavior of optimal approximants.

2.1.3 Truncations of Power Series and Stabilization of OPAs

Let h be analytic on some planar domain containing the origin. We will denote the nth

Taylor polynomial of h as

Tn (h) :=
n∑
k=0

h(k) (0)

k!
zk.

For f ∈ H with f(0) 6= 0, a first natural guess might be that the optimal approximants

to g/f are Tn(g/f). However, it turns out that Taylor polynomials are a poor guess. For

example, in the Dirichlet space D, the cyclic function 1− z was studied in [25], and there it

was pointed out that

‖Tn(1/f)f − 1‖D = ‖ (1 + z + . . .+ zn) (1− z)− 1‖D

= ‖zn+1‖D

= n+ 1,

which is unbounded as n → ∞. In this case, Tn(1/f) is neither optimal nor provides a

sequence that proves f to be cyclic (even though Tn(1/f)f → 1 pointwise in D). Instead of

using Taylor polynomials, we ask a couple of more general questions:

(Q1) Given g ∈ H and a power series ϕ(z) =
∑∞

k=0 akz
k, can we characterize f ∈ H such

that the nth optimal polynomial approximants to g/f are given by Tn(ϕ) for all n

greater than some M > 0?

(Q2) Given g ∈ H and supposing p is a polynomial, can we characterize f such that Π[f ](g) =

pf?

We will proceed by first answering these questions when g = k̂0.
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2.1.4 The Reproducing Kernel at Zero and Inner Functions

As mentioned previously, much of the existing literature on optimal approximants has

been centered around approximating 1/f in spaces where 1 is the reproducing kernel at

zero. In the present section, we will make a few observations and generalize these results,

beginning with the interaction between optimal approximants and inner functions. Again,

we point to [23] for further discussion on this topic, where it was first studied.

Proposition 2.1.3. If there is a function in H that is both cyclic and H-inner, then, up to

a unimodular constant, this function is unique, and is the normalized reproducing kernel at

zero.

Proof. Let θ ∈ H be cyclic and H-inner. Then for all h ∈ H, there exist polynomials pn such

that pnθ → h and as θ is H-inner, 〈pnθ, θ〉H = pn(0). Taking limits, and noting θ(0) 6= 0 by

cyclicity, we have 〈h, θ〉H = h(0)/θ(0). This implies that θ(0)θ is the reproducing kernel at

zero. Thus, by the Riesz representation theorem, this function is well-defined for any choice

of θ and must be k0. Normalizing θ(0)θ then concludes the proof.

In general, the kernel at the origin is alwaysH-inner, but it is not known if it must also be

cyclic (hence, the existence hypothesis in the above proposition). Note that in the Dirichlet-

type spaces, the functions θ above are just unimodular constants, and k0 = 1 is clearly

cyclic. However, as noted previously, in DeBrange-Rovnyak spaces H(b), unless b(0) = 0,

the reproducing kernel at zero is non-constant and is given by θ(0)θ = 1 − b(0)b. Even in

this case, it is not known if the kernel at zero must always be cyclic.

We mention that the optimal approximants to k̂0/f are non-zero if and only if f(0) 6= 0,

which informs the hypotheses in the following results.

Lemma 2.1.1. Let f ∈ H with f(0) 6= 0. Let ϕ be the orthogonal projection of k0 onto [f ].

Then ϕ/
√
ϕ(0) is H-inner and has norm one.
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Proof. Notice that k0 − ϕ ⊥ [f ] and [f ] is shift invariant, so for all j ≥ 1 we have

0 = 〈zjϕ, k0 − ϕ〉H = −〈zjϕ, ϕ〉H.

Further, 〈ϕ, ϕ〉H = 〈k0, ϕ〉H = ϕ(0) which gives ‖ϕ‖H =
√
ϕ(0). Thus

〈
ϕ√
ϕ(0)

, zj
ϕ√
ϕ(0)

〉
H

= δj0,

so ϕ/
√
ϕ(0) is H-inner with norm one.

Lemma 2.1.2. Let f ∈ H with f(0) 6= 0 and let (p∗n) be the optimal approximants to k̂0/f .

Let ϕ(z) =
∑∞

k=0 akz
k and suppose that p∗n = Tn(ϕ) for all n ≥ M . Then p∗n = p∗M for all

n ≥M . That is, ϕ = p∗M .

Proof. By hypothesis, for all n ≥ M , ϕ(0) = (p∗nf)(0) = (p∗Mf)(0). Now notice, for all

n ≥M ,

‖p∗nf − p∗Mf‖2
H = ‖p∗nf‖2

H − 2Re{〈p∗nf, p∗Mf〉H}+ ‖p∗mf‖2
H

= (p∗nf)(0)− 2(p∗Mf)(0) + (p∗Mf)(0)

= 0

Hence, p∗nf = p∗Mf for all n ≥M , and as f is not identically zero, p∗n = p∗M for all n ≥M .

Remark 2.1.1. It should be pointed out that Lemma 2.1.2 says that there are no functions

f for which the optimal approximants to k̂0/f come from truncations of a single power series

with finitely many zero coefficients. This lemma can also be seen as a consequence of the

simple exercise showing that dist2(k̂0, fPn) = 1− (p∗nf)(0). This also tells us that for g = k̂0,

(Q1) and (Q2) are equivalent. The following definition is now natural.
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Definition 2.1.3 (Stabilizing approximants). Let f, g ∈ H with g not orthogonal to [f ] and

let (p∗n)n≥0 be the optimal approximants to g/f . Say that the optimal approximants stabilize

at p∗M if M is the smallest non-negative integer such that p∗n = p∗M for all n ≥M .

Lemma 2.1.3. Let f ∈ H with f(0) 6= 0 and let (p∗n)n≥0 be the optimal approximants to

k̂0/f . Then f is H-inner (up to a constant multiple) if and only if, for all n ≥ 0,

p∗n =
f(0)

‖k0‖‖f‖2
.

Proof. For the forward direction, suppose f is a constant multiple of an H-inner function.

For any n ≥ 0, consider the optimal system for k̂0/f :

Gn~x =
(
〈k̂0, f〉, 0, . . . , 0

)T
=
(
‖k0‖−1f(0), 0, . . . , 0

)T
.

As 〈f, zkf〉 = 0 for all k ≥ 1, the entries in the first row and column of Gn, except the (0,0)

entry, are all zero. It follows that the inverse of Gn must also satisfy this property. Now,

considering G−1
n

(
‖k0‖−1f(0), 0, . . . , 0

)T
to recover the coefficients of p∗n, we see that p∗n is

the constant f(0)
‖k0‖‖f‖2 for any n ≥ 0.

Now suppose p∗n(z) = f(0)
‖k0‖‖f‖2 for all n ≥ 0. Considering the optimal system

G1

(
f(0)

‖k0‖‖f‖2
, 0

)T

=

(
f(0)

‖k0‖
, 0

)T

quickly yields that 〈f, zf〉H = 0. As the coefficients of p∗n are stable, a simple induction

argument then shows that 〈f, zkf〉H = 0 for all k ≥ 1. Thus, f is a constant multiple of an

H-inner function.

The forward implication of this lemma was given in [23] for spaces where k̂0 = 1. We

now give a characterization of stabilizing approximants, which answers (Q2) when g = k̂0.
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Theorem 2.1.1. Let f ∈ H with f(0) 6= 0 and let (p∗n) be the optimal polynomial approx-

imants to k̂0/f . The following are equivalent, and the smallest M for which each of the

statements hold is the same:

1. There exists a function ϕ(z) =
∑

k≥0 akz
k such that p∗n = Tn(ϕ) for all n ≥M .

2. The optimal approximants to k̂0/f stabilize at p∗M .

3. p∗Mf is the orthogonal projection of k̂0 onto [f ].

4. f = cu/p∗M , where c =
√

(p∗Mf)(0) and u is H-inner with norm one.

Proof. The equivalence of (1) and (2) is given by Lemma 2.1.2 and taking p∗M = ϕ for the

backward implication. The equivalence of (2) and (3) follows by definition. The fact that

(3) implies (4) is given by Lemma 2.1.1. The unique minimality of M until now follows by

definition and trivial arguments.

Now let us assume (4), putting p∗M(z) =
∑M

k=0 akz
k and assuming that M is minimal.

Then,

0 =

〈
z

p∗Mf√
(p∗Mf)(0)

,
p∗Mf√

(p∗Mf)(0)

〉
H

= 〈zp∗Mf, p∗Mf〉H

=
M∑
k=0

ak〈zk+1f, p∗Mf〉H

= aM〈zM+1f, p∗Mf〉H

where the last equality holds by optimality of p∗M . By the minimality of M , aM 6= 0 so we

must have 〈zM+1f, p∗Mf〉H = 0. A simple induction argument shows that 〈zM+kf, p∗Mf〉H = 0

for all k ≥ 1. It follows that

〈qf, p∗Mf〉H = q(0)f(0)
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for all q ∈ P . In other words, p∗Mf is the orthogonal projection of k̂0 onto [f ], i.e., (3)

holds.

As previously mentioned, much effort has gone into understanding the location of zeros

of optimal approximants. We end this section by showing that if the kernel at the origin is

cyclic, then stable approximants must have zeros which are outside of the open unit disk.

Corollary 2.1.1. Let f ∈ H be cyclic and suppose that k0 is cyclic in H. If the optimal

polynomial approximants to k̂0/f stabilize at p∗M , then f = k̂0/p
∗
M , and p∗M has no zeros

inside D.

Proof. Since f is cyclic, f(0) 6= 0. By optimality, we have

〈p∗Mf, qf〉H = 〈k̂0, qf〉H

for all q ∈ P . As f is cyclic, {qf : q ∈ P} is dense in H. It follows immediately that

p∗Mf = k̂0. Lastly, as k̂0 is assumed cyclic, and therefore zero-free in D, and f is analytic in

D, p∗M must not have any zeros in D.

Remark 2.1.2. Recall, for a polynomial p, we deonte zero set of p as

Z(p) := {β ∈ C : p(β) = 0}.

It was shown in [27] that in the Dirichlet-type spaces Dα, Z(p∗n) ∩ D = ∅ when α ≥ 0 and

Z(p∗n) ∩ D(0, 2−α/2) = ∅ when α < 0. The above corollary improves this result for α < 0

when f is cyclic and has stabilizing approximants. However, it should be noted that, a priori,

p∗m may have zeros on the unit circle.
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2.1.5 General Approximants and Stabilization

We now return to the case of approximating some arbitrary g/f with g, f ∈ H. Recalling

the 1
m
H2 spaces from Example 2.1.1, which serve as one motivation for studying general

approximants, we have the following proposition.

Proposition 2.1.4. Let f ∈ 1
m
H2 \ {0}. Put f = h/m with h ∈ H2. Then the optimal

polynomial approximants to 1/f in 1
m
H2 correspond to the optimal polynomial approximants

to m/h in H2.

Proof. Recall that multiplication by m is an isometry from 1
m
H2 to H2, and notice that for

any polynomial p we have

‖pf − 1‖ 1
m
H2 = ‖ph−m‖H2 .

Minimizing each side of the equality above we see that

(ΠfPn(1)) /f = (ΠhPn(m)) /h,

where the projections on the left and right hand sides above are taken in 1
m
H2 and H2,

respectively. Lastly, as f 6≡ 0, these projections are unique and represent the optimal

approximants.

We can now reframe questions about cyclicity in 1
m
H2 as questions in H2 via general

optimal approximants. This is advantageous because H2 has nicer structural properties

than 1
m
H2 (e.g., the monomials are orthogonal in H2 but not in 1

m
H2).

Let us now give some results pertaining to H-inner functions and general optimal ap-

proximants. In general, (Q1) and (Q2) are not equivalent. For example, if f(z) = 1 and

g(z) =
∑

k≥0 bkz
k, then the optimal approximants to g/f are just Tn(g), since ΠfPn(g) =

ΠPn(g) = Tn(g).
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The remainder of this section aims to provide a stabilization theorem for a certain class

of general approximants. We will be able to do so with the help of the following proposition,

which deals with the orthogonal complement of the subspace generated by zf . When f ∈ H2

is inner, these spaces are examples of model spaces (see, e.g., [144] for an introduction).

Proposition 2.1.5. Let f ∈ H and define

KSf := H	 [Sf ].

For any h ∈ H, we have h ∈ KSf if and only if Π[f ](h) ∈ KSf . Further, k̂0 and Π[f ](k̂0) are

always elements of KSf .

Proof. Note that KSf can also be expressed as

KSf = {h ∈ H : 〈h, zkf〉H = 0 for all k ≥ 1}.

Simply observe that 〈h, zkf〉H = 〈h,Π[f ](z
kf)〉H = 〈Π[f ](h), zkf〉H and that

〈k0, z
kf〉H = 0 for all k ≥ 1.

We can now prove the main result of this section.

Theorem 2.1.2. Let f, g ∈ H with g not orthogonal to [f ]. Let (q∗n) be the optimal

approximants to g/f . The following are equivalent, and the smallest M for which each of

the statements hold is the same:

1. g ∈ KSf and Π[f ](g) = q∗Mf .

2. q∗Mf ∈ KSf .

3. q∗Mf/‖q∗Mf‖H is H-inner with norm one and 〈q∗Mf, zkf〉H = 0 for k = 1, . . . ,M .
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Proof. To see (1) implies (2), note that if Π[f ](g) = q∗Mf then 〈q∗Mf, zkf〉H = 〈g, zkf〉H. So

if g ∈ KSf , then 〈q∗Mf, zkf〉H = 0 for all k ≥ 1.

For (2) implies (3), the fact that 〈q∗Mf, zkf〉H = 0 for k = 1, . . . ,M follows by definition

of q∗Mf ∈ KSf . To see q∗Mf/‖q∗Mf‖H is H-inner, put q∗M(z) =
∑M

j=0 bkz
j and observe, for all

k ≥ 1,

〈q∗Mf, zkq∗Mf〉H =
M∑
j=0

bj〈q∗Mf, zj+kf〉H = 0

where the second equality holds because q∗Mf ∈ KSf . Thus, q∗Mf/‖q∗Mf‖H is H-inner. Fur-

ther, the unique minimality of M in the above statements is immediate.

For (3) implies (1), we use the same idea as the last part of Theorem 2.1.1. Put q∗M(z) =∑M
j=0 bkz

j and assume M is minimal. Since q∗Mf/‖q∗Mf‖H is H-inner, we have

0 = 〈zq∗Mf, q∗Mf〉H

=
M∑
j=0

bk〈zj+1f, q∗Mf〉H

= bM〈zM+1f, q∗Mf〉H

where the last equality holds by the assumption that q∗mf is orthogonal to zkf for k =

1, . . . ,M . By the minimality of M , bM 6= 0 so we must have 〈zM+1f, q∗Mf〉H = 0. A

simple induction argument shows that 〈zM+kf, q∗Mf〉H = 0 for all k ≥ 1. Thus, q∗Mf ∈ KSf .

Further, if q∗Mf ∈ KSf , then g − q∗Mf = g − ΠM(g) is orthogonal to [f ]. It follows that

Π[f ](g) = q∗Mf , thus the approximants to g/f stabilize at q∗M . Lastly, g ∈ KSf since now

〈q∗Mf, zkf〉H = 〈g, zkf〉H = 0 for all k ≥ 1.

When k0 is cyclic in H, we can also characterize cyclicity in terms of KSf .

Proposition 2.1.6. Let f ∈ H and suppose that k0 is cyclic in H. Then f is cyclic if and

only if KSf = span{k0}.
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Proof. Suppose f is cyclic. Then for any h ∈ H, we can find polynomials (pn) so that

pnf → h. Letting g ∈ KSf we have

〈g, h〉H = lim
n→∞

〈g, pnf〉H

= lim
n→∞

(pnf)(0) 〈g, 1〉H

= h(0) 〈g, 1〉H.

Thus, g reproduces, up to a constant, the value of h at zero so g ∈ span{k0}.

Conversely, let KSf = span{k0}. Since Π[f ](k0) ∈ KSf , there exists some constant λ so

that Π[f ](k0) = λk0. This means that the cyclic function k0 ∈ [f ] so f is cyclic.

One may compare this with the well-known “codimension one” property of shift invariant

subspaces (e.g., see [134]).

2.1.6 Projections of Unity

In light of Proposition 2.1.5, we will compute Π[f ](1) (i.e., a projection of unity) when

f ∈ P ⊂ H2
w. Note that in our definition of H2

w from Section 1.1.2, we have k̂0 = 1. As

we will see, these projections are linear combinations of reproducing kernels. This idea goes

back to a construction of Shapiro and Shields in the Bergman space [139] involving certain

Gram determinants, later modified by the authors in [23] to produce examples of H2
w-inner

functions. The inner functions constructed there are associated to a finite set of distinct

points in the open unit disk. We would like to generalize this theory by considering finite

sets of points in the plane with any multiplicity. This motivates the following definition,

which will be discussed more thoroughly in Section 2.2.3.

Definition 2.1.4 (Reproducible point/order). Say β ∈ C is a reproducible point of order
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m ∈ Z≥0 in H2
w if the linear functional

p 7→ p(m)(β)

extends from P to a bounded linear functional on H2
w. If no such m exists, say that β is not

reproducible. Denote the collection of reproducible points of order m for H2
w as Ωm(H2

w).

Notice that Ω0(H2
w) is just the set of points for which point evaluation is bounded in

H2
w. Since H2

w is a reproducing kernel Hilbert space on D, we always have D ⊆ Ω0(H2
w).

But Ω0(H2
w) could be a strictly larger set. For example, a routine exercise shows that when

α > 1, Ω0(Dα) = D and Ωm(Dα) ⊆ D for all m ≥ 1 (the proper inclusion depending on m

and α). If |β| > 1, then β is not reproducible in Dα. In H2, Ωm(H2) = D for all m.

We need one more observation and lemma before stating our last theorem. Let sβ(z) =

1
1−βz denote the Szegő kernel, which is the reproducing kernel in H2. Let s(n)

β denote the

n-th derivative of sβ and let snβ denote the reproducing kernel for n-th derivatives in H2,

i.e., 〈f, snβ〉H2 = f (n)(β) for all f ∈ H2. Such an element exists because f is assumed to be

analytic, and is unique by the Riesz representation theorem. A simple exercise shows that

s
(n)
β (z) =

∑
j≥0

(j + 1)(j + 2) . . . (j + n)β
j+n

zj

and

snβ(z) =
∑
k≥0

j(j − 1) . . . (j − n+ 1)β
j−n

zj.

Further, in H2
w, we have

k
(n)
β (z) =

∑
j≥0

(j + 1)(j + 2) . . . (j + n)
β
j+n

zj

wj
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and

knβ(z) =
∑
j≥0

j(j − 1) . . . (j − n+ 1)
β
j−n

zj

wj
.

Let us now relate the Maclaurin series coefficients of s(n)
β and snβ.

Lemma 2.1.4. Let F0(j) = P0(j) = 1. For each N ∈ Z+, define FN(j) :=
∏N

n=1(j + n) and

PN(j) :=
∏N−1

n=0 (j − n). Then FN ∈ span{P0, . . . , PN} for all N ∈ Z+ ∪ {0}.

Proof. We will proceed by induction. Let N = 1 and observe F1(j) = j + 1 = P1(j) +P0(j),

so the base case holds. Now suppose FN ∈ span{P0, . . . , PN} and note that FN+1(j) =

(j +N + 1)FN(j). By the induction hypothesis, we can find constants ci such that

FN+1(j) = (j +N + 1)FN(j)

= j
N∑
i=0

ciPi(j) + (N + 1)
N∑
i=0

ciPi(j).

Observe, for any n ≥ 0, that jPn(j) = (j − n)Pn(j) + nPn(j) = Pn+1(j) + nPn(j). Hence,

jPn ∈ span{P0, . . . , Pn+1} and also j
∑N

i=0 ciPi ∈ span{P0, . . . , PN+1}. Thus, FN+1 ∈

span{P0, . . . , PN+1}.

Remark 2.1.3. The purpose of this lemma, as an immediate corollary, is that

s
(n)
β ∈ span{sβ, s1

β, . . . , s
n
β}.

We may now state and prove our final theorem.

Theorem 2.1.3. Let f ∈ H2
w be a monic polynomial with f(0) 6= 0. Suppose f has zeros

β1, . . . , βr with multiplicities m1, . . . ,mr, respectively. Let Zj := {βi ∈ Z(f) ∩ Ωj : mi > j}

be the set of zeros of f that are reproducible of order j and have multiplicity greater than j.

Let Ij := {i ∈ {1, . . . , r} : βi ∈ Zj} be the set of indices appearing in Zj. Let R := max({j :
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Zj 6= ∅}) be the largest value of j such that Zj is non-empty. Let ϕ be the orthogonal

projection of 1 onto [f ]. Then

ϕ(z) = 1 +
R∑
j=0

∑
i∈Ij

Ci,jk
j
βi

(z),

where kiβ denotes the reproducing kernel for i-th derivatives in H2
w at β and Ci,j are constants

determined by 〈ϕ, kjβi〉w = 0 for each i ∈ Ij and 0 ≤ j ≤ R.

Proof. Put f(z) = zd + ad−1z
d−1 + · · · + a0 and denote the Maclaurin coefficients of ϕ as

ϕn = 〈ϕ, zn〉w/‖zn‖2
w. Since ϕ ∈ KSf , we have 〈ϕ, zn+d + ad−1z

n+d−1 + · · · + a0z
n〉w = 0 for

all n ≥ 1. This gives the recurrence relation

wn+dϕn+d =
d−1∑
j=0

−wn+j aj ϕn+j.

Now let us use Φn := wnϕn to obtain the constant coefficient recurrence relation

Φn+d =
d−1∑
j=0

−ajΦn+j.

We will now find the generating function Φ(z) (viewed as a formal power series) by summing

over all n (see, e.g., [79, Chapter 2] for more on solving recurrence relations and generating

functions):

Φ(z) = p(z) +
∑
n≥0

−ad−1Φn−1z
n + · · ·+

∑
n≥0

−a0Φn−dz
n

= p(z)− an−1zΦ(z)− · · · − a0z
dΦ(z).

where p is a polynomial of degree d given by the initial conditions of the relation. Solving
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for Φ(z) gives

Φ(z) =
p(z)

1 + ad−1z + . . . a0zd

=
p(z)

zdf(1/z)

=
p(z)∏r

i=1(1− βiz)mi
.

After doing long division (because deg p = d) and using partial fractions, with constants C

and ci,j, we may put

Φ(z) = C +
r∑
i=1

mi∑
j=1

ci,j

(1− βiz)j

= C +
r∑
i=1

mi∑
j=1

ci,j

βi
j−1

(j − 1)!
Dj−1

(
1

1− βiz

)
,

where D is the derivative operator with respect to z. Putting C̃i,j =
ci,j

βi
j−1

(j−1)!
and substi-

tuting in with terms of s(j)
β , we get

Φ(z) = C +
r∑
i=1

mi∑
j=1

C̃i,js
(j−1)
βi

(z).

By Lemma 2.1.4, we can find constants Ci,j such that

Φ(z) = C +
r∑
i=1

mi∑
j=1

Ci,js
j−1
βi

(z).

The upshot of going through the trouble of writing Φ in this way is that when substituting

back in with ϕn, each term of the form sj−1
βi

becomes kj−1
βi

. Doing so, we find the formal

power series

ϕ̃(z) = C +
r∑
i=1

mi∑
j=1

Ci,jk
j−1
βi

(z).
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In order to find ϕ, we must determine which terms above converge in H2
w. This is precisely

when βi ∈ Zj, for appropriate i, j. Namely,

ϕ(z) = C +
R∑
j=0

∑
i∈Ij

Ci,jk
j
βi

(z).

Lastly, the claim about the constants follows by noting that any function in [f ] must vanish,

with proper multiplicity, at the reproducible zeros of f . If we let F :=
∑R

j=0

∑
i∈Ij Ci,jk

j
βi

and note that Π[f ]F = 0, then ϕ = Π[f ]ϕ = Π[f ]C + Π[f ]F = Cϕ, so C = 1. As ϕ ∈ [f ], the

other constants Ci,j can also be determined by using the fact that ϕ(j)(β) = 〈ϕ, kjβ〉w = 0 for

β ∈ Zj.

Remark 2.1.4. The above theorem shows something stronger than what is stated; we

have actually shown that KSf = span{1, kjβ : β ∈ Zj}. Example 2.1.4 below gives an explicit

linear system whose solution gives the constants appearing in ϕ when f has simple zeros. An

immediate corollary of the above theorem is that if f, q ∈ P ⊂ H2
w with Z(q)∩(∪m≥0Ωm) = ∅,

then Π[f ](1) = Π[qf ](1). This also tells us that the optimal approximants to 1/f and 1/(qf)

form an equivalence class with respect to the limit of their approximants. That is, the

equivalence f ∼ h if and only if Π[f ](1) = Π[h](1). We will call this the Roman equivalence

relation; the approximants of two different functions in the same equivalence class travel

along different roads, but end up in the same place. This observation, along with Theorem

2.1.3, motivates much of the work in Section 2.2. Another observation worth noting is that

dist2(1, [f ]) = 1 − ϕ(0) =
∑

iCi,0. This is due to the fact that kβ(0) = 1 and kjβ(0) = 0 for

all j ≥ 1.

2.1.7 Examples, Further Questions, and Discussion

An immediate corollary of Theorem 2.1.3 is that a polynomial is cyclic in H if and only

if it has no reproducible zeros. A natural desire would be to extend Theorem 2.1.3 to any
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function, not just a polynomial. Such an extension could possibly provide new information

helpful for understanding cyclicity.

We also mention again the hypotheses of Proposition 2.1.3; it is not known if the existence

assumption is needed. Namely, one may ask, what additional hypotheses, if any, are required

of H so that k0 is cyclic?

We conclude this section with a couple of examples. It is well known that for a function

f ∈ H2, Π[f ](1) is precisely the inner part of f . The first of these examples communicates

this by applying Theorem 2.1.3.

Example 2.1.3. Let us consider f(z) =
∏d

i=1(z−βi) ∈ H2 with f(0) 6= 0. Let Ω = Z(f)∩D.

Since Ωm(H2) = D for all m ≥ 0, we know from Theorem 2.1.3 that ϕ := Π[f ]1 is given by

ϕ(z) =
p(z)∏

β∈Ω(1− βz)
.

We also know that p must vanish at each β ∈ Ω so we get, for some constant C,

ϕ(z) = C
∏
β∈Ω

(z − β)

(1− βz)
.

The fact that 〈ϕ, ϕ〉 = ϕ(0) implies

|C|2
∥∥∥∥∥∏
β∈Ω

(z − β)

(1− βz)

∥∥∥∥∥
2

H2

= C
∏
β∈Ω

(
−β
)
.

In turn, we have C =
∏

β∈Ω(−β). This gives ϕ as a multiple of a familiar Blaschke product

(an H2-inner function):

ϕ(z) =
∏
β∈Ω

(−β)
(z − β)

(1− βz)
.

This also tells us that dist2(1, [f ]) = 1 − ϕ(0) = 1 −
∏

β∈Ω |β|2. Further, when Ω is empty,

we have that ϕ ≡ 1, and f is cyclic.
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Our last example is another application of Theorem 2.1.3, which points out a computa-

tional improvement; finding an optimal approximant requires solving a linear system, while,

in the polynomial case, invoking Theorem 2.1.3 allows us to compute the limit of optimal

approximants by solving a linear system.

Example 2.1.4. Suppose f ∈ H2
w is a monic polynomial with simple zeros and f(0) 6= 0.

Let {βi}d1 = Z(f) ∩ Ω0(H2
w). Theorem 2.1.3 says the orthogonal projection of 1 onto [f ] is

given by

ϕ(z) = 1 +
d∑
i=1

Cikβi(z)

for some constants Ci. Since ϕ vanishes at each βi, we get, for 1 ≤ j ≤ d,

0 = ϕ(βj) = 1 +
d∑
i=1

Cikβi(βj) = 1 +
d∑
i=1

Ci〈kβi , kβj〉w.

Moving the independent term 1 to the left-hand side in each equation expressed above gives

the linear system

(
〈kβi , kβj〉w

)
1≤i,j≤d (C1, . . . , Cd)

T = (−1, . . . ,−1)T .

2.2 Analogues of Finite Blaschke Products

The present section consists of joint work with Trieu Le, which can be found in preprint

form in [81], and will appear in The Bulletin of the London Mathematical Society. We give

a generalization of the notion of finite Blaschke products from the perspective of generalized

inner functions in various reproducing kernel Hilbert spaces. Further, we study precisely how

these functions relate to the so-called Shapiro–Shields functions and shift-invariant subspaces

generated by polynomials.
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2.2.1 Preliminaries

Throughout this section, H will denote a reproducing kernel Hilbert space of analytic

functions on some planar domain Ω ⊂ C with 0 ∈ Ω. Again, we also ask that H has the

following properties:

(i) The forward shift operator S, given by f(z) 7→ zf(z), is bounded on H.

(ii) The analytic polynomials P form a dense subset of H.

We begin with a proposition whose backward direction is a generalization of Lemma

2.1.1.

Proposition 2.2.1. Let f ∈ H and suppose d = ord0(f). Then f is H-inner if and only

if f is a non-zero constant multiple of Π[f ](k
(d)
0 ). Moreover, Π[f ](k

(d)
0 ) is always an H-inner

function.

Proof. Without loss of generality, suppose ‖f‖ = 1 and consider the forward implication.

For all analytic polynomials p, we have

〈
pf, f (d)(0)f − Π[f ](k

(d)
0 )
〉

= p(0)f (d)(0)−
d∑

k=0

(
d

k

)
p(k)(0)f (d−k)(0)

= p(0)f (d)(0)− p(0)f (d)(0) = 0.

Thus, f (d)(0)f = Π[f ](k
(d)
0 ).

Conversely, suppose f = cΠ[f ](k
(d)
0 ) for some non-zero constant c. Then, for k ≥ 1, we

have

〈zkf, f〉 = 〈zkf, cΠ[f ](k
(d)
0 )〉 = c〈zkf, k(d)

0 〉 = 0
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since zkf(z) vanishes at the origin with order at least d + 1. Thus, f is H-inner. Further,

this shows that Π[f ](k
(d)
0 ) is alway H-inner.

In [50], the authors conducted a robust exploration of inner functions. It was shown there

[50, Proposition 3.1] that every inner function is given by Π[Sf ]⊥(f). We show here that,

up to a constant, this function is the same as a projection of a kernel onto a shift invariant

subspace.

Proposition 2.2.2. Let f ∈ H and let d = ord0(f). Put

J = f − Π[Sf ](f) = Π[Sf ]⊥(f)

and v = Π[f ](k
(d)
0 ). Then we have

v =
v(d)(0)

f (d)(0)
J.

Proof. Note that any element of [Sf ] vanishes at the origin with multiplicities at least d+ 1.

It follows that k(d)
0 ⊥ [Sf ] and hence v ⊥ [Sf ], which implies that v ∈ [f ] 	 [Sf ]. On the

other hand, we also have J ∈ [f ] 	 [Sf ]. Since [f ] 	 [Sf ] is a one dimensional space, we

conclude that v = λJ for some constant λ. To find the constant λ, let us compute the inner

product

J (d)(0) = 〈J, k(d)
0 〉 = 〈f, k(d)

0 〉 − 〈Π[Sf ](f), k
(d)
0 〉 = f (d)(0)

because k(d)
0 ⊥ [Sf ]. It then follows that

λ =
〈v, k(d)

0 〉
〈J, k(d)

0 〉
=
v(d)(0)

f (d)(0)

and the conclusion follows.

In [139], Shapiro and Shields used Gram determinants to produce linear combinations

of reproducing kernels that are Dirichlet-inner functions. This was then generalized by

43



Bénéteau et al. in [23], and further by Le [114] to weighted Hardy spaces over the unit

disk. Surprisingly, as we will see later, even in general RKHSs in which monomials are not

necessarily orthogonal, such a construction (Definition 2.2.5) is the only way to produce

inner functions that are linear combinations of kernels (see Theorem 2.2.2).

2.2.2 Gram Determinants

Let v1, . . . , vn be vectors in an inner product space. We will denote the associated Gram

matrix by

G(v1, . . . , vn) = (〈vi, vj〉)1≤i,j≤n =


〈v1, v1〉 . . . 〈v1, vn〉

... . . . ...

〈vn, v1〉 . . . 〈vn, vn〉

 .
The Gram determinant is then det(G(v1, . . . , vn)). Note that for any x = (x1, . . . , xn) ∈ Cn,

〈G(v1, . . . , vn)x, x〉 =
〈 n∑

i=1

xivi,
n∑
j=1

xjvj

〉
≥ 0.

Hence, every Gram matrix is positive semidefinite. Moreover, the vectors {v1, . . . vn} are

linearly independent if and only if G(v1, . . . , vn) has full rank, and equivalently, if and only

if det(G(v1, . . . , vn)) > 0.

Similarly, for any vector u, we define

D(u; v1, . . . , vn) := det



u 〈u, v1〉 . . . 〈u, vn〉

v1 〈v1, v1〉 . . . 〈v1, vn〉
...

... . . . ...

vn 〈vn, v1〉 . . . 〈vn, vn〉


.

Note that D(u; v1, . . . , vn) is a linear combination of u, v1, . . . , vn.

For our purposes, it is critical to note that D(u; v1, . . . , vn) is orthogonal to each vj, 1 ≤
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j ≤ n. When δ := det(G(v1, . . . , vn)) > 0, we have that

u− δ−1D(u; v1, . . . , vn)

is a linear combination of the vectors {v1, . . . , vn}, since the coefficient of u in D(u; v1, . . . , vn)

is δ. Consequently, we have the following well-known lemma.

Lemma 2.2.1. Let v1, . . . , vn be linearly independent vectors in an inner product space V .

Then for any u ∈ V ,
D(u; v1, . . . , vn)

det(G(v1, . . . , vn))

is the orthogonal projection of u onto (span{v1, . . . , vn})⊥.

We note here that for any vectors u, v1, . . . , vn with n ≥ 2, the coefficient of vn in

D(u; v1, . . . , vn) is exactly −
〈
D(u; v1, . . . , vn−1), vn

〉
.

For a set of distinct points β1, . . . , βn ⊂ D, the authors in [23] coined the Shapiro–Shields

function as the normalization of D(1; kβ1 , . . . , kβn), where the inner product is taken in some

H2
w. This follows the construction of Shapiro and Shields in [139]. They also showed that

this function is always inner.

2.2.3 Reproducible Points

We now return to the theory of reproducible points, as introduced in Section 2.1.6. Again,

it is important to note that the spaces in which we are working are RKHSs on Ω but may

also have kernels that extend to points outside of Ω. For example, the linear functional

of point evaluation extends boundedly to the unit circle in the Dirichlet-type spaces when

α > 1 (more on this below in Example 2.2.1).

It is our aim to uncover the relationship between H-inner functions, linear combinations

of reproducing kernels, generalized Shapiro–Shields functions, and projections of kernels
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onto shift-invariant subspaces generated by polynomials. If β /∈ Ω, but point evaluation is

bounded at β, we can still make sense of, for example, the function D(u; kβ) when u ∈ H.

We recall the framework to handle such points.

Definition 2.2.1 (Reproducible point/order). Say β ∈ C is a reproducible point of order

m in H if the linear functional

p 7→ p(m)(β)

extends from P to a bounded linear functional on H.

It is evident that any β ∈ Ω is reproducible of order m for all m ≥ 0. On the other hand,

points outside of Ω may only be reproducible up to a certain finite order. First we establish

a simple fact about the orders of a reproducible point.

Lemma 2.2.2. If β is reproducible of order m, then it is also reproducible of all orders

0 ≤ j ≤ m.

Proof. By assumption, there exists a constant Cm > 0 such that for all polynomials q, one

has

|q(m)(β)| ≤ Cm‖q‖.

For any 0 ≤ j ≤ m, since multiplication by z is bounded, there exists a constant Bj > 0

such that ‖(z − β)m−jp‖ ≤ Bj‖p‖ for all polynomials p. On the other hand,

(m− j)!
(
m

j

)
p(j)(β) =

dm

dzm
(
(z − β)m−jp(z)

) ∣∣∣
z=β

.

It then follows that

|p(j)(β)| ≤ CmBj

(m− j)!
(
m
j

)‖p‖.
Therefore the map p 7→ p(j)(β) extends to a bounded linear functional on H.
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Definition 2.2.2. Let β ∈ C be reproducible of some order. Define the reproducible order

of β (in H) as

ro(β) := sup
m
{p 7→ p(m)(β) extends as a bounded functional from P to H}.

Example 2.2.1 (Dα, α > 1). Consider the Dirichlet-type spaces Dα. Recall that monomials

have norm ‖zn‖α = (n+ 1)α/2 and that for |β| < 1,

kβ(z) =
∑
n≥0

β̄n

(n+ 1)α/2
zn

(n+ 1)α/2
=
∑
n≥0

(β̄z)n

(n+ 1)α
.

For α > 1, it is evident that kβ is a function in Dα even for |β| = 1, which implies that all

points on the unit circle are reproducible points.

In addition, it is well known that for |β| < 1, the linear functional given by f 7→ f (m)(β)

has a reproducing kernel given by

k
(m)
β (z) =

∂m

∂β̄m
kβ(z) =

∑
n≥m

n(n− 1) · · · (n−m+ 1)

(n+ 1)α
β̄n−m zn.

The above series expansion shows that k(m)
β belongs to Dα for some (and hence all) |β| = 1

if and only if α > 2m+ 1. As a consequence, all points on the unit circle are reproducible of

order r in Dα, where r is the largest natural number strictly less than α−1
2
.

Example 2.2.2 (Local Dirichlet spaces). Let ζ ∈ T and let δζ denote the Dirac measure at

ζ. One may form the local Dirichlet space at ζ

Dδζ :=

f ∈ Hol(D) :

∫
D

|f ′(z)|2 1− |z|2

|z − ζ|2
dA(z) <∞


where dA is normalized area measure on D. It is well known that the polynomials are dense
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in Dδζ and that it is a reproducing kernel Hilbert space on D. Additionally, Dδζ has the

property that point evaluation is bounded at ζ ∈ T but not at any other point on T (see

[77, Theorems 7.2.1 and 8.1.2 (ii)]).

Example 2.2.3 (L regions). Let ∆ be an infinite sequence of disjoint closed discs whose

centers lie on the positive real axis and decrease monotonically to zero. By deleting ∆ from

D, one obtains an infinitely connected region, known as an L region (see [122, 161]). The

origin is a boundary point of the region, and in [122] it was shown that for certain reproducing

kernel Hilbert spaces of analytic functions on the region, where the polynomials are dense,

point evaluation is bounded at the origin, dependent on the rate of decay of the radii of the

disks in ∆. Uniformly perturbing the disks of ∆ to the right by a fixed positive amount

ε > 0, we obtain an infinitely connected L like region containing zero, where the results

describing bounded point evaluation at the origin hold then for the boundary point ε. We

communicate this example to highlight that we need no hypotheses on the connectedness of

Ω and that there is interesting reproducible behavior in this case.

The previous examples show that spaces with bounded point evaluation can behave very

differently, and point evaluation can extend outside of the domain Ω in various ways.

As we will see, Shapiro–Shields functions can be viewed as projections of a kernel at zero

onto certain shift invariant subspaces generated by polynomials. Consequently, we would

like to connect reproducibility with the zeros of a polynomial.

Definition 2.2.3 (Reproducible zeros). Let p ∈ P . The multiset of reproducible zeros of p

(in H) is

R(p) := {β ∈ C : p(m)(β) = 0 and β is reproducible of order m in H},

listed with multiplicity.
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Namely, by multiset and “listed with multiplicity,” we require that if p has a zero of order

m at β, then β appears in R(p) with multiplicity min{ro(β),m}. For example, if the point

1 is reproducible of order 2, but not of order 3 (i.e. ro(1) = 2), and the point πi is not

reproducible in H, then for p(z) = z(z− 1)3(z−πi), we have R(p) = {0, 1, 1}. Although the

multiset of reproducible zeros of a polynomial depends on H, for convenience, we have not

included H in our notation. However, all use of this notation will be clear.

We would also like to study the multisets of reproducible points that coincide with re-

producible zero multisets of polynomials. The following definition allows us to do that.

Definition 2.2.4 (Reproducible multiset). A finite multiset Z is a reproducible multiset

(for H) if it can be written as

Z =
{

0 = β0, . . . , β0︸ ︷︷ ︸
m0 times

, β1, . . . , β1︸ ︷︷ ︸
m1 times

, . . . , βs, . . . , βs︸ ︷︷ ︸
ms times

}

where each βj is a distinct reproducible point, β0 = 0 appears with multiplicity m0 (possibly

zero), and for each 1 ≤ j ≤ s, βj appears with at least multiplicity 1, but no multiplicity

higher than its reproducible order (in H), i.e. 1 ≤ mj ≤ ro(βj).

Note that for any polynomial p, R(p) is a reproducible multiset. We can now make a full

generalization of the Shapiro–Shields function.

Definition 2.2.5 (Shapiro–Shields function). Let Z be a reproducible multiset and put

Z =
{

0 = β0, . . . , β0︸ ︷︷ ︸
m0 times

, β1, . . . , β1︸ ︷︷ ︸
m1 times

, . . . , βs, . . . , βs︸ ︷︷ ︸
ms times

}
.

The Shapiro–Shields function associated to Z is then defined as

§Z = D(k
(m0)
0 ; k

(m0−1)
0 , . . . , k0, k

(m1−1)
β1

, . . . , kβ1 , k
(ms−1)
βs

, . . . , kβs).
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It is imperative to note that §Z vanishes at each βj with multiplicity mj when 0 ≤ j ≤ s.

We would also like to view a Shapiro–Shields function as an orthogonal projection of a

reproducing kernel at the origin onto the orthogonal complement of the span of some other

kernels. In order to do this, along with use in later applications, we need the following

lemma.

Lemma 2.2.3. Let β1, . . . , βs be distinct reproducible points of H. If m1, . . . ,ms are non-

negative integers such that mj ≤ ro(βj) for 1 ≤ j ≤ s, then the set

{
k

(`)
βj

: 0 ≤ ` ≤ mj, 1 ≤ j ≤ s
}

is linearly independent in H.

Proof. Suppose {cj,` : 1 ≤ j ≤ s, 0 ≤ ` ≤ mj} are complex numbers such that

s∑
j=1

mj∑
`=0

cj,` k
(`)
βj

= 0

in H. We need to prove that cj,` = 0 for all such j and `. It suffices to show cj,mj = 0 for all

1 ≤ j ≤ s. Fix such an index j. Define the polynomial

p(z) = (z − βj)mj ·
∏
t6=j

(z − βt)mt+1.

Note that p(`)(βt) = 0 for all 0 ≤ ` ≤ mt and 1 ≤ t ≤ s with t 6= j. On the other hand,

p(mj)(βj) 6= 0 but

p(`)(βj) = 0 for all 0 ≤ ` < mj.
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It follows that

c̄j,mjp
(mj)(βj) =

〈
p,

s∑
j=1

mj∑
`=0

cj,` k
(`)
βj

〉
= 0,

which forces cj,mj = 0 because p(mj)(βj) 6= 0.

In light of Lemma 2.2.1, the above result tells us that a Shapiro–Shields function §Z ,

associated to the reproducible multiset

Z =
{

0 = β0, . . . , β0︸ ︷︷ ︸
m0 times

, β1, . . . , β1︸ ︷︷ ︸
m1 times

, . . . , βs, . . . , βs︸ ︷︷ ︸
ms times

}
,

is a nonzero constant multiple of the projection of k(m0)
0 onto the orthogonal complement of

span{k(m0−1)
0 , . . . , k0, k

(m1−1)
β1

, . . . , kβ1 , k
(ms−1)
βs

, . . . , kβs}.

2.2.4 Analogues of Finite Blaschke Products

In this section, we will show that for p, q ∈ P , [p] = [q] if and only if R(p) = R(q). We

will then unify the perspective of Shapiro–Shields functions and projections of kernels at

the origin onto shift-invariant subspaces generated by polynomials, giving analogues of finite

Blaschke products.

2.2.5 Shift Invariant Subspaces

Note that k(d)
0 −Π[p](k

(d)
0 ) ⊥ [p], so in order to understand Π[p](k

(d)
0 ), it is useful to have a

characterization of [p]⊥. We do this first when all the zeros of p are reproducible.
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Proposition 2.2.3. Let f ∈ P and suppose that

R(f) = Z(f) =
{
β1, . . . , β1︸ ︷︷ ︸
r1 times

, β2, . . . , β2︸ ︷︷ ︸
r2 times

, . . . , βn, . . . , βn︸ ︷︷ ︸
rn times

}
.

Then

[f ] =
(

span
{
k

(`)
βj

: 0 ≤ ` ≤ rj − 1, 1 ≤ j ≤ n
})⊥

.

Proof. LetM denote the right hand-side. ThenM consists of all functions h in H for which

h(`)(βj) = 0 for all 0 ≤ ` ≤ rj − 1 and 1 ≤ j ≤ n. Note that for each p ∈ P , the polynomial

fp belongs toM. It follows that fP ⊆ M and hence [f ] ⊆ M, which impliesM⊥ ⊆ [f ]⊥.

On the other hand, since kernel functions are linearly independent by Lemma 2.2.3, the

space M⊥ is of dimension d = r1 + · · · + rn. To prove the equality, we only need to show

that the dimension of [f ]⊥ is at most d.

We have fP + Pd−1 = P , where Pd−1 denotes the space of all polynomials of degree at

most d−1. Taking closure and using the fact that the sum of a closed subspace with a finite

dimensional subspace is closed, we have

H = clH(P) = clH(fP + Pd−1) = [f ] + Pd−1.

As a result, the dimension of [f ]⊥ is at most that of Pd−1, which is d. Therefore, we have

M⊥ = [f ]⊥, which implies [f ] =M as required.

This proposition generalizes [50, Lemma 4.7] where the authors require the zeros of the

polynomial to be contained in Ω and additional properties are imposed on the space.

We will also show that if f has zeros that are not reproducible, this does not change the

structure of [f ]. First though, we need a proposition.

Proposition 2.2.4. Let β be a complex number and m be a non-negative integer. Then
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the following statements hold.

(a) β is not a reproducible point if and only if (z − β) is cyclic.

(b) β is a reproducible point with ro(β) ≤ m if and only if (z − β) is not cyclic and

clH
(
(z − β)m+2P

)
= clH

(
(z − β)m+1P

)
.

Proof. For any integer k ≥ 0, define Xk = (z − β)kP . It is clear that Xk+1 ⊂ Xk, which

shows that the identity clH(Xk+1) = clH(Xk) holds if and only if Xk+1 is dense in Xk with

respect to the norm induced from H.

On the other hand, define Λk : P → C by Λk(p) = p(k)(β) for p ∈ P . Observe that

ker(Λk|Xk) =
{

(z − β)kq(z) : q ∈ P such that Λk

(
(z − β)kq(z)

)
= 0
}

=
{

(z − β)kq(z) : q ∈ P such that q(β) = 0
}

= Xk+1.

It follows from a well-known result in functional analysis (e.g., see Proposition 5.2 and

Theorem 5.3 in [60, Chapter III]) that Λk|Xk (being a nonzero functional) is unbounded if

and only if Xk+1 = ker(Λ|Xk) is dense in Xk.

Therefore, we have just showed that for any k ≥ 0, clH(Xk+1) = clH(Xk) if and only if

the linear function Λk|Xk is unbounded.

(a) Since X0 = P and X1 = (z − β)P , the function (z − β) is cyclic if and only if

clH(X1) = clH(X0), which, from the argument above, is equivalent to the fact that Λ0|X0 is

unbounded. Since Λ0(h) = h(β) for all h ∈ P , the unboundedness of Λ0 means exactly that

β is not a reproducible point.

(b) Suppose first (z − β) is not cyclic and clH(Xm+2) = clH(Xm+1). Then β is a repro-

ducible point and the linear functional Λm+1 is unbounded on Xm+1, hence, unbounded on
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P . This implies that β is not reproducible of order m+ 1. That is, ro(β) ≤ m.

Let us now prove the converse. Suppose that β is a reproducible point and ro(β) ≤ m.

By (a), (z − β) is not cyclic. To simplify the notation, define n = ro(β). Then the linear

functional Λk is bounded for each 0 ≤ k ≤ n but Λn+1 is unbounded on P . We show that

actually Λn+1|Xn+1 is unbounded, which implies that clH(Xn+2) = clH(Xn+1).

Suppose, for the purpose of obtaining a contradiction, that Λn+1|Xn+1 is bounded. For

any h ∈ P , we write

h =
∑

0≤j≤n

h(j)(β)

j!
(z − β)j + h̃,

where h̃ ∈ Xn+1. Then

Λn+1(h) = Λn+1|Xn+1(h̃)

and by triangle inequality,

‖h̃‖ =
∥∥∥h− ∑

0≤j≤n

h(j)(β)

j!
(z − β)j

∥∥∥ ≤ ‖h‖+
∑

0≤j≤n

|h(j)(β)|
j!

‖(z − β)j‖

≤ ‖h‖+
∑

0≤j≤n

‖Λj‖
j!
‖(z − β)j‖ · ‖h‖.

Therefore,

|Λn+1(h)| = ‖Λn+1|Xn+1(h̃)‖ ≤ ‖Λn+1|Xn+1‖ · ‖h̃‖ ≤ C‖h‖,

which implies that Λn+1 is bounded on P , a contradiction.

We have thus showed that clH(Xn+2) = clH(Xn+1). Now,

clH(Xn+3) = clH

(
(z − β) · clH(Xn+2)

)
= clH

(
(z − β) · clH(Xn+1)

)
= clH(Xn+2).
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It then follows inductively that clH(Xm+2) = clH(Xm+1).

The propositions above allows us to provide a complete description of [f ] whenever f is

a polynomial.

Theorem 2.2.1. Let f ∈ P . For each distinct βj ∈ R(f), let rj be the multiplicity of βj,

i.e.

R(f) =
{
β1, . . . , β1︸ ︷︷ ︸
r1 times

, β2, . . . , β2︸ ︷︷ ︸
r2 times

, . . . , βn, . . . , βn︸ ︷︷ ︸
rn times

}
.

Then

[f ] =

 ∏
β∈R(f)

(z − β)

 =
(

span
{
k

(`)
βj

: 0 ≤ ` ≤ rj − 1, 1 ≤ j ≤ n
})⊥

.

Proof. We first recall the fact that for any multipliers g, h of H, we have

[g · h] = clH(g · [h]).

If β is a non-reproducible zero of f , then Proposition 2.2.4 gives [(z − β)] = H. Applying

the above identity with h = z − β and g = f/(z − β), we conclude that [f ] = [f/(z − β)].

So it suffices to consider only the zeros of f with some reproducible order. Put f(z) =

p(z)
∏n

j=1(z − βj)dj , each βj distinct with dj ≥ rj, 1 ≤ j ≤ n, and with the zeros of p ∈ P

being all of the non-reproducible zeros of f (i.e. p is cyclic). Then [f ] = [f/p]. So without

loss of generality, we may assume that p(z) is identically one. Let h(z) = (z − β1)d1 . Then

by Lemma 2.2.4, we have [h] = [(z − β1)d1 ] = [(z − β1)r1 ]. Letting g = f/h, we have

[f ] = [g · h] = clH(g · [h])

= clH
(
g · [(z − β1)d1 ]

)
= [g · (z − β1)r1 ]

=

[
f

(z − β1)d1−r1

]
.
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Repeating this argument for each βj, 2 ≤ j ≤ n, we have

[f ] =

[
f∏n

j=1(z − βj)dj−rj

]
=
[ n∏
j=1

(z − βj)rj
]

=

 ∏
β∈R(f)

(z − β)

 .
Applying Proposition 2.2.3 then gives the result.

As an immediate corollary, this theorem gives a generalization of Theorem 2.1.3, proved

in the previous section for H2
w; namely, when f is a polynomial, having a description of [f ]

allows us to compute Π[f ](k0). Let us illustrate this theorem by applying it to an example

in various spaces.

Example 2.2.4. Let f(z) = z2(z − i
2
)(z2 − 1)2. Then the zero multiset of f is

Z(f) =
{

0, 0,
i

2
,−1,−1, 1, 1

}
.

Interestingly, by Theorem 2.2.1, the shift-invariant subspace [f ] depends greatly on the

underlying Hilbert space.

If H = Dα for α ≤ 1 (which includes the Hardy, Bergman and Dirichlet spaces), then

R(f) = {0, 0, i/2} and

[f ] =
(

span
{
k0, k

(1)
0 , ki/2

})⊥
.

If H = Dα for 1 < α ≤ 3, then by Example 2.2.1, we have R(f) = {0, 0, i/2,−1, 1}, which

then implies that

[f ] =
(

span
{
k0, k

(1)
0 , ki/2, k−1, k1

})⊥
.

If H = Dα for α > 3, then by Example 2.2.1 again, R(f) = Z(f) and so

[f ] =
(

span
{
k0, k

(1)
0 , ki/2, k−1, k

(1)
−1, k1, k

(1)
1

})⊥
.
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On the other hand, if H = Dδ1 , the local Dirichlet space at 1, then by Example 2.2.2, we

have R(f) = {0, 0, i/2, 1} and hence,

[f ] =
(

span
{
k0, k

(1)
0 , ki/2, k1

})⊥
.

Theorem 2.2.1 also has an immediate and useful corollary.

Corollary 2.2.1. Let p, q ∈ P . Then [p] = [q] if and only if R(p) = R(q).

Proof. The backward implication is given directly by Theorem 2.2.1. So let [p] = [q] and

suppose for contradiction that R(p) 6= R(q). WLOG, there exists β ∈ R(p) with β /∈ R(q)

or β having greater multiplicity in R(p) than in R(q). In either case, Theorem 2.2.1 implies

there is some n ≥ 0 so that k(n)
β ⊥ [p] = [q]. But then 〈p, k(n)

β 〉 = 〈q, k(n)
β 〉 = 0, which is a

contradiction, since β /∈ R(q) or β has multiplicity strictly less than n+ 1 in R(q).

2.2.6 Inner Functions and Linear Combinations of Kernels

We now show that each inner function that arises as a certain linear combination of re-

producing kernels can be identified with a shift invariant subspace and a Shapiro–Shields

function. The following theorem generalizes a result of Le [114, Theorem 3.7], proved ini-

tially in the H2
w spaces, and serves as a converse to Theorem 2.1.3. The significance of our

contribution is that we do not require monomials be orthogonal and make almost no geo-

metric assumptions on the underlying set for which H is an RKHS, providing a very general

setting for which these results hold. When H = H2, this result describes classical Blaschke

products and in general gives our analogues of finite Blaschke products.

Theorem 2.2.2. Suppose that

B =
s∑
j=0

mj∑
`=0

cj,` k
(`)
λj
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is an H-inner function, with cj,mj 6= 0. Then B is a constant multiple of Π[f ](k
(d)
0 ) for some

d and some polynomial f . Further, B must also be a Shapiro–Shields function.

The function B here is what we call an analogue of a finite Blaschke product.

Proof. Take B as above and without loss of generality, assume that ‖B‖ = 1. For any g ∈ P ,

〈g, k0〉 = g(0) = 〈gB,B〉 =
s∑
j=0

mj∑
`=0

c̄j,`〈gB, k(`)
λj
〉

=
s∑
j=0

mj∑
`=0

c̄j,`
∑̀
m=0

(
`

m

)
g(m)(λj) ·B(`−m)(λj)

=
s∑
j=0

mj∑
m=0

{ mj∑
`=m

c̄j,`

(
`

m

)
B(`−m)(λj)

}
g(m)(λj)

=
s∑
j=0

mj∑
m=0

{ mj∑
`=m

c̄j,`

(
`

m

)
B(`−m)(λj)

}
〈g, k(m)

λj
〉.

Since the set of polynomials is dense in H, we conclude that

k0 =
s∑
j=0

mj∑
m=0

{ mj∑
`=m

cj,`

(
`

m

)
B(`−m)(λj)

}
k

(m)
λj
.

It then follows from Lemma 2.2.3 that 0 ∈ {λ0, . . . , λs} and for all j and m,

mj∑
`=m

c̄j,`

(
`

m

)
B(`−m)(λj) =


0, if λj 6= 0 or m ≥ 1,

1, if λj = 0 and m = 0.

(2.2.1)

Without loss of generality, we shall always assume that λ0 = 0. Then for j = 0 and

0 ≤ m ≤ m0, equation (2.2.1) gives

m0∑
`=m

c̄0,`

(
`

m

)
B(`−m)(0) =


1, if m = 0,

0, if m ≥ 1.
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Since c0,m0 6= 0, we conclude that either m0 = 0, or m0 ≥ 1 and B(`)(0) = 0 for all

0 ≤ ` ≤ m0 − 1. That is, B ⊥ {k(`)
0 : 0 ≤ ` ≤ m0 − 1}.

On the other hand, for j 6= 0 and 0 ≤ m ≤ mj, by equation (2.2.1),

mj∑
`=m

c̄j,`

(
`

m

)
B(`−m)(λj) = 0.

Since cj,mj 6= 0, it follows that B(`)(λj) = 0 for all 0 ≤ ` ≤ mj. That is, B ⊥ {k(`)
λj

: 0 ≤ ` ≤

mj}. LetM be the subspace spanned by the functions

{
k

(`)
0 : 0 ≤ ` ≤ m0 − 1

}
∪
{
k

(`)
λj

: 1 ≤ j ≤ s, 0 ≤ ` ≤ mj

}
,

where the first set is considered to be empty if m0 = 0. Then we have B = c0,m0ΠM⊥(k
(m0)
0 ).

By Proposition 2.2.3,M⊥ can be recognized as [f ], where

f(z) = zm0

s∏
j=1

(z − λj)mj+1.

As a result, we have shown that B is a projection of k(d)
0 onto [f ] for some d and some

polynomial f . Further, by Lemma 2.2.1, we know that B must also equal the Shapiro–

Shields function §Z(f).

2.3 Multipliers of `pA

The work in this section is joint with Raymond Cheng, which can be found in preprint form

in [45], and will appear in Concrete Operators. For p ∈ (1,∞)\{2}, we derive some properties

of the space Mp of multipliers on `pA. In particular, the failure of the weak parallelogram

laws and the Pythagorean inequalities is demonstrated for Mp. It is also shown that the

extremal multipliers on the `pA spaces are exactly the monomials, in stark contrast to the
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p = 2 case.

2.3.1 Preliminaries

For 1 ≤ p ≤ ∞, we recall `pA, the space of analytic functions on D for which the corre-

sponding Maclaurin coefficients are p-summable, endowed with the norm

‖f‖p = ‖(ak)∞k=0‖`p

for

f(z) =
∞∑
k=0

akz
k

belonging to `pA. We stress that ‖ · ‖p refers to the norm on `pA, and not the norm on Hp, or

some other function space.

When p 6= 1 and p 6= 2, relatively little is known about the space `pA. For 1 < p <∞,

there is a notion of a p-inner function, in terms of which the zero sets of `pA can be described

[49]. Unlike H2, however, the analogous inner-outer factorization can fail when p 6= 2 [44].

Whereas the multiplier algebra of H2 is the familiar space H∞, the multipliers on `pA have

not been completely characterized.

The following property is elementary, and will be essential for identifying the extremal

multipliers of `pA (for a proof, see [51, Proposition 1.5.2]).

Proposition 2.3.1. If 1 ≤ p1 < p2 ≤ ∞, then `p1A ⊂ `p2A , and ‖f‖p2 ≤ ‖f‖p1 for all f ∈ `p1A .

Furthermore, ‖f‖p2 = ‖f‖p1 holds if and only if

f(z) = γzk

for some γ ∈ C and nonnegative integer k.
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Throughout this section, if 1 ≤ p ≤ ∞, then p′ will be the Hölder conjugate to p, that

is, 1/p + 1/p′ = 1 holds. We recall that for 1 ≤ p < ∞, p 6= 2, the dual space of `pA can be

identified with `p
′

A , under the pairing

〈f, g〉 =
∞∑
k=0

fkgk, (2.3.1)

where f(z) =
∑∞

k=0 fkz
k and g(z) =

∑∞
k=0 gkz

k. Let us retain this notation for the bilinear

form 〈·, ·〉 even when p = 2.

For further exploration of `pA, we refer to the paper [48] or the book [51].

2.3.2 Orthogonality

There is a natural way to define “inner functions” in the context of `pA, that makes use of

a notion of orthogonality in general normed linear spaces.

Let x and y be vectors belonging to a normed linear space X . We say that x is orthogonal

to y in the Birkhoff-James sense [7, 104] if

‖x + βy‖X ≥ ‖x‖X (2.3.2)

for all scalars β, and in this case we write x ⊥X y.

Birkhoff-James orthogonality extends the concept of orthogonality from an inner product

space to normed spaces. There are other ways to generalize orthogonality, but this approach

is particularly fruitful since it is connected to an extremal condition via (2.3.2).

It is straightforward to check that if X is a Hilbert space, then the usual orthogonality

relation x ⊥ y is equivalent to x ⊥X y. More typically, however, the relation ⊥X is neither

symmetric nor linear. When X = `pA, let us write ⊥p instead of ⊥`pA .

There is an analytical criterion for the relation ⊥p when p ∈ (1,∞).
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Theorem 2.3.1 (James [104]). Suppose that 1 < p < ∞. Then for f(z) =
∑∞

k=0 fkz
k and

g(z) =
∑∞

k=0 gkz
k belonging to `pA we have

f ⊥p g ⇐⇒
∞∑
k=0

|fk|p−2fkgk = 0, (2.3.3)

where any incidence of “|0|p−20” in the above sum is interpreted as zero.

In light of (2.3.3) we define, for a complex number α = reiθ, and any s > 0, the quantity

α〈s〉 = (reiθ)〈s〉 := rse−iθ. (2.3.4)

It is readily seen that for any complex numbers α and β, exponent s > 0, and integer n ≥ 0,

we have

(αβ)〈s〉 = α〈s〉β〈s〉

|α〈s〉| = |α|s

α〈s〉α = |α|s+1

(α〈s〉)n = (αn)〈s〉

(α〈p−1〉)〈p
′−1〉 = α.

Notice that α〈1〉 = ᾱ. Thus, by comparing with the case p = 2, we can think of taking the

〈p− 1〉 power as generalizing complex conjugation.

Further to the notation (2.3.4), for f(z) =
∑∞

k=0 fkz
k, let us write

f 〈s〉(z) :=
∞∑
k=0

f
〈s〉
k zk (2.3.5)

for any s > 0.
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If f ∈ `pA, it is easy to verify that f 〈p−1〉 ∈ `p′ . Thus from (2.3.3) we get

f ⊥p g ⇐⇒ 〈g, f 〈p−1〉〉 = 0. (2.3.6)

Consequently the relation ⊥p is linear in its second argument, when p ∈ (1,∞), and it then

makes sense to speak of a vector being orthogonal to a subspace of `pA. In particular, if

f ⊥p g for all g belonging to a subspace X of `pA, then

‖f + g‖p ≥ ‖f‖p

for all g ∈X . That is, f solves an extremal problem in relation to the subspace X .

Direct calculation will also confirm that

〈f, f 〈p−1〉〉 = ‖f‖pp.

With this concept of orthogonality established, we may now define what it means for a

function in `pA to be inner in a related sense.

Definition 2.3.1. Let 1 < p < ∞. A function f ∈ `pA is said to be p-inner if it is not

identically zero and it satisfies

f(z) ⊥p zkf(z)

for all positive integers k.

That is, f is nontrivially orthogonal to all of its forward shifts. Apart from a harmless

multiplicative constant, this definition is equivalent to the traditional meaning of “inner”

when p = 2. Furthermore, this approach to defining an inner property is consistent with

that taken in other function spaces [6, 23,50,52,73,74,76,133,137].

Birkhoff-James Orthogonality also plays a role when we examine a version of the Pythagorean
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theorem for normed spaces in Section 2.3.4.

2.3.3 Multipliers on `pA

An analytic function φ on D is said to be a multiplier of `pA if

f ∈ `pA =⇒ φf ∈ `pA.

The set of multipliers of `pA will be denoted by Mp.

For φ ∈Mp, an application of the closed graph theorem shows that the linear mapping

Mφ : `pA → `pA, Mφf = φf

is continuous. Thus we can define the multiplier norm of φ by

‖φ‖Mp := sup{‖φf‖p : f ∈ `pA, ‖f‖p ≤ 1}.

In other words, the multiplier norm of φ coincides with the operator norm of Mφ on `pA.

Henceforth we identify the multiplication operator Mφ with its symbol φ.

We note again that relatively little is known about the multipliers on `pA, except when

p = 1 or p = 2. We will accordingly concentrate our efforts on the range 1 < p < ∞, with

p 6= 2. The following basic results have been established in the literature.

Proposition 2.3.2. Let 1 < p < ∞. If φ ∈ Mp, then φ ∈ H∞ ∩ `pA ∩ `
p′

A , and Mp = Mp′ ,

with ‖φ‖Mp = ‖φ‖Mp′
.

Proposition 2.3.3. Let 1 < p <∞. If φ(z) =
∑∞

k=0 φkz
k ∈Mp, then ‖φ‖p ≤ ‖φ‖Mp ≤ ‖φ‖1

(with ‖φ‖1 =∞ being possible), and

|φ0|+ |φ1|+ · · ·+ |φn| ≤ ‖φ‖Mp(n+ 1)1/p′ .
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If all of the coefficients of φ are nonnegative, then φ ∈ `1
A, and ‖φ‖1 = ‖φ‖Mp .

Define the difference quotient mapping Qw by

Qwf(z) :=
f(z)− f(w)

z − w

for any w ∈ D and analytic function f on D.

Difference quotients are (bounded) operators on Mp. In fact, for any multiplier φ on `pA,

and w ∈ D,

‖Qwφ‖Mp ≤
1

1− |w|
(‖φ‖Mp + φ(w)).

For proofs of these multiplier properties, see [51, Chapter 12], which has references to

original sources.

To extract some geometric information about Mp, we will rely on the following observa-

tion.

Corollary 2.3.1. For any complex numbers α and β, the multiplier φ(z) = α+ βz satisfies

‖φ‖Mp = ‖φ‖1 = |α|+ |β|.

Proof. The claim is trivial if α = 0 or β = 0. Otherwise, the mapping

f(z) 7−→ f

(
αβ̄

|αβ̄|
z

)

determines a linear isometry on `pA (in fact it is unitary).

Consequently, the multiplier φ has the same norm as the multiplier

φ

(
αβ̄

|αβ̄|
z

)
=

1

ᾱ

(
|α|2 + βᾱ

(
αβ̄

|αβ̄|
z

))
=

1

ᾱ

(
|α|2 + |βᾱ|z

)
,
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which is |α|+ |β|, according to the last part of Proposition 2.3.3.

Already this delivers some information about the geometry of Mp. Recall that a normed

space is strictly convex if

‖x + y‖ < ‖x‖+ ‖y‖ (2.3.7)

whenever the vectors x and y are not parallel [40, p. 108].

Corollary 2.3.2. If 1 < p <∞, then Mp fails to be strictly convex.

Proof. Consider the multipliers φt(z) = t + (1 − t)z for 0 ≤ t ≤ 1. By Corollary 2.3.1, we

have ‖φ‖Mp = t + (1− t) = 1 for all t. But φ0 and φ1 are not parallel, and hence condition

(2.3.7) fails when 0 < t < 1.

It is known that certain Blaschke products are multipliers of `pA (e.g., if the zeros converge

to the boundary rapidly enough), and that certain other classes of functions are multipliers.

However, there does not yet exist a complete characterization of Mp in terms of the coef-

ficients, or of the boundary function. Our sources on the subject include [67, 102, 115–119,

125,150–152], along with the survey paper [48].

2.3.4 The Geometry of Mp

It is well known that when 1 < p < ∞, the spaces `p (and hence also `pA) are uniformly

convex and uniformly smooth (see, for example, [22, 40]). In fact, more can be said. A

normed space X is said to satisfy the Lower Weak Parallelogram property (LWP) with

constant C > 0 and exponent r > 1, if

‖x+ y‖rX + C‖x− y‖rX ≤ 2r−1(‖x‖rX + ‖y‖rX )

for all x and y in X ; it satisfies the Upper Weak Parallelogram property (UWP) if for some

(possibly different) constant and exponent the reverse inequality holds for all x and y in X .
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If X is a Hilbert space, then the parallelogram law holds, corresponding to r = 2 and C = 1.

Otherwise, these inequalities generalize Clarkson’s inequalities [59], and the parameters r and

C give a sense of how far the space X departs from behaving like a Hilbert space.

It was shown in [54] that the Lp spaces satisfy LWP and UWP when 1 < p <∞, and the

full ranges of parameters C and r were identified (see also [37,38,46,50,53]). More generally,

a space satisfying LWP is uniformly convex, and a space satisfying UWP is uniformly smooth

[54, Proposition 3.1]. From this it could be further surmised that the dual of a LWP space

is an UWP space, and vice-versa; this is made precise in [46, Theorem 3.1].

Another useful consequence of the weak parallelogram laws is a version of the Pythagorean

Theorem for normed spaces, where orthogonality is in the Birkhoff-James sense. It takes the

form of a family of inequalities relating the lengths of orthogonal vectors with that of their

sum [54, Theorem 3.3].

Theorem 2.3.2 ([54]). If a smooth Banach space X satisfies LWP with constant C > 0

and exponent r > 1, then there exists K > 0 such that

‖x‖rX +K‖y‖rX ≤ ‖x+ y‖rX (2.3.8)

whenever x ⊥X y; if X satisfies UWP with constant C > 0 and exponent r > 1, then there

exists a positive constant K such that

‖x‖rX +K‖y‖rX ≥ ‖x+ y‖rX (2.3.9)

whenever x ⊥X y. In either case, the constant K can be chosen to be C/(2r−1 − 1).

When X is any Hilbert space, the parameters are K = 1 and r = 2, and the Pythagorean

inequalities reduce to the familiar Pythagorean theorem. More generally, these Pythagorean

inequalities enable the application of some Hilbert space methods and techniques to smooth
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Banach spaces satisfying LWP or UWP; see, for example, [51, Proposition 4.8.1 and Propo-

sition 4.8.3; Theorem 8.8.1].

The weak parallelogram laws and the Pythagorean inequalities fail on L1 and L∞. We

previously saw in Corollary 2.3.1 that Mp contains a subspace, consisting of the linear

functions, that behaves geometrically like `1
A. Consequently we would expect the weak

parallelogram laws and the Pythagorean inequalities to fail on Mp, and indeed that is the

case.

Theorem 2.3.3. Let 1 < p < ∞. The space Mp fails to satisfy LWP or UWP for any

constant C > 0 or exponent r > 1.

Proof. If

‖1 + z‖rMp
+ C‖1− z‖rMp

≤ 2r−1(‖1‖rMp
+ ‖z‖rMp

)

holds, then an application of Corollary 2.3.1 yields

(1 + C)2r ≤ 2r−1(2),

which forces C ≤ 0. Thus LWP fails.

Similarly, for C > 0 we have

‖1‖rMp
+ Cr‖z/C‖rMp

≥ 2r−1(‖1 + z/C‖rMp
+ ‖1− z/C‖rMp

)

implies

2 ≥ 2r−1 · 2 · (1 + 1/C)r,

which is absurd when 1 < r <∞. Therefore UWP also fails.

Theorem 2.3.4. Let 1 < p < ∞. The space Mp fails to satisfy either of the Pythagorean

inequalities for any parameters r > 1 and K > 0.
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Proof. Fix c 6= 0. Let φ(z) = 1 + cz, and consider f(z) ∈ `pA of the form f(z) = f0 + f2z
2 +

f4z
4 + · · · . Then

‖φ(z)f(z)‖pp = ‖(1 + cz)(f0 + f2z
2 + f4z

4 + · · · )‖pp

= ‖(f0 + f2z
2 + f4z

4 + · · · ) + cz(f0 + f2z
2 + f4z

4 + · · · )‖pp

= |f0|p + |c|p|f0|p + |f1|p + |c|p|f1|p + |f2|p + |c|p|f2|p + · · ·

= ‖f‖pp + |c|p‖f‖pp

≥ ‖f‖pp.

This shows that ‖1 + cz‖Mp ≥ ‖1‖Mp for all constants c, or 1 ⊥Mp z. By considering the

limit

lim
c→0

‖1 + cz‖rMp
− ‖1‖rMp

‖cz‖rMp

= lim
c→0

(1 + |c|)r − 1r

|c|r
,

we see that Mp fails to satisfy (2.3.9), as K =∞ would be forced.

Next, note that for c 6= 0, we have

‖(1 + z) + c(1− z)‖Mp = ‖(1 + c) + (1− c)z‖Mp

= |1 + c|+ |1− c|

≥ 2

= ‖1 + z‖1

= ‖1 + z‖Mp .

This shows that 1 + z ⊥Mp 1− z. Next, consider

‖(1 + z) + c(1− z)‖rMp
− ‖1 + z‖rMp

‖c(1− z)‖rMp

=
(|1 + c|+ |1− c|)r − 2r

2|c|r
,
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where 1 < r <∞.

This tends toward zero as c → 0+, which would require K = 0. Thus, (2.3.8) fails to

hold.

2.3.5 Functionals on Mp

Let 1 < p <∞. Suppose that λ = (λ0, λ1, λ2, . . .) is a sequence of complex numbers such

that for some C > 0 we have

|λ0φ0 + λ1φ1 + λ2φ2 + · · · | ≤ C‖φ‖Mp

for all φ(z) =
∑∞

k=0 φkz
k ∈Mp. Then λ determines a bounded linear functional on Mp with

norm at most C. Let us give the name S = Sp to the collection of functionals arising in

this manner. It is a nonempty collection, since it contains all of `p
′

A . Thus S is a linear

manifold within M ∗
p , the continuous dual space of Mp.

If λ = (λ0, λ1, λ2, . . .) ∈ S , then λk = λ(zk) and the pairing

λ(φ) =
∞∑
k=0

λkφk.

applies for all φ ∈Mp.

Trivially, we can bound the norm of λ as follows:

‖λ‖p′ = sup
φ 6=0

|λ(φ)|
‖φ‖p

≥ sup
φ 6=0

|λ(φ)|
‖φ‖Mp

= ‖λ‖M ∗
p
≥ sup

φ 6=0

|λ(φ)|
‖φ‖1

= ‖λ‖∞, (2.3.10)

possibly with ∞ on the left side.

Since Mp = Mp′ with equal norms (Proposition 4.1), we also have

‖λ‖p = sup
φ 6=0

|λ(φ)|
‖φ‖p′

≥ sup
φ 6=0

|λ(φ)|
‖φ‖Mp′

= sup
φ 6=0

|λ(φ)|
‖φ‖Mp

= ‖λ‖M ∗
p
.
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Consequently,

‖λ‖p ≥ ‖λ‖M ∗
p
,

again, with the left side possibly being infinite.

Taking the 〈p− 1〉 power does something natural in this context.

Proposition 2.3.4. Let 1 < p <∞. If φ ∈Mp, then φ〈p−1〉 ∈ S .

Proof. In this situation, φ〈p−1〉 ∈ `p
′

A , and hence φ〈p−1〉 ∈ S , by (2.3.10).

Members of S might not have radial boundary limits, but they do satisfy the following

growth condition, which can also be interpreted as boundedness of point evaluation.

Proposition 2.3.5. Let 1 < p <∞. If λ ∈ S , then

|λ(w)| ≤
‖λ‖M ∗

p

(1− |w|)
, w ∈ D.

Proof. For w ∈ D, let us write kw(z) =
∑∞

k=0 w
kzk for the point evaluation functional at w.

We then have

|λ(w)| =
∣∣ ∞∑
k=0

λkw
k
∣∣

≤ ‖λ‖M ∗
p
‖kw‖Mp

≤ ‖λ‖M ∗
p
‖kw‖1

=
‖λ‖M ∗

p

1− |w|
.

It turns out that difference quotients are bounded on S . Again, let us denote by S the

mapping

f(z) 7−→ zf(z),
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where f is analytic in the open unit disk. It is straightforward to verify that S determines

a bounded linear operator on Mp, with ‖Skφ‖Mp = ‖φ‖Mp for all k ∈ N and φ ∈Mp.

Proposition 2.3.6. Let 1 < p <∞. If λ ∈ S , and w ∈ D, then Qwλ ∈ S , and

‖Qwλ‖M ∗
p
≤
‖λ‖M ∗

p

1− |w|
.

Proof. Suppose that λ ∈ S , and w ∈ D. We now calculate

(Qwλ)(φ) =

(∑
λkz

k −
∑
λkw

k

z − w

)
(φ)

=
( ∞∑
k=1

λk(z
k−1 + zk−2w + · · ·+ wk−1)

)
(φ)

=
( ∞∑
k=1

k−1∑
j=0

λkz
jwk−j−1

)
(φ)

=
∞∑
k=1

k−1∑
j=0

λkφjw
k−j−1

= λ1(φ0)

+ λ2(φ0w + φ1)

+ λ3(φ0w
2 + φ1w + φ2)

+ · · ·

= λ1φ0 + λ2φ1 + λ3φ2 + · · ·

+ w(λ2φ0 + λ3φ1 + λ4φ2 + · · · )

+ w2(λ3φ0 + λ4φ1 + λ5φ2 + · · · )

+ · · ·

= λ(Sφ) + wλ(S2φ) + w2λ(S3φ) + · · · .
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From this we obtain

|(Qwλ)(φ)| ≤ ‖λ‖M ∗
p
‖Sφ‖Mp + |w|‖λ‖M ∗

p
‖S2φ‖Mp + |w|2‖λ‖M ∗

p
‖S3φ‖Mp + · · ·

=
‖λ‖M ∗

p
‖φ‖Mp

1− |w|
,

which proves the claim.

Let us add that the weak parallelogram laws and the Pythagorean inequalities must fail

on M ∗
p as well. This is because it contains a subspace that is isomorphic to `∞A ({0, 1}).

Furthermore we see that Mp fails to be smooth. For example, the multiplier 1 is normed by

both 1 and 1 + z in M ∗
p .

2.3.6 The Extremal Multipliers of `pA

Recall that if φ ∈ Mp, then ‖φ‖Mp ≥ ‖φ‖p. We say that the multiplier φ is extremal if

equality holds, that is,

‖φ‖Mp = ‖φ‖p.

We mention again for `2
A = H2, the extremal multipliers precisely characterize inner

functions. For `pA, p 6= 2, it would therefore be plausible to guess that the extremal multipliers

are the p-inner functions. However, this is incorrect, as the following example illustrates.

Example 2.3.1. If 1 < p <∞ and 0 < |w| < 1, then the function

B(z) :=
1− z/w

1− w〈p′−1〉z
,

turns out to be p-inner [47, Lemma 3.2], and

‖B‖pp = 1 +
(1− |w|p′)p−1

|w|p
.
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Note, in particular, that when p = 2 the function B is the Blaschke factor, possibly apart

from a multiplicative constant, with its root at w.

Since B is analytic in a neighborhood of the closed disk D, it is a multiplier. Let us show

directly that for p = 4 it fails to be extremal. We will take as a test function

f(z) := 1− w〈p′−1〉z,

so that f ∈ `pA and

‖f‖pp = 1 + |w|p/(p−1).

Now fix p = 4, so that p′ = 4/3. For 0 < a < 1 we have the elementary inequalities

a− a2 > 0

3(a2 − a) < a2 − a

a3 + 1− 3a+ 3a2 − a3 < a2 − a+ 1

a3 + (1− a)3 <
a3 + 1

1 + a

1 +
(1− a)3

a3
<

1 + 1/a3

1 + a
.

Substitute a = |w|4/3 to obtain

1 +
(1− |w|4/3)4−1

|w|4
<

1 + 1/|w|4

1 + |w|4/3
.
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This yields the bound

‖B‖pp = 1 +
(1− |w|4/3)p−1

|w|4

<
1 + 1/|w|4

1 + |w|4/3

=
‖Bf‖pp
‖f‖pp

≤ ‖B‖pMp
.

This verifies that B fails to be an extremal multiplier.

Furthermore, it was shown in [49] that for 2 < p <∞, there are p-inner functions whose

zero sets fail to be Blaschke sequences. Such a p-inner function cannot be a multiplier

of `pA, since it would also have to belong to `p
′

A . In the paper [43] p-inner functions are

constructed whose zero sets accumulate at every point of the boundary circle T. However,

by [51, Corollary 12.6.3], a multiplier on `pA for p ∈ [1, 2) has unrestricted limits almost

everywhere on T. A p-inner function thus described cannot therefore be a multiplier on `pA.

More can be said when p 6= 2. First, the extremality of a multiplier is inherited by its

conjugate in the following sense.

Proposition 2.3.7. Let φ ∈Mp. If ‖φ‖Mp = ‖φ‖p, then ‖λ‖M ∗
p

= ‖λ‖p′ , where λ = φ〈p−1〉.

Proof. Put g = φ〈p−1〉. By hypothesis,

‖φ‖Mp = ‖φ‖p =
|〈φ1, g〉|
‖1‖p‖g‖p′

.

Since g ∈ `p′ , we also have g ∈ S by Proposition 6.2. Relabeling g as the functional λ,

we have

‖φ‖p =
|〈φ, g〉|
‖g‖p′

≤ |〈φ, λ〉|
‖λ‖M ∗

p

≤ ‖φ‖Mp .
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Equality is forced throughout, and we conclude that

‖λ‖p′ = ‖λ‖M ∗
p
.

This comes into play in the main result, to which we presently turn.

Theorem 2.3.5. Let p ∈ (1,∞) \ {2}. A multiplier φ ∈Mp satisfies ‖φ‖Mp = ‖φ‖p if and

only if φ is a monomial.

Proof. First, the claim is trivial if φ is identically zero, so let us suppose otherwise. Also,

since Mp = Mp′ as point sets and with equal norms, it follows M ∗
p = M ∗

p′ with equal norms

as well.

Now suppose that 2 < p <∞. Then 1 < p′ < 2, and we have

‖φ‖p′ ≥ ‖φ‖p = ‖φ‖Mp = ‖φ‖Mp′
≥ ‖φ‖p′ .

Equality is forced throughout. In particular, ‖φ‖p = ‖φ‖p′ , which implies that φ is a mono-

mial, according to Proposition 2.3.1 (this step fails if p = p′ = 2).

Finally, let 1 < p < 2, and suppose that φ ∈ Mp is extremal; that is, ‖φ‖Mp = ‖φ‖p.
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Then

‖φ‖Mp = ‖φ‖p

≥ ‖φ‖p′

≥ ‖φ‖M ∗
p′

≥ |〈φ
〈p−1〉, φ〉|

‖φ〈p−1〉‖Mp′

=
‖φ‖pp

‖φ〈p−1〉‖Mp′

(?)

=
‖φ‖pp

‖φ〈p−1〉‖p′

= ‖φ‖p.

This forces φ to be a monomial.

From the line (?) to the next, we used ‖φ〈p−1〉‖Mp′
= ‖φ〈p−1〉‖p′ , which we derive as

follows:

‖φ‖p−1
p =

|〈φ〈p−1〉, φ〉|
‖φ‖p

=
|〈φ〈p−1〉, φ〉|
‖φ‖Mp

≤ ‖φ〈p−1〉‖M ∗
p

= ‖φ〈p−1〉‖M ∗
p′

≤ ‖φ〈p−1〉‖p′

= ‖φ‖p−1
p

and equality must hold throughout.

Conversely, any monomial is a multiplier, and it can be checked by inspection that it is

extremal.
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Chapter 3

Planar Sets associated to Linear Operators

The final chapter of this thesis focuses on two planar sets associated to linear operators.

The first is the Berezin range of an operator acting on an RKHS and the second is the

spectrum of a Toeplitz operator acting on H2
t .

3.1 Convexity of the Berezin Range

This section, which is joint work with Carl Cowen, discusses the convexity of the range of

the Berezin transform. The work here can be found in preprint form in [62] and will appear

in Linear Algebra and its Applications. Primarily, we focus on characterizing convexity of

this range for a class of composition operators acting on the Hardy space of the unit disk.

3.1.1 Preliminaries

Throughout this section, H will be an RKHS on a set X; we do not impose any additional

assumptions on H. We recall the following definitions.

Definition 3.1.1. Let H be an RKHS on a set X and let T be a bounded linear operator

on H.

1. For x ∈ X, the Berezin transform of T at x (or Berezin symbol of T ) is

T̃ (x) := 〈T k̂x, k̂x〉H.
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2. The Berezin range of T (or Berezin set of T ) is

B(T ) :=
{
〈T k̂x, k̂x〉H : x ∈ X

}
.

3. The Berezin radius of T (or Berezin number of T ) is

b(T ) := sup
x∈X
|T̃ (x)|.

3.1.2 Numerical Range and the Toeplitz-Hausdorff Theorem

In an RKHS, the Berezin range of an operator T is a subset of the numerical range of T ,

W (T ) := {〈Tu, u〉 : ‖u‖ = 1} .

The numerical range of an operator has some interesting properties. For example, it is well

known that the spectrum of an operator is contained in the closure of its numerical range.

Further, the numerical range of an operator is always convex– this results is known as the

Toeplitz-Hausdorff Theorem [99, 145]. For more background on the numerical range, we

point the reader to [94]. Much effort has gone into describing the geometry of the numerical

range (e.g. see [65, 112]), but to the knowledge of the authors, there are only a handful of

results describing the geometry of the Berezin range [107, Section 2.1], none of which address

convexity.

As the convexity of the numerical range is arguably its most enigmatic property, we are

motivated to ask the main question addressed in this section:

Given a bounded operator T acting on an RKHS H, is B(T ) convex? Conversely, if

B(T ) is convex, what can be said of T?

This question was initially pointed out by Karaev [107], and we give answers for a few
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classes of concrete operators. In general, as we will see, the Berezin range of an operator is

not convex.

Figure 3.1: The numerical and Berezin ranges of the composition operator with symbol
1
4
(1 + z)2 acting on H2, with the Berezin range appearing to be non-convex.

What fails in the Toeplitz-Hausdorff Theorem when restricting to normalized reproducing

kernels? The proof of the theorem relies on the following result:

Elliptical Range Theorem. Let A be a 2×2 matrix with complex entries and eigenvalues λ1

and λ2. ThenW (A) is an elliptical disk with λ1 and λ2 as foci, and {tr(A∗A)−|λ1|2−|λ2|2}1/2

as its minor axis.

There are several proofs of this theorem (e.g. [69, 120]) but a common thread is to produce

a linear combination of unit vectors, that is, again, a unit vector. In general, this is simply

impossible to do for normalized reproducing kernels; for any two points x1 and x2 and

constants c1 and c2,
c1k̂x1 + c2k̂x2

‖c1k̂x1 + c2k̂x2‖

is not a normalized reproducing kernel. Another simple proof of the Toeplitz-Hausdorff

theorem using an adaptation of the idea above can be found in [93].
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3.1.3 Finite Dimensions and Multiplication Operators

In this section, we will give characterizations for convexity of the Berezin transform of some

easily understood classes of bounded linear transformations. As a primer, let us consider the

finite dimensional setting. Let v = (v1, . . . , vn) ∈ Cn and X = {1, . . . , n}. We can consider

Cn as the set of all functions mapping X → C by v(j) = vj. Letting ej be the jth standard

basis vector for Cn under the standard inner product, we can view Cn as an RKHS with

kernel

k(i, j) = 〈ej, ei〉.

Note that kj = k̂j for each j = 1, . . . , n. For any complex n × n matrix A = (ajk)
n
j,k=1, we

have 〈Aej, ej〉 = ajj. Thus, the Berezin range of A is simply

B(A) = {ajj : j = 1, . . . , n},

which is just the collection of diagonal elements of A. It is immediate that the only way this

set can be convex is if the diagonal elements of A are all equal:

Proposition 3.1.1. Let A be an n × n matrix with complex entries. Under the standard

inner product for Cn, the Berezin range of A is convex if and only if A has constant diagonal.

This proposition shows that the geometry of the Berezin range of a matrix is remarkably

simple compared to the numerical range of the matrix. We also point out that the trace of a

matrix can be recovered as the sum over the elements of its Berezin range. More generally,

it is known in some spaces (e.g. see [162, Proposition 3.3]) that when T is a trace-class (or

positive) operator, the trace of T can be recovered using the Berezin transform. We also

point to the reader to [162, Chapter 3] for connections of the Berezin transform with the

Fock space and BMO.

As the Berezin transform is immediately understood in the finite dimensional setting, we
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quickly shift to infinite dimensional spaces.

Recall that for any Hilbert (or Banach) space of functions H,

Mult(H) := {g ∈ H : gf ∈ H for all f ∈ H}.

For g ∈ Mult(H), define the multiplication operator Mg on H by Mgf = gf .

Proposition 3.1.2. Let H be an RKHS on a set X and g ∈ Mult(H). Then the Berezin

range of Mg is convex if and only if g(X) is convex.

Proof. Let x ∈ X and observe that

M̃g(x) = 〈gk̂x, k̂x〉H =
1

‖kx‖2
H
〈gkx, kx〉H =

1

‖kx‖2
H
g(x)kx(x) = g(x).

Thus, B(Mg) = g(X), and the result follows.

Similar to the matricial case, this characterization of convexity is exceptionally simple.

This may lead one to think that convexity of the Berezin range could be easily understood.

However, this is not generally the case. In order to demonstrate this, we move to some classes

of operators acting on H2 where the characterization of convexity becomes more technically

involved.

3.1.4 Composition Operators on H2

A composition operator Cϕ, induced by a complex-valued function ϕ : X → X (known

as the symbol of the operator, not to be confused with the Berezin symbol of the operator),

acts on a space of functions defined on X by

Cϕf := f ◦ ϕ.
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These operators are beloved by many and have a long and important history in function

and operator theory (e.g. see the monographs [63, 140]). One motivation for studying the

Berezin range of these operators is that they often elude Axler-Zheng type results; e.g. there

are composition operators such that C̃ϕ(z) → 0 as z → ∂X, but Cϕ is not compact (see

[127, Theorem 2.3]).

We begin by considering a very elementary class of composition operators acting on H2.

For ζ ∈ T (the complex unit circle), consider the elliptic automorphism of the disk

ϕ(z) = ζz.

Acting on H2, these operators have Berezin transform

C̃ϕ(z) = 〈Cϕk̂z, k̂z〉

=
(
1− |z|2

)
〈Cϕkz, kz〉

=
1− |z|2

1− |z|2ζ
.

With a little work, we come to a characterization of the convexity of B(Cϕ).

Figure 3.2: B(Cϕ) onH2 for ζ = −1 (left, apparently convex) and ζ = iπ/4 (right, apparently
not convex).

Theorem 3.1.1. Let ζ ∈ T and ϕ(z) = ζz. Then the Berezin range of Cϕ acting on H2 is
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convex if and only if ζ = 1 or ζ = −1.

Proof. Let us prove the backward implication first. Suppose first that ζ = 1 so ϕ(z) = z.

Putting z = reiθ with 0 ≤ r < 1, the calculations above show that

C̃ϕ(reiθ) =
1− r2

1− r2
= 1

so B(Cϕ) = {1}, which is convex. Similarly, for ϕ(z) = −z, we obtain

B(Cϕ) =

{
1− r2

1 + r2
: r ∈ [0, 1)

}
= (0, 1],

which is also convex.

Conversely, suppose that B(Cϕ) is convex. We have that

C̃ϕ(reiθ) =
1− r2

1 + r2ζ
,

which is a function independent of θ. Hence, by definition, B(Cϕ) is just a path in C.

By convexity, B(Cϕ) must then be either a point or a line segment. It is immediate that

B(Cϕ) is a point if and only if ζ = 1, so let us assume B(Cϕ) is a line segment. Note

that C̃ϕ(0) = 1 and that limr→1− C̃ϕ(reiθ) = 0. This tells us that B(Cϕ) must be a line

segment passing through the point 1 and approaching the origin. Consequently, we must

have ={B(Cϕ)} = {0}, which can happen if and only if ={ζ} = 0. Thus, as ζ ∈ T, we have

ζ = 1 or ζ = −1, the former of which was handled.

This theorem characterizes the convexity of the Berezin transform for composition opera-

tors with the elliptic automorphisms, which belong to a wider class of composition operators

with automorphic symbols. We turn to characterize the convexity of the Berezin range of

another such class.
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For α ∈ D, consider the automorphism of the unit disk (known as a Blaschke factor)

ϕα(z) :=
z − α
1− αz

and the composition operator

Cϕαf = f ◦ ϕα.

Acting on H2, we have

C̃ϕα(z) = 〈Cϕα k̂z, k̂z〉

=
(
1− |z|2

)
〈Cϕαkz, kz〉

=
(
1− |z|2

)
kz(ϕα(z))

=
1− |z|2

1− zϕα(z)
.

With the aid of a computer, we can plot an example:

Figure 3.3: B(Cϕα) on H2 for α = −1/2

In the above example, the Berezin range is more geometrically interesting than in the

elliptic case, and is clearly not convex(!). We will ultimately give a characterization for

convexity of the Berezin range in this case, but require some calculations and observations
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first.

Lemma 3.1.1. On H2, the real and imaginary parts of C̃ϕα are given by

<
{
C̃ϕα(z)

}
= cα,z

(
1− |z|2

) (
1−<{αz}) + 2(={αz})2

)
and

=
{
C̃ϕα(z)

}
= cα,z={αz}

(
1 + |z|2 − 2<{αz}

)
,

where

cα,z =
1− |z|2

|1− |z|2 + 2i={αz}|2
.

Proof. Let us make some computations:

C̃ϕα(z) =
1− |z|2

1− zϕα(z)

=
(1− |z|2)(1− αz)

1− αz − z(z − α)

=
(1− |z|2)(1− αz)

1− |z|2 + 2i={αz}
.

Multiplying by a complex conjugate in the denominator, we have

C̃ϕα(z) = cα,z (1− αz)
(
1− |z|2 − 2i={αz}

)
= cα,z

(
1− |z|2 + 2i={αz} − αz(1− |z|2) + 2i={αz}αz

)
= cα,z

[
1− |z|2 + 2i={αz} − (<{αz}+ i={αz}) (1− |z|2)

− 2i={αz}(<{αz}+ i={αz})
]

= cα,z
[
1− |z|2 + 2i={αz} − (1− |z|2)<{αz} − i(1− |z|2)={αz}

− 2i={αz}<{αz}+ 2(={αz})2
]
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Combining real and imaginary terms, then simplifying, gives

C̃ϕα(z) = cα,z
(
1− |z|2 − (1− |z|2)<{αz}+ 2(={αz})2

)
+ icα,z

(
2={αz} − (1− |z|2)={αz} − 2={αz}<{αz}

)
= cα,z

(
(1− |z|2)(1−<{αz}) + 2(={αz})2

)
+ icα,z={αz}

(
1 + |z|2 − 2<{αz}

)
.

Noting that cα,z ∈ R gives the result.

We can use this information to gather some facts about the geometry of B(Cϕα).

Proposition 3.1.3. The Berezin range of Cϕα on H2 is closed under complex conjugation,

and therefore symmetric about the real line.

Proof. Put z = reiθ and α = ρeiψ. We claim that C̃ϕα
(
reiθ
)

= C̃ϕα(rei(2ψ−θ)). This is

the case if and only if rei(2ψ−θ)ϕα(rei(2ψ−θ)) = re−iθϕα(reiθ) or, equivalently, if and only if

ei2ψϕα(rei(2ψ−θ)) = ϕα(reiθ). So let us compute:

e2ψiϕα(rei(2ψ−θ)) = ei2ψ
rei(θ−2ψ) − ρe−iψ

1− ρeiψrei(θ−2ψ)

=
reiθ − ρeiψ

1− ρe−iψreiθ

= ϕα(reiθ).

We point out a corollary of this result that will be important in establishing the charac-

terization of convexity.

Corollary 3.1.1. If the Berezin range of Cϕα on H2 is convex, then <
{
C̃ϕα(z)

}
∈ B(C̃ϕα)

for each z ∈ D.
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Proof. Suppose B(C̃ϕα) is convex. Then since B(Cϕα) is closed under complex conjugation

(by Proposition 3.1.3), we have

1

2
C̃ϕα(z) +

1

2
C̃ϕα(z) = <

{
C̃ϕα(z)

}
∈ B(C̃ϕα).

We these tools in hand, we can provide a characterization of convexity.

Theorem 3.1.2. The Berezin range of Cϕα on H2 is convex if and only if α = 0.

Proof. If α = 0, then B(Cϕα) = {1}, which is convex. Conversely, suppose B(C̃ϕα) is convex.

Then since B(Cϕα) is closed under complex conjugation, we have

1

2
C̃ϕα(z) +

1

2
C̃ϕα(z) = <

{
C̃ϕα(z)

}
∈ B(C̃ϕα).

Accordingly, for each z ∈ D, we can find w ∈ D such that

C̃ϕα(w) = <
{
C̃ϕα(z)

}
.

In turn, =
{
C̃ϕα(w)

}
= cα,w={αw} (1 + |w|2 − 2<{αw}) = 0, where cα,w is defined as in

Lemma 3.1.1. But because cα,w > 0 and (1 + |w|2 − 2<(αw)) > 0 for any α,w ∈ D, we have

=
{
C̃ϕα(w)

}
= 0 if and only if ={αw} = 0. This says that α and w lie on a line passing

through the origin. So we can put w = rα for some r ∈ (−1/|α|, 1/|α|). Now we have

C̃ϕα(w) = <
{
C̃ϕα(rα)

}
=

(1− |rα|2)

|1− |rα|2 + 2i=(αrα)|2
(
(1− |rα|2)(1−<{αrα}) + 2(={αrα})2

)
= 1− r|α|2.
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Consequently,
{
C̃ϕα(rα) : r ∈ (−1/|α|, 1/|α|)

}
= (1−|α|, 1+|α|). However, putting z = ρeiθ,

an elementary exercise shows that

lim
ρ→1−

C̃ϕα(ρeiθ) =


0, α 6= 0

1, α = 0

This tells us that when α 6= 0, given ε with 0 < ε < 1 − |α|, there exists a point z such

that
∣∣∣<{C̃ϕα(z)

}∣∣∣ < ε. But if C̃ϕα(w) = <
{
C̃ϕα(z)

}
, this is a contradiction since C̃ϕα(w) ∈

(1− |α|, 1 + |α|). Thus, B(C̃ϕα) cannot be convex unless α = 0.

3.1.5 Other Examples and Further Directions

We conclude this section with a few questions and remarks, motivated by some examples.

We start with questions that naturally follow the results regarding composition operators on

H2 in the previous section. These operators have symbols which are automorphisms of the

disk, taking the general form

b(z) = ζ
z − α
1− αz

,

where ζ ∈ T and α ∈ D.

Question 3.1.1. In H2, can one characterize the convexity of the Berezin range for the

composition operator with symbol b, with b defined as above, by combining the results in

Theorems 3.1.1 and 3.1.2?

Even more generally, the examples in Section 3.1.4 belong to the class of composition

operators having symbols known as Möbius transformations

M(z) =
az + b

cz + d
,
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where a, b, c, d ∈ C and ad− bc 6= 0. Another natural step would be to consider the class of

operators CM acting on H2.

Question 3.1.2. Given the composition operator CM acting on H2, with M defined as

above, what are necessary and sufficient conditions for B(CM) to be convex?

Figure 3.4: W (CM) and B(CM) on H2 for M(z) = 4+2z
9−z , which appears to be convex.

The Berezin range in the above figure seems to be symmetric about the real line, as was

also seen in Figure 3 and in the first plot in Figure 2, but not in the second plot of Figure

2. This begs a question:

Question 3.1.3. For a composition operator Cϕ acting on H2, when is B(Cϕ) symmetric

about the real line?

Recall that symmetry described in Proposition 3.1.3 was a key part in proving Theorem

3.1.2. It has also been of interest to understand when the numerical range of an operator can

be a disk or an ellipse (cf. the Elliptical Range Theorem), and to deduce other properties

concerning the circular symmetry of the numerical range (see [55,91,158]). Similar questions

can be asked of the Berezin range:
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Question 3.1.4. Given a bounded operator T on H, when is B(T ) an ellipse or circular

disk?

In fact, Karaev showed the Berezin range of multiplication by zn acting on a certain model

space is a disk [107, Example 2.1(a)]. The following example points toward the possibility

that the Berezin range can be a circular disk for other operators.

Figure 3.5: W (Cϕ) and B(Cϕ) on H2 for ϕ(z) = 1+z
2
.

In light of the Axler-Zheng Theorem and its descendants, pointed out in Section ??,

the Berezin transform is arguably most useful in the Bergman space, and, admittedly, the

Berezin range may be more natural to consider in this setting.

Question 3.1.5. Given a class of concrete operators acting on the Bergman space, what

can be said about the convexity of the Berezin range of these operators?

Of the composition operator results presented here, the obstruction to providing imme-

diate analogous results on the Bergman space is the increased complexity of the reproducing

kernel, which is given by kw(z) = 1
(1−wz)2 . In general, one may replace the Bergman space in

the question above with any RKHS of holomorphic functions.
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Looking back to Theorem 3.1.2, the multiplication operators considered were uncompli-

cated. In general, if H is a closed subspace of a Banach space Y , one may take a function

g ∈ Mult(Y ) and consider the generalized Toeplitz operator Tg on H, given by

Tgf = PHgf,

where PH is the orthogonal projection from Y onto H.

Question 3.1.6. Given a (generalized) Toeplitz operator Tg acting on an RKHS H, what

can be said about the convexity of B(Tg)?

We point here to the case where g(z) = z and H is a model space (see [90] for background

on model spaces). The Toeplitz operator in this case is known as a compression of the shift

and the numerical range of this operator has been studied in both one and two variables

[32,33]. In general, these types of operators are known as truncated Toeplitz operators, and

it has been shown that the compactness of these operators can be characterized in terms of

the vanishing boundary behavior of the Berezin transform [110].

On many RKHSs, it is well known that various properties (e.g. boundedness or compact-

ness) of certain operators can be deduced from considering only the action of the operator

on the set of normalized reproducing kernels. Results of this type are known as reproducing

kernel theses. The literature surrounding this idea is extensive, so we point to [124] for in-

troduction and further reading. Many of the results mentioned in Section ?? can be likened

to reproducing kernel theses. One may ask if such results exist between the Berezin and

numerical ranges.

Question 3.1.7. Given an operator T on an RKHS H, are there any properties of W (T )

that can deduced from B(T )?

For example, can one relate the Berezin radius and the numerical radius of an operator?

An elementary estimate gives b(T ) ≤ w(T ). However, one might ask for a sharp constant
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C (depending on T ) so that w(T ) ≤ Cb(T ). In many of the examples we have presented,

it seems that the quantities are equal. Can one characterize when this is the case? The

upshot in proving an equality would be that the radius of the Berezin range is much easier

to compute than the numerical radius. In the case of Toeplitz operators acting on H2,

and for some truncated Toeplitz operators, it is known that these quantities are equal [107].

However, these quantities are not equal in general [107, Example 2]. On H2, it is known that

the numerical radius of an operator can be bounded above and below by the Berezin radius

of certain conjugates of the operator [87, Proposition 1]. In this vein, we end by mentioning

recent interest in establishing inequalities for the Berezin radius (e.g. see [14,88,159,160]).

3.2 Spectra for Toeplitz Operators associated with a Con-

strained Subalgebra

This section contains joint work with Benjamin Russo and Douglas Pfeffer, which can be

found in preprint form in [82], and will appear in Integral Equations and Operator Theory.

We show that for certain symbols, Toeplitz operators acting on H2
t spaces have (relative

point) spectrum which is connected.

3.2.1 Preliminaries

We begin by recalling some definitions and background information. The two-point algebra

associated to fixed points a, b ∈ D is

Aa,b := {f ∈ H∞(D) : f(a) = f(b)}.

For fixed a, b ∈ D, define

H2
t := {f ∈ H2 : f(a) = tf(b)},
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where t ∈ Ĉ := C ∪ {∞}. Recall that Aa,bH
2
t ⊆ H2

t for every t ∈ Ĉ.

For φ ∈ L∞, we define the Toeplitz operator T tφ : H2
t → H2

t by

T tφf = Pt(φf),

where Pt is the orthogonal projection from L2 onto H2
t . We denote the eigenvalues of T tφ

relative to Aa,b as

Λa,b
φ :=

⋃
t∈Ĉ

σp(T
t
φ).

In order to avoid trivialities when discussing Λa,b
φ , it is always assumed that the symbol φ is

non-constant.

Before moving to results, we provide further background on the spectral theory of Toeplitz

operators, as well as some relevant information on constrained subalgebras.

Investigations into the spectra of Toeplitz operators are diverse and far-reaching, begin-

ning with spectral inclusion theorems for self-adjoint Toeplitz operators, which originated

in [35, 97, 98]. Results involving the spectra of Toeplitz operators with continuous or piece-

wise continuous symbols can be found in [39, 68, 92, 113, 153]. The spectrum of a Toeplitz

operator with analytic symbol was first investigated in [156]. Halmos initially posed the

connected-spectrum question in [95], which was answered by Widom in [154,155].

Following these investigations, there were several works aimed at exploring the spectra

of Toeplitz operators acting on spaces other than H2. For example, Devinatz [68] examined

the spectra of real-symboled Toeplitz operators defined on a Hilbert space associated with

a Dirichlet algebra. Another natural theme in this arena has been to consider Toeplitz op-

erators acting on Hilbert spaces of analytic functions defined on assorted domains. Early

work on multiply-connected planar domains was due to Abrahamse, where he established

the existence of self-adjoint Toeplitz operators (relative to a single model space) with discon-

nected point spectrum [1, Section 5]. Further investigations include [5,10,11,58], where more
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in-depth spectral analyses were conducted, including the study of large numbers of isolated

eigenvalues in the gaps of the range of the symbol of the operator. The case of the annulus

was further discussed in [34], where a version of Theorem 3.2.2 is established. Additional

work on multiply connected domains can be found in [2, 19].

The introduction of Toeplitz operators to the setting of constrained subalgebras came

about, in part, through the study of Pick interpolation. In short, the Pick interpolation

problem asks for a multiplier, of norm less than or equal to one, that maps a set of initial

points to a set of target points. It is natural to ask the interpolating function to obey ad-

ditional algebraic constraints. In this direction, Pick interpolation on the Neil algebra was

investigated in [66], and on a generalized two-point algebra in [131]. As a result, further work

on the associated Toeplitz operators has been carried out. In [9], Anderson and Rochberg

established a Widom-type invertibility theorem for Toeplitz operators associated with con-

strained subalgebras of the unit disk. In [130], Jury and Pfeffer established Widom and

Szegő theorems for finite codimensional subalgebras of a class of uniform algebras defined

on finite (connected) Riemann surfaces– of which the Neil and two-point algebras are the

prototypical examples. Such Szegő and Widom theorems for Toeplitz operators on the Neil

algebra were first discussed in [15]. For more results related to constrained algebras, see

[19,20,72,131,135,136].

3.2.2 Structure of H2
t

We now move to establish the results of this section, starting with some structural obser-

vations of H2
t spaces. First, recall for each f ∈ H2 and w ∈ D, we have

f(w) = 〈f, kw〉 :=

∫
T

fkw dµ,
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where dµ is normalized Lebesgue measure on the unit circle T, and

kw(z) =
1

1− wz
, w, z ∈ D

is the Szegő kernel. The spaces H2
t inherit the reproducing property from H2, and we denote

their reproducing kernels by ktw. We will also need the Blaschke product at a and b, given

by

Ba,b(z) =
z − a
1− az

z − b
1− bz

.

We take the convention that 0 · ∞ = 0 on Ĉ.

Proposition 3.2.1. Let t ∈ C \ {0}. For each H2
t space associated to a, b ∈ D, we have

(i) kta = tktb.

(ii) H2
t = Ckta ⊕Ba,bH

2.

(iii) The set {kta/‖kta‖} ∪ {Ba,bz
n}n≥0 is an orthonormal basis for H2

t .

Proof. Point ((i)) follows directly from definition. In order to establish ((ii)), we show

Ba,bH
2 is the orthogonal complement of Ckta in H2

t . Suppose f ∈ H2
t with 〈f, kta〉 = 0.

Then 〈f, tktb〉 = 0, and we see f vanishes at a and b, so f ∈ Ba,bH
2. Conversely, suppose

f ∈ Ba,bH
2. Since Ba,bH

2 ⊂ H2
t , we have f ∈ H2

t and f(a) = 0. Thus, f is orthogonal

to Ckta, and the result follows. Point ((iii)) now follows immediately by noting that, in H2,

multiplication by Ba,b is an isometry and the monomials are orthogonal.

Using the above proposition, a precise formula for the reproducing kernel can be given.

Specifically,

kta(z) =
t

t− τ
(ka(z)− τkb(z)),
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where τ = ka(a)−tka(b)
kb(a)−tkb(b)

. Further, for z, w ∈ D, the reproducing kernel for H2
t is given by

ktw(z) =
kta(w)

‖kta‖2
kta(z) +Ba,b(w)Ba,b(z)kw(z).

We end this section with a proposition about the inner-outer factorization of a function

g ∈ ker(T tφ). Specifically, we note that the outer factor of such a function g must also be in

the kernel of a Toeplitz operator (with a possibly different parameter t).

Proposition 3.2.2. Let φ ∈ L∞ and suppose g ∈ ker(T tφ). Put g = θG with θ inner and G

outer. Then G ∈ ker(T sφ), where s = G(a)/G(b) (i.e. G ∈ H2
s ).

Proof. Let h ∈ H2
s and note as G is outer, it is non-vanishing on D, which means s ∈ C\{0}.

Since g = θG ∈ H2
t and G ∈ H2

s , it follows that θ ∈ H2
t/s. In turn, θh ∈ H2

t and we have

〈
T sφG, h

〉
=

∫
T

φGhdµ =

∫
T

φgθh dµ =
〈
T tφg, θh

〉
= 0.

As this holds for all h ∈ H2
s , we have G ∈ ker(T sφ).

3.2.3 Toeplitz Operators with Analytic Symbols

In this section, we provide a proof of Theorem 3.2.1. We begin by showing that the

point spectrum of T tφ with analytic symbol is a singleton. Recall that Pt is the orthogonal

projection from L2 onto H2
t .

Proposition 3.2.3. If φ ∈ H∞ is non-constant, then

σp(T
t
φ) = 〈φkta, kta〉/‖kta‖2.

Proof. Suppose that (T tφ − λI)g = 0 for λ ∈ C and g ∈ H2
t \ {0}. Using Proposition 3.2.1,
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we can put g = ckta +Ba,bh, for some c ∈ C and h ∈ H2 to obtain

0 = T tφ(ckta +Ba,bh)− λ(ckta +Ba,bh)

= Pt(φ(ckta +Ba,bh))− λ(ckta +Ba,bh)

= cPt(φk
t
a) + Pt(φBa,bh)− λ(ckta +Ba,bh)

= cPt(φk
t
a) + φBa,bh− λ(ckta +Ba,bh),

where the last equality follows from the fact that φBa,bh ∈ Ba,bH
2 ⊆ H2

t . Now put Pt(φkta) =

c′kta +Ba,bf where c′ := 〈φkta, kta〉/‖kta‖2 and f ∈ H2. Then from the above equality we have

0 = c(c′kta +Ba,bf) + φBa,bh− λ(ckta +Ba,bh)

which implies that

Ba,b((λ− φ)h− cf) = c(c′ − λ)kta.

As the left hand side is in Ba,bH
2 and right hand side is in span{kta}, which are orthogonal,

we see that both sides must equal zero. Considering that c(c′ − λ)kta = 0, i.e. c(c′ − λ) = 0,

we have c = 0 or (c′ − λ) = 0.

If c = 0, this means that g = Ba,bh, which we will show cannot happen. Referring back

to the first set of equalities in this proof, we then get that

0 = φBa,bh− λBa,bh = (φ− λ)Ba,bh.

This now says that either φ = λ, which is a contradiction, or that h = 0. But if h = 0, then

Ba,bh = g = 0, which is also a contradiction.

In turn, it must be that c′ − λ = 0, which implies that λ = c′ = 〈φkta, kta〉/‖kta‖2, as

claimed.
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Remark 3.2.1. We point out that the quantity 〈φkta, kta〉/‖kta‖2 is the Berezin transform of

T tφ at a, as discussed in the previous section here (or [62, Section 2]).

We now provide the main result of this section, which completely characterizes the spec-

trum and relative eigenvalues of T tφ when the symbol is in our multiplier algebra.

Theorem 3.2.1. If φ ∈ Aa,b, then

(i) σ(T tφ) = φ(D) and

(ii) Λa,b
φ = {φ(a)}.

In particular, both σ(T tφ) and Λa,b
φ are connected.

Proof. To see ((i)), note as φ ∈ Aa,b, we have T tφf = φf . Now let z0 ∈ D and suppose that

λ = φ(z0). Observe, for any f ∈ H2
t , that

(
(T tφ − λI)f

)
(z0) = (φ(z0)− λ)f(z0) = 0.

Thus, T tφ−λ cannot be surjective, since all functions in its range must have a zero at z0. This

shows φ(D) ⊆ σ(T tφ). Since the spectrum is compact and hence closed, we have φ(D) ⊆ σ(T tφ).

To see the inclusion σ(T tφ) ⊆ φ(D), assume that λ /∈ D. In turn, dist(λ,D) := δ > 0. Since

|φ(z) − λ| ≥ δ for all z ∈ D, we have 1/(φ(z) − λ) is analytic and bounded by 1/δ on D.

Hence, we have (T tφ − λI)−1 = T1/(φ−λ), and so λ /∈ σ(T tφ).

To see ((ii)), note first that Aa,b ⊆ H∞ and therefore Proposition 3.2.3 guarantees that

σp(T
t
φ) = 〈φkta, kta〉/‖kta‖2. However, since φ ∈ Aa,b, we have φkta ∈ H2

t , and therefore

〈φkta, kta〉 = φ(a)kta(a). This gives σp(T tφ) = φ(a), which is independent of t, so we have

Λa,b
φ = {φ(a)}.

Before we turn to real-valued symbols, we provide a brief discussion of arbitrary symbols

to establish that σ(T tφ) is contained in the closed convex hull of the essential range of φ,
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a result true for any φ ∈ L∞. This result is directly analogous to the classical result

by Brown and Halmos for unconstrained Toeplitz operators (see [71, Corollary 7.19]). An

important part of the proof of the following result is [130, Lemma 4.5], which observes that

‖φ‖∞ = ‖T tφ‖.

In order to show this spectral inclusion, we first note that the closed convex hull of a set

E ⊆ C is the intersection of all open half-planes that contain E (e.g. see [71, Lemma 7.17].)

We denote the closed convex hull of the essential range of a function φ by

Re(φ) :=
⋂
{S : essran(φ) ⊆ S and S is a half-plane in C} .

Note that Re(φ) is necessarily a closed subset of C. Thus, if φ is bounded, the above set is

compact. We now have the following spectral inclusion.

Proposition 3.2.4. If φ ∈ L∞, then σ(T tφ) is contained in Re(φ).

Proof. We show that if τ /∈ Re(φ), then τ /∈ σ(T tφ). Accordingly, suppose τ ∈ C \ Re(φ).

Then τ 6∈ S for some open half-plane S ⊆ C containing essran(φ). After translation and

rotation, we can assume S is the right half-plane {z ∈ C : Re(z) > 0}. Thus, since φ− τ is

bounded, we have that Re(φ− τ) is a compact subset of S. Hence, there exists ε > 0 such

that

εRe(φ− τ) ⊆ {z ∈ C : |z − 1| < 1},

and therefore ‖1 − ε(φ − τ)‖∞ < 1. It is known that ‖1 − ε(φ − τ)‖∞ = ‖I − T tε(φ−τ)‖

(see [130, Lemma 4.5]), which gives ‖I − T tε(φ−τ)‖ < 1. This implies that T tε(φ−τ) = εT tφ−τ is

invertible. Therefore τ /∈ σ(T tφ).

We now turn to results regarding real-valued symbols. Without surprise, this setting

poses a greater challenge than the analytic setting.
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3.2.4 Toeplitz Operators with Real-valued Symbols

In this section, we provide a proof of Theorem 3.2.2. We begin by noting that, for φ ∈ L∞

real-valued, the space ker(T tφ) is naturally associated with the annihilator of Aa,b + A ∗
a,b :=

{h1 + h2 : h1, h2 ∈ Aa,b}. In order to establish this fact, we first record a few propositions.

Proposition 3.2.5. Let φ ∈ L∞ be real-valued. If g ∈ ker(T tφ), then φ|g|2 annihilates

Aa,b + A ∗
a,b.

Proof. Suppose T tφg = 0 and let h ∈ Aa,b. Then hg ∈ H2
t and we have

0 = 〈T tφg, hg〉 =

∫
T

φghg dµ =

∫
T

φ|g|2h dµ.

As φ|g|2 is real-valued, we also have
∫
T φ|g|

2h dµ = 0, which establishes the claim.

We now characterize annihilating measures for Aa,b + A ∗
a,b, considered as a subspace of

L∞.

Proposition 3.2.6. Let ν << µ be a measure whose Radon-Nikodym derivative with respect

to µ is in L1. Then dν
dµ

annihilates Aa,b + A ∗
a,b if and only if there exists d1, d2 ∈ C such that

dν

dµ
= d1(ka − kb) + d2(ka − kb) a.e. on T.

Proof. We begin with the backward implication. Assume that there exists d1, d2 ∈ C such
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that dν
dµ

= d1(ka − kb) + d2(ka − kb) and let h1 + h2 ∈ Aa,b + A ∗
a,b. It follows that

∫
T

(h1 + h2)
dν

dµ
dµ =

∫
T

(h1 + h2)(d1(ka − kb) + d2(ka − kb)) dµ

= d1

∫
T

h1(ka − kb) dµ+d2

∫
T

h1ka − kb dµ

+ d1

∫
T

h2(ka − kb) dµ+d2

∫
T

h2ka − kb dµ .

The first and fourth terms are both zero since (ka−kb)(0) = 0 and the integrands are entirely

analytic and anti-analytic, respectively. Further, since h1 and h2 are both taken from Aa,b,

we have

∫
T

(h1 + h2)
dν

dµ
dµ = d2

∫
T

h1ka − kb dµ+d1

∫
T

h2(ka − kb) dµ

= d2〈h1, ka − kb〉+ d1〈h2, ka − kb〉

= 0.

Thus, dν
dµ

annihilates Aa,b + A ∗
a,b.

For the forward implication, assume dν
dµ

annihilates Aa,b + A ∗
a,b and let pn(z) = zn(z −

a)(z − b) for n ≥ 0. Since pn vanishes at a and b, we have pn, pn ∈ Aa,b + A ∗
a,b. Hence,

0 =

∫
T

pn
dν

dµ
dµ =

∫
T

zn+2 dν

dµ
dµ−

∫
T

(a+ b)zn+1 dν

dµ
dµ+

∫
T

abzn
dν

dµ
dµ.

This gives that the negative Fourier coefficients of dν
dµ

must satisfy the linear recurrence

relation
d̂ν

dµ
(n+ 2) = (a+ b)

d̂ν

dµ
(n+ 1)− ab d̂ν

dµ
(n).

One can readily verify that this recurrence relation is solved by d̂ν
dµ

(n) = c1a
n+c2b

n, for some
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constants c1, c2 ∈ C. Similarly, considering 0 =
∫
T pn

dν
dµ
dµ, we see that the positive Fourier

coefficients of dν
dµ

must satisfy the recurrence relation

d̂ν

dµ
(n− 2) = (a+ b)

d̂ν

dµ
(n− 1)− ab d̂ν

dµ
(n).

This recurrence relation is solved by d̂ν
dµ

(n) = c3a
n + c4b

n, for some constants c3, c4 ∈ C.

Noting that d̂ν
dµ

(0) = 0, we find that, almost everywhere on T, we have

dν

dµ
(z) =

∑
n<0

d̂ν

dµ
(n)zn +

∑
n>0

d̂ν

dµ
(n)zn

=
∑
n<0

(c1a
n + c2b

n)zn +
∑
n>0

(c3a
n + c4b

n
)zn

= c1

∑
n≤0

(az)n − c1 + c2

∑
n≤0

(bz)n − c2

+ c3

∑
n≥0

(az)n − c3 + c4

∑
n≥0

(bz)n − c4

= c1ka(z)− c1 + c2kb(z)− c2 + c3ka(z)− c3 + c4kb(z)− c4.

For any h ∈ Aa,b with h(0) = 0, we now have

0 =

∫
T

h
dν

dµ
dµ = c3h(a) + c4h(b).

Since h(a) = h(b), we have c4 = −c3. Similarly, for h ∈ A ∗
a,b with h(0) = 0, we have

0 =

∫
T

h
dν

dµ
dµ = c1h(a) + c2h(b).
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Again, since h(a) = h(b), we have c2 = −c1. Letting d1 = c3 and d2 = c1, we have

dν

dµ
= d1(ka − kb) + d2(ka − kb).

The upshot now is that, by passing to the outer factor G of g ∈ ker(T tφ), we have an

explicit description of φ|G|2. First, however, we need the following lemma.

Lemma 3.2.1. If G ∈ H2
t is outer, then GAa,b is dense in H2

t .

Proof. Suppose f,G ∈ H2
t with G outer. Since G is outer, there exists a sequence of poly-

nomials {pn} such that pnG → f . Let Pa,b : H2 → (H2
t=1)⊥ be the projection onto the

span{ka − kb} and define

qn := pn − Pa,b(pn) = pn −
〈
pn,

ka − kb
‖ka − kb‖

〉
ka − kb
‖ka − kb‖

.

We claim that qnG → f . Observe that qn ∈ H2
t=1, and since qn is a linear combination of

H∞ functions, we have that qn ∈ Aa,b. Observe that qnG→ f when

〈
pn,

ka − kb
‖ka − kb‖

〉
ka − kb
‖ka − kb‖

= (pn(a)− pn(b))
ka − kb
‖ka − kb‖2

→ 0,

which happens if and only if (pn(a)− pn(b))→ 0. Since pnG→ f in norm, it also converges

pointwise. Therefore,

pn(a)G(a)→ f(a) and pn(b)G(b)→ f(b).
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Since G and f are in H2
t and G is outer (therefore G(a) 6= 0), we have

lim
n→∞

(pn(a)− pn(b)) = lim
n→∞

1

G(a)
(pn(a)G(a)− tG(b)pn(b))

=
1

G(a)
(f(a)− tf(b)) = 0.

We now prove the aforementioned identification between ker(T tφ) and the annihilator

measures of Aa,b + A ∗
a,b.

Proposition 3.2.7. Let φ ∈ L∞ be real-valued and suppose G ∈ H2
t is outer. Then

G ∈ ker(T tφ) if and only if there exists a constant c ∈ C so that

φ|G|2 = c(ka − kb) + c(ka − kb).

Proof. We prove the backward direction first. Suppose G ∈ H2
t is outer and let h ∈ Aa,b.

Observe that

〈T tφG, hG〉 =

∫
T

φ|G|2h dµ =

∫
T

(c(ka − kb) + c(ka − kb))h dµ = 0.

In view of Lemma 3.2.1, T tφG ≡ 0.

To see the forward direction, observe that if T tφG = 0, then it follows from Proposition

3.2.5 that φ|G|2 annihilates Aa,b + A ∗
a,b. Further, since G ∈ L2 and φ ∈ L∞, we have that

φ|G|2 ∈ L1. Thus, the measure φ|G|2 dµ is a measure that is absolutely continuous with

respect to µ and whose Radon-Nikodym derivative with respect to µ is in L1. It now follows

from Proposition 3.2.6 that there exists d1, d2 ∈ C such that

φ|G|2 = d1(ka − kb) + d2(ka − kb).
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However, since φ|G|2 is real-valued, this is only possible if d1 = d2. Putting c as this common

value, the result follows.

Remark 3.2.2. In the backward direction of Proposition 3.2.7, we require G to be outer in

order to use Lemma 3.2.1. However, the forward direction does not require G to be outer.

We will now have an interlude to discuss the behavior of c(ka − kb) + c(ka − kb) on T.

Lemma 3.2.2. For any choice of a, b ∈ D and c ∈ C \ {0}, the function

Re
(
c(ka(e

it)− kb(eit))
)

is positive (negative) on precisely one proper sub-arc of T.

Proof. Begin by letting u(z) := ka(z)− kb(z) and noting

u(z) =
(a− b)z

(1− az)(1− bz)
.

In turn, we see that cu fixes the origin for any value of c ∈ C and is analytic on a disk

containing D. By the open mapping theorem, we have 0 is in the interior of cu(D). Further,

and again by the open mapping theorem, we have that the boundary of cu(D) is contained

in cu(T). But since 0 is in the interior of cu(D), it must be that the boundary of cu(D) has

a component both in the left-half and right-half plane, and so must cu(T). Also notice that

Re(cu(z)) =
1

2

[
c(a− b)z

(1− az)(1− bz)
+

c(a− b)z
(1− az)(1− bz)

]

=
c(a− b)z(1− az)(1− bz) + c(a− b)z(1− az)(1− bz)

2 |(1− az)|2
∣∣(1− bz)

∣∣2 .

On the circle, Re(cu(eit)) = 0 is a homogeneous trigonometric polynomial equation of degree

one, so Re(cu(eit)) has at most two zeros. Equivalently, cu(T) is purely imaginary at most
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twice. But since cu(T) has a component in both the left-half and right-half plane, it follows

that Re(cu(eit)) has precisely two zeros, and changes sign precisely twice. The result follows.

We have one more important observation to make about the behavior of the zeros of

Re(c(ka − kb)) on the circle.

Proposition 3.2.8. For any constants c, d ∈ C, with c not a non-negative multiple of d, we

have on T that

{d(ka − kb) + d(ka − kb) > 0} 6⊂ {c(ka − kb) + c(ka − kb) > 0}.

Proof. Begin by letting u(z) := ka(z)−kb(z) and observing that {du+du > 0} = {cu+cu >

0} if and only if c and d are non-negative real multiples. Suppose for contradiction that

{du+ du > 0} ( {cu+ cu > 0}.

Then, letting tc = Arg c and td = Arg d, we have

{eitdu+ eitdu > 0} ( {eitcu+ eitcu > 0}.

Let eiθc1 and eiθc2 be the solutions to cu + cu = 0 on T. Similarly, let eiθd1 and eiθd2 be

the solutions to du + du = 0 on T. By the containment hypothesis and Lemma 3.2.2, we

have eiθc1 , eiθc2 ∈ {du+ du ≤ 0} (we include equality with zero as two of the roots eiθcj , eiθdj ,

j = 1, 2, may be equal). Without loss of generality, this implies that Re(eitdu(eiθc1 )) ≤ 0 and

Re(eitdu(eiθc2 )) < 0.

By definition, we also have that Re(eitcu(eiθc1 )) = Re(eitcu(eiθc2 )) = 0. Further, since 0 ∈

eitcu(D), we have that Im(eitcu(eiθc1 )) and Im(eitcu(eiθc2 )) have different signs. It now follows
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that for any θ ∈ R not a multiple of π, the signs of Re(eiθeitcu(eiθc1 )) and Re(eiθeitcu(eiθc2 ))

are different. In particular, taking θ = td − tc (by hypothesis not a multiple of π), we see

that Re(ei(td−tc)eitcu(eiθc1 )) and Re(ei(td−tc)eitcu(eiθc2 )) have different signs. But

Re(ei(td−tc)eitcu(eiθc1 )) = Re(eitdu(eiθc1 ))

and

Re(ei(td−tc)eitcu(eiθc2 )) = Re(eitdu(eiθc2 )).

This is a contradiction.

Again, for φ ∈ L∞, recall that the set of eigenvalues of T tφ relative to Aa,b is

Λa,b
φ :=

⋃
t∈Ĉ

σp(T
t
φ).

We now identify Λa,b
φ with annihilators of Aa,b + A ∗

a,b := {h1 + h2 : h1, h2 ∈ Aa,b}.

Proposition 3.2.9. Let φ ∈ L∞ be real-valued. There exists a c ∈ C such that for every

λ ∈ Λa,b
φ , there exists an outer function Gλ such that

(φ− λ)|Gλ|2 = c(ka − kb) + c(ka − kb).

Moreover, the constant c is unique up to a non-negative real multiple.

Proof. By definition, if λ ∈ Λa,b
φ , then there exists t ∈ Ĉ and gλ ∈ H2

t such that T tφgλ = λgλ,

or, equivalently, gλ ∈ ker(T tφ−λ). Further, by Proposition 3.2.2, we know the outer part of gλ,

say Gλ, belongs to ker(T sφ−λ), where s = Gλ(a)/Gλ(b). Now, use Proposition 3.2.7 applied

to φ− λ to get the desired result.
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To see that c is unique up to a non-negative constant, let λ1, λ2 ∈ Λa,b
φ be distinct with

(φ− λj)|Gλj |2 = cj(ka − kb) + cj(ka − kb), j = 1, 2.

Without loss of generality, suppose λ1 > λ2. Then {φ > λ1} ⊆ {φ > λ2}, or, equivalently,

{c1(ka − kb) + c1(ka − kb) > 0} ⊆ {c2(ka − kb) + c2(ka − kb) > 0}. It now follows from

Proposition 3.2.8 that c1 and c2 must be non-negative real multiples of each other.

We now note that the collection of outer functions in the kernel of T tφ, for fixed real-valued

φ, is quite small. In fact, all such outer functions are essentially unique.

Proposition 3.2.10. Let φ ∈ L∞ be real-valued and let N denote the collection of outer

functions inH2. Then there is at most one t ∈ Ĉ so that ker(T tφ)∩N is non-empty. Moreover,

when ker(T tφ) ∩N is non-empty, it is equal to the span of a single outer function.

Proof. Suppose G1 ∈ ker(T tφ) and G2 ∈ ker(T sφ) are outer, with s 6= t. From Proposition

3.2.7, there exist constants c1, c2 ∈ C such that

φ|Gj|2 = cj(ka − kb) + cj(ka − kb), j = 1, 2.

Since |G1|2 and |G2|2 are non-negative, c1(ka−kb) + c1(ka − kb) and c2(ka−kb) + c2(ka − kb)

must be positive (negative) on the same subsets of T. Proposition 3.2.8 indicates that this

can happen if and only if c1 is a non-negative real multiple of c2. In turn, there exists a

positive constant r ∈ R so that φ|G1|2 = φr2|G2|2. Since outer functions are determined

by their modulus on the unit circle, it follows that G1 and G2 are constant multiples of one

another and therefore G2 ∈ span{G1}. Hence G2 ∈ ker(T tφ) ∩N .

Marching toward our proof of Theorem 3.2.2, we pause to record a lemma that will be

used for a key proposition.
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Lemma 3.2.3 ([83, p. 146]). Given w ∈ Lp(T) such that log(|w|) ∈ L1(T), the following

function

W (z) = exp

 1

2π

2π∫
0

eiθ + z

eiθ − z
log(|w(eiθ)|) dθ

 ,

defined for z ∈ D, is an outer function in Hp. Moreover, |W | = |w| on T.

We now introduce some important notation. For c ∈ C, let

S−c := {z ∈ T : c(ka − kb) + c(ka − kb) < 0}

and

S+
c := {z ∈ T : c(ka − kb) + c(ka − kb) > 0}.

It turns out that these sets are crucial in understanding the relative eigenvalues of T tφ.

Proposition 3.2.11. Let φ ∈ L∞ be real-valued. If there exist c ∈ C and β ∈ R such that

ess sup{(φ− β)|S−c } = m < 0 < M = ess inf{(φ− β)|S+
c
},

then

(i) (m+ β,M + β) ⊆ Λa,b
φ .

(ii) For every β + λ ∈ (m + β,M + β), there exists an essentially unique outer function

Gβ,λ such that

(φ− (β + λ))|Gβ,λ|2 = c(ka − kb) + c(ka − kb).

(iii) The endpoints M + β and m+ β are elements of Λa,b
φ if and only if

c(ka − kb) + c(ka − kb)
φ− (M + β)

and
c(ka − kb) + c(ka − kb)

φ− (m+ β)
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are integrable.

Proof. Let λ ∈ (m,M) and consider the function

ψ :=
c(ka − kb) + c(ka − kb)

φ− (β + λ)
.

By definition of M , on S+
c we have, λ < M ≤ φ−β and hence 0 < φ− (β+λ). Additionally,

φ − (β + λ) is uniformly bounded away from 0 on S+
c . Similarly, by definition of m, the

function φ − (β + λ) is negative and uniformly bounded away from zero on S−c . In turn,

|φ− (β + λ)| is uniformly bounded away from zero. Further, by definition of S+
c and S−c , it

is clear that ψ is non-negative.

Now consider

log(ψ) = log(|c(ka − kb) + c(ka − kb)|)− log(|φ− (β + λ)|).

Note first that
∫
T log(|φ− (β + λ)|) dm <∞, so that

−
∫
T

log(|φ− (β + λ)|) dm > −∞.

It follows from Lemma 3.2.2 that

∫
T

log(|c(ka − kb) + c(ka − kb)|) dm > −∞.

Altogether, we find that ∫
T

log(ψ) dm > −∞.

Thus, since T is compact, it now follows that log(ψ) ∈ L1. Now consider the function ψ1/2.

Since ψ ∈ L1 and is non-negative, we have that ψ1/2 ∈ L2. Further, log(ψ1/2) = 1
2

log(ψ) ∈
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L1.

Now, since ψ1/2 ∈ L2 and log(ψ1/2) ∈ L1, it follows from Lemma 3.2.3 that the function

Gβ,λ(z) := exp

 1

2π

2π∫
0

eiθ + z

eiθ − z
log(|ψ1/2(eiθ)|) dθ


is an outer function in H2 with |Gβ,λ| = ψ1/2 on T. Thus, we have an outer function

Gβ,λ ∈ H2 with

|Gβ,λ|2 = ψ =
c(ka − kb) + c(ka − kb)

φ− (β + λ)
,

where the last equality follows from ψ being non-negative.

It now follows from Proposition 3.2.7 that T tφ−(β+λ)Gβ,λ = 0 for t =
Gβ,λ(a)

Gβ,λ(b)
(where

Gβ,λ(b) 6= 0 since Gβ,λ is outer). In light of Proposition 3.2.10, we have that Gβ,λ is unique up

to a constant. Rewriting T tφ−(β+λ)Gβ,λ = 0, we find that T tφGβ,λ = (λ+ β)Gβ,λ and therefore

λ+ β is an eigenvalue for T tφ. This means λ+ β ∈ Λa,b
φ and therefore (m+ β,M + β) ⊆ Λa,b

φ .

If we require the integrability of

c(ka − kb) + c(ka − kb)
φ− (M + β)

and
c(ka − kb) + c(ka − kb)

φ− (m+ β)
,

the above argument holds for λ = M and λ = m.

Finally, we have the machinery necessary to prove Theorem 3.2.2.

Theorem 3.2.2. If φ ∈ L∞ is real-valued, then Λa,b
φ is either empty, a point, or an interval.

In particular, Λa,b
φ is connected.

Proof. If Λa,b
φ is empty or a point, then we are done. Suppose, then, Λa,b

φ 6= ∅ and that there

exist distinct λ1, λ2 ∈ Λa,b
φ . By Proposition 3.2.9, there exist outer functions G1, G2 ∈ H2
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and c1, c2 ∈ C such that

(φ− λj)|Gj|2 = cj(ka − kb) + cj(ka − kb), j = 1, 2,

where c1 and c2 differ by a non-negative real constant. By absorbing this constant into |Gj|2

and relabeling appropriately, it follows that there exists a single c ∈ C such that

(φ− λj)|Gj|2 = c(ka − kb) + c(ka − kb), j = 1, 2.

Without loss of generality, assume λ1 < λ2 and let β ∈ (λ1, λ2). Then we have

φ− λ2 < φ− β < φ− λ1.

Therefore

(φ− β)|S−c < (φ− λ1)|S−c < 0

and

0 < (φ− λ2)|S+
c
< (φ− β)|S+

c
.

Finally, it follows from Lemma 3.2.2 that the sets S±c are of positive measure. As a result,

we can define the constants

m := ess sup{(φ− β)|S−c }

M := ess inf{(φ− β)|S+
c
}

and conclude that m < 0 < M . It follows from Proposition 3.2.11 that (m+β,M+β) ⊆ Λa,b
φ

(with inclusion of endpoints possible).

We claim that this interval is all of Λa,b
φ and show that if λ+ β > M (resp. λ+ β < m),

then λ+ β /∈ Λa,b
φ . To this end, suppose λ+ β > M + β, and, for the sake of contradiction,
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that λ+ β ∈ Λa,b
φ . By Proposition 3.2.7, there exists a constant d ∈ C and Gβ+λ ∈ H2 outer

such that

(φ− (β + λ))|Gβ+λ|2 = d(ka − kb) + d(ka − kb).

Similarly, since 0 ∈ (m,M), we have β ∈ (m+ β,M + β) ⊆ Λa,b
φ and therefore, by part ((ii))

of Proposition 3.2.11,

(φ− β)|Gβ|2 = c(ka − kb) + c(ka − kb)

for some outer function Gβ ∈ H2. Now, since λ+ β > M + β, we have

{φ− (β + λ) > 0} ( {φ− β > 0}

and therefore

{d(ka − kb) + d(ka − kb) > 0} = {φ− (β + λ) > 0}

( {φ− β > 0}

= {c(ka − kb) + c(ka − kb) > 0}.

However, by Proposition 3.2.8, this inclusion cannot occur. Hence we arrive at a contradiction

and λ+ β /∈ Λa,b
φ . An analogous arguments holds for λ+ β < m+ β.

3.2.5 Further Remarks and Questions

For real-valued symbols, the proof of Theorem 3.2.2 shows, when expecting a relative

point spectrum consisting of an interval, the symbol of the Toeplitz operator is quite confined;

namely, the hypotheses of Proposition 3.2.11 must be satisfied. However, there is no mention

of explicit hypotheses required on the symbol to guarantee the relative point spectrum to

be empty or a point – the former of which we argue is most often the case. In fact, it can
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be shown, using arguments very similar to the ones used in the above proofs, that Λa,b
φ is a

point if and only if there exist constants c ∈ C and β ∈ R such that

ess sup{(φ− β)|S−c } = 0 = ess inf{(φ− β)|S+
c
}.

Again, the behavior of φ is quite restricted. All told, in order for a constrained Toeplitz op-

erator to have non-empty relative spectrum in the real-valued setting, it must have a symbol

(up to a translation) with set of positivity (negativity) coinciding with that of Re(c(ka−kb))

for some c ∈ C.

Reflecting back to Section 3.2.1, Widom’s connected-spectrum result held for arbitrary

symbols. A result of this generality is still unknown for the two-point and Neil cases:

Question 3.2.1 (Open). For general φ ∈ L∞, are the spectrum, essential spectrum, and

relative point spectrum of T tφ connected? In the Neil algebra setting?

The Neil and two-point constraints are, heuristically speaking, the building blocks for

general finite codimensional subalgebras ofH∞. This notion, due to Gamelin, was formalized

in [86, Theorem 9.8], and reinterpreted in [130, Theorem 2.1]. A natural generalization of

the work here, and in [34], would be to consider spectra of Toeplitz operators associated to

these algebras:

Question 3.2.2 (Open). For a general finite codimensional subalgebra of H∞, do the asso-

ciated Toeplitz operators have connected relative spectrum?

Here, by ‘associated’ we mean Toeplitz operators acting on subspaces of H2 which carry

a representation for the sublagebra.
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