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ABSTRACT OF THE DISSERTATION 

Influence of Focal Activity on Macroscale Brain Dynamics in Health and Disease 

by 
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Doctor of Philosophy in Biology and Biomedical Sciences 
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Professor Jin-Moo Lee, Chair 

 

Macroscopic recordings of brain activity (e.g. fMRI, EEG) are a sensitive biomarker of 

the neural networks supporting neurocognitive function. However, it remains largely 

unclear what mechanisms mediate changes in macroscale networks after focal brain 

injuries like stroke, seizure, and TBI. Recently, optical neuroimaging in animal models 

has emerged as a powerful tool to begin addressing these questions. Using widefield 

imaging of cortical calcium dynamics in mice, this dissertation investigates the 

mechanisms by which focal disruptions in activity alter brain-wide functional dynamics. 

In two chapters, I demonstrate 1) that focal sensory stimulation elicits state-dependent, 

global slow waves propagating from primary somatosensory cortex (S1). Using a focal 

ischemic stroke model, I show that bilateral activation of somatosensory cortices is 

required for initiating global SWs, while spontaneous SWs are generated independent 

of S1. 2) That regional disruption of cortical excitability induces widespread changes 

across cortical networks, using chemogenetic manipulation of parvalbumin interneurons 

to model focal epileptiform activity in S1. We further show that local imbalances in 
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excitability propagate differentially through intra- and interhemispheric connections, and 

can induce plasticity in large-scale networks.  These studies begin to define the 

mechanisms of macro-scale network disruption after focal injuries, adding to our 

understanding of how local cortical circuits modulate global brain networks. 
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Chapter 1: Introduction and Perspective 
1.1 Hierarchical brain network activity 
The brain is an exquisitely organized, densely connected network containing billions of 

diverse neurons and glia. This network is alive with electrochemical activity, spanning 

multiple scales of space and time. In the temporal domain, the brain generates electrical 

oscillations over a broad range of frequencies, from infraslow activity (<0.01 Hz) to fast 

gamma waves and action potentials (>100 Hz), which nest hierarchically and interact 

with each other across timescales (Buzsaki and Draguhn, 2004). In the spatial domain, 

these waves engage individual neurons as well as large ensembles of neurons 

distributed broadly across functional networks. By synchronizing and patterning 

electrical activity on local and global scales, the brain is able to temporally bind neuronal 

assemblies together, organize information transfer, and support higher computational 

function (Buzsaki and Draguhn, 2004). The central goal of modern systems 

neuroscience is thus to understand how information is encoded and processed within 

multi-scale brain network dynamics. 

            

Ideally, one could fully characterize brain dynamics by recording the activity and 

connectivity of every neuron at once, however there are considerable technical 

obstacles to doing so (Kleinfeld et al., 2019). Instead, modern neuroscience has relied 

on recording spatial and temporal cross-sections of multi-scale brain activity. The 

available tools for extracting these cross-sections can be roughly grouped into three 
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categories: micro-, meso-, and macroscopic recording (Figure 1.1), each with their own 

merits and shortcomings.  

 

Figure 1.1 Types of cross-sectional recordings of multi-scale brain dynamics. 

 

Microscopic recordings offer the most granular view of brain activity, primarily by using 

invasive electrophysiological probes to sample intra- and extracellular electrical 

potentials of individual neurons on kilohertz timescales. While future developments in 

probe design may permit massive sampling of individual neurons (Kleinfeld et al., 2019), 

this approach is inherently blind to the input and output connections of sampled 

neurons, as well as how those signals are integrated within each neuron’s complex 

subcellular electrical dynamics (Ranganathan et al., 2018, Moore et al., 2017). Meso-

scale electrophysiology offers a broader perspective on the behavior of neuronal 

ensembles. For example, the local field potential (LFP) represents the weighted sum of 

• Tools: intra- and extracellular recordings of single neurons
• Pre-synaptic neurotransmitter release dynamics
• Post-synaptic receptor biophysics and kinetics
• Regulation by intracellular signaling, genetics
• Net induced membrane potential fluctuations and APs

• Tools: LFP, MUA recordings, Ca2+ imaging of ensembles
• Activity of microcircuit ensembles of multiple cell types linked 

by synaptic and gap junctional connectivity
• Activity =	∬ Neuromodulation ⨉ (Excitation – Inhibition)
• Typically blind to underlying connectivity or cell types

• Tools: EEG, ECoG, DOT (cortex only); fMRI (whole brain)
• Measures net ensemble behavior as diffuse signal
• Functional connectivity (FC) - synchronized activity across 

broad brain networks, reports on higher functions (sensory, 
motor, arousal, memory, etc.)

Mesoscopic

Macroscopic

Microscopic
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the currents in nearby neurons and glia, and is an easy way to measure the net activity 

of local circuits with temporal precision on the millisecond timescale. Alternatively, 

probes can be designed to detect action potentials, using one or more electrodes to 

record nearby spiking of many neurons, or multi-unit activity (MUA). However, as with 

single cell recordings, it remains challenging to determine neuronal sources of meso-

scale LFP and MUA signals, what type of neurons are activating, and perhaps most 

critically - with whom they are connected (Pesaran et al., 2018).  There is thus great 

need to understand cellular and ensemble dynamics in the context of connected circuits 

and networks.  

 

On the other end of spectrum, macroscale dynamics capture whole brain network 

dynamics and connectivity of broadly distributed neuronal ensembles. Macroscopic 

recordings in humans are typically non-invasive, and as we will discuss in subsequent 

sections, have untapped potential as a biomarker of the networks underlying 

neurocognitive function. However, our mechanistic insight into macroscale network 

behavior is limited by the available tools, as sampling large areas non-invasively comes 

at a cost of fine spatiotemporal resolution. For example, electroencephalography (EEG) 

can readily capture the net electrical activity at discrete points across the cortex, 

however cortical current signals are spatially diffuse, summative approximations of 

underlying cellular ensembles close to the brain’s surface. Functional magnetic 

resonance imaging (fMRI) imaging affords spatial access to activity across the whole 

brain, but at the cost of extremely limited temporal resolution, due to the inherently slow 

(<0.1 Hz) fluctuations of the blood oxygen level dependent (BOLD) signal. There is thus 
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a need to understand the mechanisms that bridge the cellular and circuit-level activity 

surveyed by micro- and mesoscopic recordings with the macroscopic EEG and BOLD 

signals that can be recorded noninvasively in humans.  

1.2 Development of optical imaging in animal models 
In recent years, optical neuroimaging in animal models has emerged as a powerful tool 

to study the cellular and circuit underpinnings of macroscale network dynamics. In this 

section, I will briefly review the history of this technology and its advancement towards 

capturing higher fidelity cross-sections of macroscopic dynamics of the brain.  

 

The earliest examples of optical neuroimaging measured the optical intrinsic signal 

(OIS), a label-free contrast based on differential light absorption by oxy- and 

deoxyhemoglobin. Visible light reflectance off of the brain over time thus reports on 

changes in cortical blood flow and oxygen consumption during neural activity, similar to 

the BOLD signal in fMRI, but with higher spatial resolution. This approach has been 

used to characterize the gross functional architecture of the cortex (Grinvald et al., 

1986), the organization of V1 into orientation columns (Bonhoeffer and Grinvald, 1991), 

and the relationship between blood oxygen and neural activity (Devor et al., 2003). 

Optical imaging also offers faster temporal resolution than the BOLD fMRI signal, for 

example by taking advantage of techniques like multispectral illumination (Bouchard et 

al., 2009). However, like BOLD fMRI, OIS neuroimaging measures an indirect 

hemodynamic response to neural activity at infraslow (<0.1 Hz) speeds, and is thus 

blind to fast, underlying neural dynamics.  
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In the last two decades, new optical techniques have emerged to more directly report on 

fast neural dynamics. This was first accomplished using voltage sensitive dyes (VSDs) 

applied to the cortex to visualize electrical activity (Tsodyks et al., 1999). However, VSD 

preparations typically require craniotomies for dye delivery, and are thus largely 

restricted to single measurements in anesthetized animals. More recently, genetically 

encoded indicators have exploded in popularity (Lin and Schnitzer, 2016). These 

sensors improve upon VSDs because they can be targeted to subsets of neurons using 

specific promoter elements, and customized to report on different measures like voltage 

(Carandini et al., 2015, Akemann et al., 2012), neurotransmitter release (Marvin et al., 

2013, Xie et al., 2016), and calcium dynamics (Chen et al., 2013, Dana et al., 2014).  

Critically, genetically encoded indicators are temporally stable, permitting longitudinal, 

non-invasive imaging in awake animals to examine physiologically relevant network 

dynamics.  

 

Most optical imaging studies in the last decade have relied on the genetically encoded 

calcium indicator GCaMP, a fusion protein of circularly-permuted green fluorescent 

protein (GFP) and calmodulin (Chen et al., 2013). During action potentials, Ca2+ rapidly 

floods the cytoplasm, binding to GCaMP and inducing a conformational change that 

transiently restores GFP fluorescence until Ca2+ is cleared. GCaMP fluorescence has 

been shown to correlate with local electrophysiological recordings like MUA and LFP 

(Ma et al., 2016b, Murphy et al., 2018) and is thought to reflect supratheshold dynamics 

(Chen et al., 2013), and thus can act as a surrogate for electrophysiology over large 

spatial territories. GCaMP’s popularity has been facilitated by its early availability in 
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model organisms, for example using transgenic expression in mice (Chen et al., 2012, 

Dana et al., 2014), as well as delivery by viruses (Michelson et al., 2019). These models 

have pushed the boundaries of our mechanistic insight into macroscale network 

dynamics.  

1.3 Investigating macroscale networks with optical 
imaging in mice 
Macroscopic optical imaging in mice recapitulates many key features of human brain 

network dynamics observed with fMRI and EEG. In combination with the diverse palette 

of genetic manipulations, pharmacology, and injury models available in mice, optical 

imaging has proven a valuable experimental tool for dissecting the mechanisms 

underlying macroscale network dynamics in healthy and diseased brains. In this 

section, we will highlight some of the key translational discoveries mouse optical 

imaging has provided thus far.  

 

Perhaps the most salient feature emerging from macroscopic brain recordings in 

humans is functional connectivity (FC) – synchronized activity across broadly distributed 

functional networks. FC manifests in correlated, spontaneous infraslow fluctuations in 

cortical electrophysiology (He et al., 2008) and BOLD signals (Fox and Raichle, 2007) 

within large neuroanatomical systems underlying vision, attention, memory, etc. 

Importantly, changes in infraslow FC patterns are sensitive to virtually every major 

neurological and psychiatric disease of the brain, and thus have unexplored potential as 

a diagnostic and prognostic tool (Fox and Greicius, 2010). In order to effectively 
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translate macroscopic brain recordings into clinical care applications, the mechanistic 

basis of changes in FC must be further elucidated.  

 

The first big step towards examining mechanisms of macroscale FC was demonstrating 

that OIS imaging in mouse models captures detailed resting state FC networks similar 

to those observed with human fMRI (White et al., 2011). Subsequently, it was shown 

that observed patterns in brain hemodynamics are coupled to underlying excitatory 

neural dynamics, using simultaneous OIS and GCaMP imaging (Ma et al., 2016b). 

Consistent with this finding, infraslow GCaMP dynamics exhibit similar FC patterns to 

those observed with hemodynamic signals, but unique FC patterns are further revealed 

on faster timescales detectable with calcium imaging (Vanni and Murphy, 2014, Wright 

et al., 2017b). While spontaneous activity was once thought to be “noise”, optical 

imaging has revealed that spontaneous dynamics engage the same connectivity 

framework as activity evoked by sensory stimulation, with spatial patterns mirroring 

monosynaptic structural connectivity (Mohajerani et al., 2013). Rather than being 

random, the correlation patterns observed as FC emerge from stereotyped spatial 

motifs unique to different frequency bands of activity (Vanni et al., 2017). While FC is 

typically examined at the macro level, optical imaging has further shown that long-

distance synchronous connectivity is highly detailed even at the level of microcircuits 

like V1 orientation columns, demonstrated in anesthetized cats (O'Hashi et al., 2018) 

and both awake and anesthetized monkeys (Omer et al., 2019). Importantly, the spatial 

organization of FC has recently been shown to be regulated by electrical coupling of 

inhibitory interneurons (Kraft et al., 2020), suggesting that specific cell types may play a 
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central role in shaping FC. The role of specific cellular and circuit actuators in shaping 

resting state FC remains understudied and critically important for understanding brain 

network physiology. 

 

In addition to studying zero-lag connectivity measures like FC, mouse optical imaging 

has also been used to examine the lag structure of resting state networks. Human brain 

activity has been shown to consist of stereotyped sequences of spontaneous 

propagating activity (Mitra et al., 2015a, Raut et al., 2020). Lag analysis has revealed 

that propagation patterns reorganize between wake and sleep, such that 

communication between the cortex and subcortical structures reverses directions 

depending on state (Mitra et al., 2015b). Subsequent studies using electrocorticography 

and fMRI further showed that infraslow activity and faster delta band activity propagate 

in opposite directions (Mitra et al., 2016). These intriguing phenomena have recently 

been expanded upon using optical imaging and electrophysiology in mice. Using Thy1-

GCaMP6f mice, it has now been shown that reciprocal propagation of delta and 

infraslow calcium waves occurs broadly across the cortex, that these trajectories 

likewise reverse depending on state, and that delta and infraslow activity travel through 

specific cortical layers (Mitra et al., 2018). Taken together, these findings suggest that 

the temporal organization of different frequencies of activity have distinct 

neurophysiologic and anatomic origins warranting further study.  

 

Mouse optical imaging may also be combined with other experimental techniques to 

glean new insights about the anatomic origins of network connectivity. Combining OIS 
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imaging with optogenetic stimulation of the cortex has revealed distinct patterns of 

effective connectivity elicited by focal cortical activation that correlate with local axonal 

projection connectivity (Bauer et al., 2018). In addition, optogenetics and optical imaging 

have been used to explore questions about neurovascular coupling to help interpret 

BOLD fMRI, for example by showing that hemodynamic responses driven by 

interhemispheric circuits vary depending on post-synaptic excitation/inhibition balance 

(Iordanova et al., 2018). Perturbational approaches like optogenetics are an especially 

valuable tool for revealing the structural basis of functional connectivity, by directly 

querying how activation of specific circuits affects broader networks (Snyder and Bauer, 

2019). The role of specific circuits in macroscale networks may also be probed by 

combining recording techniques. For example, using simultaneous electrophysiology 

and optical imaging, it has been shown that motifs of correlated cortical activity are 

coupled to spiking in the thalamus (Xiao et al., 2017), suggesting that cortical FC may 

be driven in part by subcortical structures, consistent with subcortical stimulation 

experiments done in rodent fMRI (Chan et al., 2017, Wang et al., 2019).  

 

Because genetically encoded sensors permit non-invasive imaging in awake animals, 

optical imaging has also become a powerful tool for understanding the relationship 

between behavior and macroscale network dynamics. This was first demonstrated using 

VSD imaging in awake mice to capture cortical sensorimotor dynamics during whisking 

behavior (Ferezou et al., 2007), which subsequently showed that cortical dynamics may 

vary during learned, goal-directed responses to whisker stimulation (Kyriakatos et al., 

2017). Since then, optical imaging has been used to study more refined questions about 
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distinct cortical dynamics during arousal, sensory detection, movement, and choice. For 

example, it has been shown that spontaneous, bilaterally synchronous cortical 

dynamics play a role in shaping response to stimuli, but not perceptual behavior, 

providing potential clues on the functional role of resting state FC (Shimaoka et al., 

2019). More recently, using multiple imaging modalities and statistical modeling, it was 

revealed that uninstructed facial movements dominate global cortical networks during 

task behavior, suggesting that much of what is considered “noise” in macroscale 

dynamics may reflect subtle changes in movement behavior (Musall et al., 2019). These 

findings provide exciting context for large-scale electrophysiology studies showing that 

spontaneous activity in individual neurons across the brain are dominated by facial 

movement (Stringer et al., 2019), and that movement engages neurons non-selectively 

across the brain, while sensory response and choice are restricted to specific regions 

(Steinmetz et al., 2019). Much remains to be discovered about the functional purpose of 

encoding behavior on a global scale, and how distributed encoding manifests in broad 

network synchrony observed with macroscopic brain recording.  

 

Lastly, optical imaging has facilitated exciting translational insights into brain network 

physiology during development as well as various disease states. OIS imaging has 

demonstrated that early visual experience during the visual critical period shapes FC in 

both visual systems and the cortex overall, via mechanisms dependent on Arc, a key 

regulator of synaptic plasticity (Kraft et al., 2017). Widefield imaging in transgenic 

GCaMP mice has further shown that neural activity in postnatal mice does not evoke 

functional hyperemia as in the adult brain, and that neural dynamics and hemodynamic 
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responses evolve early in development as cortical connectivity is established (Kozberg 

et al., 2016). In combination with disease models, optical imaging has also proven 

valuable for interpreting connectivity changes observed in human patients with fMRI. 

For example, optical imaging in mice has led to key insights on network changes due to 

inflammatory white matter injury (Guevara et al., 2017), autism (Connor et al., 2016), 

peripheral nerve injury (Ashby et al., 2019), optic neuritis (Wright et al., 2017a), glioma 

(Orukari et al., 2020) and stroke (Bauer et al., 2014, Quattromani et al., 2018, Hakon et 

al., 2018, Kraft et al., 2018). One particularly robust mechanistic study demonstrated 

that mice with mutation of Mdga2, an autism related gene, exhibit elevated 

intrahemispheric FC with VSD imaging, in tandem with increased formation of excitatory 

synapses, elevated excitatory synaptic transmission, and autism-relevant behavioral 

phenotypes – effectively linking macroscale network hyperconnectivity with putative 

mechanistic underpinnings (Connor et al., 2016). In another study, mouse OIS imaging, 

histology, and behavioral assays were combined to demonstrate that plastic expansion 

of cortical territories after stroke (i.e. remapping, a phenomenon likewise observed in 

human stroke recovery) can be enhanced by sensory deprivation in neighboring cortical 

territories (Kraft et al., 2018). Furthermore, using genetically manipulated mice, this 

study revealed that sensory deprivation enhances remapping and local synapse 

formation via Arc-dependent mechanisms, and that this large-scale plasticity in cortical 

networks enhances behavioral recovery after ischemic injury (Kraft et al., 2018). Thus, 

disease models of network disruption and plasticity offer a valuable foundation for 

testing causal mechanisms between injury and disruptions in macroscale dynamics, as 
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well as the ability of therapeutic interventions to restore healthy patterns of network 

connectivity.     

1.4 Summary of Findings 
This dissertation aims to bridge mechanisms of focal activity disruption with broader 

changes in macroscale networks. I take advantage of optical imaging of excitatory 

neuronal calcium fluctuations in mice to study how local sensorimotor dynamics and 

global brain activity are affected by focal activity disruption using two injury models: 

stroke (Chapter 2), and seizure (Chapter 3). In Chapter 2, I demonstrate that global 

slow waves evoked by sensory stimulation depend on bilateral interaction of 

somatosensory cortices, and that focal ischemic stroke in S1 can disrupt global slow 

wave dynamics elicited in either hemisphere. In Chapter 3, I show that focal, 

chemogenetically-induced imbalance in excitability in S1 propagates through specific 

functional connections to generate widespread disruptions in global networks. This work 

helps to lay the foundation for understanding global network dysfunction observed in 

human fMRI and EEG, and suggests that local changes in activity may be an important 

therapeutic target for restoring multiscale brain dynamics.  
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Chapter 2: Peripheral sensory stimulation 
elicits global slow waves by recruiting 

somatosensory cortex bilaterally 
 

2.1 Abstract 
Slow waves (SWs) are globally propagating low-frequency (0.5 - 4 Hz) oscillations that 

are prominent during sleep and anesthesia. SWs are essential to neural plasticity and 

memory. However, much remains unknown about the mechanisms coordinating SW 

propagation at the macroscale, in particular, the relative contributions of specific cortical 

and subcortical structures. Here, we test the hypothesis that global SWs evoked by 

peripheral sensory stimulation require bilateral interaction between primary 

somatosensory cortices (S1). We monitored cortical dynamics in awake and 

ketamine/xylazine anesthetized mice using widefield optical imaging with fluorescent 

calcium indicator GCaMP6f. We observed that somatosensory stimulation elicits broad 

traveling waves across the cortex with state-dependent trajectories. Under anesthesia, 

rhythmic stimuli elicit resonant SW activity originating in S1 that spreads globally across 

the cortex. Furthermore, unilateral sensory stimulation in mice with photoablative 

lesions of S1 revealed that both hemispheres participate in evoking global SWs. In 

contrast, spontaneous global SWs are robust to S1 ablation. Thus, specific cortical 

modules and their interhemispheric connections are required for SW initiation in 

response to peripheral stimulation. These results demonstrate the existence of 

mechanisms by which focal injury may disrupt macroscale brain dynamics. 
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2.2 Introduction 
Slow waves (SWs) are the predominant cortical rhythm during non-rapid eye movement 

(NREM) sleep and anesthesia (Steriade et al., 1993b, Destexhe et al., 1999). Since 

they were first characterized three decades ago, SWs have been linked to a variety of 

brain functions, including memory consolidation (Marshall et al., 2006, Hoffman et al., 

2007, Ngo et al., 2013, Binder et al., 2014), homeostatic synaptic plasticity (Tononi and 

Cirelli, 2014), and grouping of higher frequency events (Staresina et al., 2015, Neske, 

2015, Oyanedel et al., 2020). Macroscopic tools such as EEG have revealed the large-

scale structure of global SWs, which propagate with stereotypical front-to-back 

topography through the entire cortex approximately once per second (~1 Hz) (Massimini 

et al., 2004). Local electrophysiology has demonstrated that virtually every cortical 

neuron participates in this traveling wave, exhibiting phase-locked oscillations between 

depolarization (up-state) and hyperpolarization (down-state) (Volgushev et al., 2006, 

Luczak et al., 2007). During low arousal states, these global SWs occur spontaneously, 

though they can also be evoked by peripheral sensory stimulation, as well as direct 

electromagnetic and optogenetic stimulation of the cortex (Massimini et al., 2007, 

Riedner et al., 2011, Stroh et al., 2013, Mohajerani et al., 2013, Greenberg et al., 2018). 

However, much remains unknown about the large-scale circuit interactions required for 

SW generation and propagation. 

 

Here, we investigate the role of primary somatosensory cortex and its interhemispheric 

connectivity in the initiation and global propagation of somatosensory-evoked SWs. To 

this end, we performed widefield optical imaging of cortical dynamics in awake and 
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anesthetized mice expressing fluorescent calcium indicator GCaMP6f in pyramidal 

neurons. This mesoscopic view affords significant advantages over conventional 

approaches for recording SWs (EEG or local electrophysiology). In particular, high 

spatial resolution optical imaging across the whole dorsal neocortex allows for a more 

precise characterization of globally coherent waves of neural activity. We demonstrate 

that rhythmic sensory stimulation elicits broad waves with distinct, state-dependent 

trajectories of propagation. Further, we show that the imposed rhythm of stimulation 

induces resonant activity focally in sensorimotor areas in awake animals, and globally 

across the cortex in anesthetized animals. Finally, we use a photothrombotic stroke 

model to show that peripherally-evoked global slow waves depend on both ipsilateral 

and contralateral S1. Unilateral ablation of S1 disrupts global SWs evoked by peripheral 

stimulation of either hemisphere, but spares spontaneous SWs outside of the 

perilesional area. These findings point to a necessary role for primary somatosensory 

cortices and their homotopic connectivity in coordinating stimulation-evoked global 

SWs, and suggest potential mechanisms by which focal cortical injuries may influence 

global brain dynamics.  

2.3 Results 
 

Peripheral sensory stimulation elicits traveling waves with state-dependent, 

opposite trajectories 

 

Plexiglass cranial windows were installed in n=10 Thy1-GCaMP6f mice to permit 

widefield optical imaging of cortical calcium dynamics through the intact skull, as 
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previously described (Wright et al., 2017b). Imaging was performed during 5 minutes of 

right whisker stimulation (Figure 2.1A), using computer triggered air puffs in 10-second 

blocks (5s of puffs at 2 Hz, followed by 5s of rest). Mice were then anesthetized with 

ketamine/xylazine and the same stimulation protocol was repeated. Evoked responses 

were block-averaged for awake (n=10 mice, 600 blocks) and anesthetized (n=9 mice, 

540 blocks) conditions (Supplement Video 1). Figure 2.1B shows the group-averaged 

response to a single puff in each condition.  

 

In awake animals, right whisker stimulation elicits activity focally in left S1 whisker barrel 

cortex (S1W), followed by a traveling wave spreading rostrally from S1W up to whisker 

motor cortex, consistent with prior reports employing voltage sensitive dye imaging in 

awake mice in a single hemisphere (Ferezou et al., 2007, Mohajerani et al., 2013). By 

expanding the field of view to include both hemispheres, we further demonstrate that 

this broad rostral wave is mirrored in the contralateral sensorimotor cortex in awake 

animals (Figure 2.1B). Under ketamine/xylazine anesthesia, whisker stimulation elicits 

a similar sensorimotor activation, which is quickly subsumed by a global slow wave 

propagating caudally from motor cortex to visual cortex. Block-average time series 

reveal that activity reverberates for several seconds after stimulation ceases in 

anesthetized, but not awake animals (Figure 2.1C, Supplement Video 1). This 

suggests that spontaneous global slow waves are consistently phase-reset by 

preceding stimulation. 
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We next characterized the spatiotemporal structure of cortical activity by examining 

dominant patterns of global coherence. We applied spatial singular value decomposition 

(SVD) to the frequency domain representation (i.e., space-frequency SVD (Prechtl et 

al., 1997)) of the group-averaged responses, yielding a set of orthogonal spatial modes 

containing global magnitude and phase information at each frequency (see Methods). 

Consistent with the patterns observed in Figure 2.1B, opposing wave trajectories in 

wake and anesthesia are evident from the phase maps of the dominant spatial mode at 

2 Hz in each condition (Figure 2.1D). Notably, the state-dependent, reciprocal 

directionality of stimulus-evoked waves mirrors what we have previously reported in 

spontaneous activity during wake and anesthesia (Mitra et al., 2018).  

 

 

Figure 2.1. Peripheral sensory stimulation elicits traveling waves with state-dependent, 
opposite trajectories. (A) Diagram of cortical field of view spanning frontal/motor (red) 
somatosensory (yellow) and visual (blue). Right whisker stimulation elicits activity in left 
whisker barrel cortex (S1W, solid yellow) and left motor cortex (M1W, solid red). (B) Still 
frames depicting group-average response to a single right whisker deflection during 
wake (n=10 mice, 600 blocks) and ketamine/xylazine anesthesia (n=9 mice, 540 
blocks). Frames come from corresponding Supplemental Video 1. (C) Group-average 
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time series of global GCaMP activity. Vertical lines indicate individual puff stimuli. (D) 
Phase maps of the dominant spatial mode of 2 Hz coherence, derived from space-
frequency singular value decomposition of group-average blocks. Early portions of 
global waves exhibit negative phase values, late portions exhibit positive values (units 
are in radians).  

 

Rhythmic stimulation shifts the resonant frequency of slow wave activity globally 

across the dorsal neocortex 

 

The emergence of broadly propagating, stimulation-evoked SWs suggests that rhythmic 

sensory input may induce resonant activity globally across the cortex under anesthesia. 

To investigate this further, we asked whether stimulation shifts the dominant frequency 

of cortical activity, and to what extent stimulation-evoked activity is globally coherent.  

 

We first examined spectral power in whole runs of alternating 5s blocks of with 

stimulation ON or OFF, to capture both spontaneous and evoked activity. As in local 

field potential recordings (Pesaran et al., 2018), spontaneous resting state GCaMP 

dynamics exhibit a 1/f power spectrum. Under ketamine anesthesia, a prominent 

spectral peak emerges at 1-1.5 Hz that corresponds to spontaneous front-to-back SWs 

(Wright et al., 2017b, Mitra et al., 2018). Here, we likewise observe that spontaneous 

global SWs occur under anesthesia with front-to-back topography during interstimulus 

OFF periods (see ketamine phase maps in Figure 2.S1A). Importantly, by stimulating at 

a frequency faster than the endogenous SW frequency, we are able to dissociate 

unique properties of spontaneous SWs originating in frontal cortex (1-1.5 Hz, 2.S1A) 
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from evoked SWs originating in S1 (2 Hz, 2.1C/2.S1B). In order to determine whether 

the dominant frequency of global SW activity changes during ON periods of rhythmic 

stimulation, we computed the global average brain signal within each mouse and 

generated power spectrograms using a short time Fourier transform (STFT). We 

observed that under ketamine/xylazine anesthesia, global dynamics alternate between 

primarily 1-1.5 Hz oscillations during 5s stim-OFF periods (corresponding to 

spontaneous SWs) and 2 Hz oscillations during 5s stim-ON periods (corresponding to 

the imposed stimulation rhythm) (Figure 2.2A). Averaging STFT spectra across ON and 

OFF blocks in anesthetized animals, we observed a significant ON-OFF increase in 

global power specifically at 2 Hz (adjusted **P = 0.0017, Figure 2.2B). Power of 

spontaneous 1-1.5 Hz SWs also appeared to decrease, although this change was not 

statistically significant (NSP = 0.59). Thus, the dominant frequency of SW resonance 

shifts from 1-1.5 Hz to 2 Hz during rhythmic stimulation. In contrast, in the awake state 

where SWs are absent, 2 Hz global power resonates more weakly across the whole run 

(Figure 2.2A) and in block-average spectra (Figure 2.2B, *P = 0.035). 

 

Next, we examined whether stimulation-evoked resonance spreads more globally under 

anesthesia. First, we computed pixelwise power spectra over a block-average time 

series and observed that, under anesthesia, the evoked 2 Hz power is indeed globally 

distributed across the whole cortex (Figure 2.2C), while in awake animals, 2 Hz power 

is largely restricted to whisker barrel cortex and motor cortex. Similarly, the magnitude 

topography of the dominant spatial mode derived from space-frequency SVD shows 

more global effects under anesthesia (Figure 2.S1B). The state-specific spatial spread 
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of evoked 2 Hz power is highly consistent across individual mice (Figure 2.S2A,B). To 

quantify this phenomenon further, we calculated global coherence of evoked (2 Hz) and 

spontaneous (1-1.5 Hz) SWs as the fractional power of the leading spatial mode 

obtained from space-frequency SVD (Mitra and Pesaran, 1999b, Prechtl et al., 1997). 

Indeed, global coherence of evoked 2 Hz waves is significantly greater under ketamine 

anesthesia than during wake (**P = 0.0028, Figure 2.2D). As expected with the 

emergence of spontaneous global SWs, 1-1.5 Hz activity is more broadly distributed 

(Figure 2.S1A) and more globally coherent under ketamine anesthesia than in the 

awake state (***P = 0.0005). 

 

Figure 2.S1. Space frequency SVD of spontaneous and evoked SWs. (A,B) Phase (in 
radians) and magnitude (arbitrary units) of the dominant spatial mode of 1-1.5 Hz 
spontaneous (A) and evoked (B) activity averaged across mice under wake and 
ketamine anesthetized states.  
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Figure 2.2. Rhythmic stimulation shifts the dominant frequency of slow wave activity 
globally across the dorsal neocortex. (A) Group-average spectrograms of global 
GCaMP power (0-8 Hz, y-axis) over the course of consecutive 10-second blocks 
consisting of 5s stim ON and 5s stim OFF (time in 5-second bins, x-axis). (B) Average 
power spectra for all stim-ON (magenta) and stim-OFF (black) periods. Differences are 
statistically tested by two-way ANOVA with Sidak’s multiple comparison test. Note, 
spectral peaks at ~4 Hz (wake) and ~5.5 Hz (ketamine) correspond to heartrate. 
Spectra are not normalized by total power. (C) Cortical maps depicting spatial 
distribution of 2 Hz power, computed from the group-average block. See Supplemental 
Figure 2.S2A,B for 2 Hz power maps within individual mice. (D) Global coherence of 
evoked (2 Hz) and spontaneous (1-1.5 Hz) activity, comparing wake versus ketamine. 
Global coherence is calculated within individual mice as the fractional power of the 
leading spatial mode obtained from space-frequency SVD (Mitra and Pesaran, 1999b, 
Prechtl et al., 1997). Statistical significance determined by paired t-test. 
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Figure 2.S2. 2 Hz power maps are consistent within individual mice for wake (A) and 
ketamine (B). See average of individuals in Figure 2.2C.  

 

Unilateral ablation of S1 reduces the global coherence of sensory-evoked slow 

waves  

 

Having demonstrated that sensory stimulation elicits globally resonant SWs originating 

from S1, we next sought to assess the necessity of S1 for initiating these waves. To this 

end, we analyzed a previously collected dataset in which responses to 3 Hz forepaw 
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stimulation under ketamine/xylazine anesthesia were examined before (“pre”) and one 

week following (“post”) unilateral laser photoablation of forepaw sensory cortex (S1FP) 

(Rosenthal, 2017). These infarcts have well-circumscribed margins and are confined 

within left hemisphere S1FP cortex (Figure 2.3A), with an estimated volume of 

1.94±0.33 mm3. Imaging was performed during 5 minutes of stimulation of right or left 

forepaw under anesthesia, using mild cutaneous electrical shock in 20 second blocks 

(5s of shocks at 3 Hz, followed by 15s of rest). Data represent an average of n=12 mice, 

180 blocks total per paw at each timepoint.  

 

At baseline, 3 Hz electrical stimulation of right or left forepaw elicits contralateral S1FP 

and motor activation followed by a global front-to-back SW (Figure 2.3B, 

Supplemental Videos 2 and 3), similar to responses following whisker stimulation 

(Figure 2.1). One week after left S1FP stroke, right forepaw stimulation on average 

evokes a weaker left S1FP response due to local tissue death (visible as a dark circular 

void in Figure 2.3B). Evoked activity is also dramatically attenuated outside of the 

infarct, including weaker secondary activation of ipsilateral motor cortex and 

contralateral sensorimotor cortex, and reduced amplitude of the ensuing global front-to-

back SW.  

 

Stimulating the left forepaw after stroke still elicits a strong response in right S1FP and 

motor cortex in the contralesional hemisphere; however, surprisingly, the subsequent 

global SW component is again weakened (Figure 2.3B). While the dominant spatial 

modes exhibit similar propagation patterns pre- and post-stroke (Figure 2.3C,D), global 
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coherence of evoked SWs was significantly reduced after stroke for both ipsilesional 

(right paw *P = 0.03, Figure 2.3E) and contralesional (left paw *P =0.02, Figure 2.3F) 

stimulation. Importantly, these changes are specific to sensory-evoked SWs – in 

contrast, global coherence of spontaneous SWs was strong and not significantly altered 

from pre-stroke baseline during OFF periods of right paw (NSP = 0.15, Figure 2.3E) and 

left paw (NSP =0.85, Figure 2.3F) stimulation runs. Thus, unilateral ablation of S1 

reduces global coherence of sensory-evoked SWs, but not spontaneous SWs. 
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Figure 2.3. Unilateral ablation of S1 reduces global coherence of sensory-evoked slow 
waves. (A) Diagram depicting photothrombosis of left forepaw somatosensory cortex 
(S1FP, plotted bilaterally in solid yellow) along with a Nissl-stained cross-section through 
the middle of the infarct used to calculate infarct volume. Cell death is isolated within 
S1FP cortex. (B) Still frames depicting group-average response to right paw stimulation 
pre- (light green) and post-stroke (dark green), as well as left paw stimulation pre- (pale 
purple) and post-stroke (dark purple). Data represent an average of n=12 mice, 180 
blocks total per paw at each timepoint. Frames come from corresponding Supplemental 
Videos 2 (right paw stimulation) and 3 (left paw stimulation). (C-D) Dominant spatial 
mode phase maps of evoked (3 Hz) and spontaneous (1-1.5 Hz) slow waves derived 
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from space-frequency SVD of group-average blocks of right paw stimulation (C) and left 
paw stimulation (D). Early portions of global waves exhibit negative phase values, late 
portions exhibit positive values (units are in radians). (E-F) Global coherence of evoked 
and spontaneous SWs during runs of right (E) or left (F) paw stimulation, comparing 
pre- and post-stroke within individual mice with a paired t-test. Quantification of global 
coherence excluded the infarct (masked in black) so as to capture changes in surviving 
cortex. 

 

Unilateral ablation of S1 disrupts globally resonant evoked SWs in both 

hemispheres 

 

Next, we tested whether the spatial distribution of SW resonance is altered following 

unilateral stroke in S1FP. As in Figure 2.2C, we mapped 3 Hz evoked SW power over a 

group-averaged epoch of stimulation to the right (Figure 2.4A) or left forepaw (Figure 

2.4C), pre- and post-stroke. We then subtracted these maps to assess the relative 

change in 3 Hz evoked SW power and quantified total power change in the left 

(excluding the infarct) and right hemispheres (Figure 2.4B,D). Compared to baseline, 

right paw stimulation after stroke resulted in a significantly weaker increase in power at 

the stimulation frequency (3 Hz) in both hemispheres (Figure 2.4A,B, **P = 0.0094 in 

left hemisphere, **P = 0.0075 in right). Left paw stimulation provided more informative 

responses: 3 Hz power in right (contralesional) S1FP was largely similar to baseline 

(Figure 2.4C), but was significantly reduced in the left hemisphere. Of note, SW power 

was weaker in the right hemisphere outside of S1FP, though not significantly in right 

hemisphere overall (Figure 2.4D, **P = 0.0091 in left hemisphere, NSP = 0.16 in right).  
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Importantly, in control animals without stroke, there was no significant change in 3 Hz 

SW power during right paw stimulation at similar timepoints 1 week apart (Figure 2.S3, 

NSP = 0.76 in left hemisphere, NSP = 0.069 in right). In addition, we examined 

spontaneous SW (1-1.5 Hz) power during stim-OFF epochs, extracted from whole runs 

without block averaging. We found that spontaneous SWs exhibit less power 

perilesionally, but not globally (Figure 2.S4). Thus, unilateral ablation of S1 reduces 

resonance of sensory-evoked SWs originating from S1 in either hemisphere, but not 

that of spontaneous SWs. 
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Figure 2.4. Unilateral ablation of S1 disrupts globally resonant evoked SWs in both 
hemispheres. (A,C) Cortical maps of 3 Hz evoked SW power, computed from group-
average blocks, pre- and post-stroke (and ∆ between them), for right (A) and left (C) 
paw stimulation. (B,D) Quantification of 3 Hz power change averaged within left and 
right hemispheres for right (B) and left (D) paw stimulation. Two-way ANOVA with 
Sidak’s multiple comparison test was used to confirm significant differences. 
Quantification in B and D excludes the infarct so as to capture changes in surviving 
cortex.  



29 
 

 

Figure 2.S3. Control mice without stroke show no change in global 3 Hz power evoked 
by right paw sensory stimulation across equivalent time points. Compare to Figure 2.4. 
(A) Cortical maps depicting 3 Hz evoked SW power, computed from group-average 
blocks at time points 1 week apart (and ∆ between them). (B) Quantification of 3 Hz 
power change averaged within left and right hemispheres. Statistically significant 
differences are determined by two-way ANOVA with Sidak’s multiple comparison test. 
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Figure 2.S4. Spontaneous 1-1.5 Hz slow wave resonance is focally attenuated in the 
left hemisphere in the perilesional area. (A-B) Cortical maps depicting spontaneous SW 
power (1-1.5 Hz) from whole un-averaged runs, pre- and post-stroke (and ∆ between 
them). Spontaneous activity was extracted from OFF epochs during right (A) and left 
(B) paw stimulation runs. (C-D) Quantification of spontaneous SW power change 
averaged within left and right hemispheres from right (C) and left (D) paw stimulation 
runs. Differences are statistically tested by two-way ANOVA with Sidak’s multiple 
comparison test. During OFF epochs from right paw stimulation, left hemisphere 
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spontaneous SW power is significantly decreased after stroke (**P = 0.0036), primarily 
in the perilesional area, while right hemisphere SW power is unchanged (NSP = 0.20). 
During OFF epochs from left paw stimulation, left hemisphere spontaneous SW power 
is significantly lower (**P = 0.0044), again observed primarily in the perilesional area, 
while right hemisphere SW power is unchanged (NSP = 0.45). 

  

2.4 Discussion 
Slow waves are global, traveling oscillations, a fact that has been demonstrated at the 

microscopic level of individual neurons (Volgushev et al., 2006, Luczak et al., 2007), 

within and between mesoscopic cortical territories (Petersen et al., 2003, Stroh et al., 

2013, Omer et al., 2019), and macroscopically across the whole cortex in both humans 

and mice (Massimini et al., 2004, Mohajerani et al., 2010). Over the last three decades, 

research on anatomic circuitry underlying SWs has largely focused on untangling the 

contributions of cortex versus the thalamus (Neske, 2015). These investigations have 

primarily relied on local electrophysiological recordings. As a result, broader questions 

about how these circuits contribute to global propagation within large-scale cortical 

networks have received less attention. Here, we investigate how specific cortical 

modules contribute to global propagation. In particular, we ask, how does primary 

somatosensory cortex contribute to sensory-evoked global SWs? 

 

Our results suggest that global slow waves in response to unilateral somatosensory 

stimulation depend on bilateral primary somatosensory cortices. Specifically, we 

observe that 1) somatosensory stimulation induces traveling waves originating from S1 

with state-dependent trajectories; 2) under anesthesia, rhythmic stimulation evokes 
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resonant slow waves across the whole cortex at the imposed stimulation frequency; 3) 

unilateral lesioning of S1 disrupts global SWs triggered by sensory stimulation of both 

ipsilesional and contralesional cortices; 4) in contrast, ablation of S1 leaves 

spontaneous global SWs unchanged outside of the perilesional area. To the best of our 

knowledge, this study is the first to demonstrate the necessity of a specific region of 

cortex in triggering slow waves. Taken together, these findings suggest that peripheral 

stimulation engages homotopically-connected somatosensory cortices to initiate globally 

resonant slow waves.  

 

What role does S1 play in peripherally evoked versus spontaneous SWs? 

 

Our understanding of the circuitry supporting SWs is informed by the observation that 

SWs arise spontaneously, but are also triggered by both peripheral and direct cortical 

stimulation. Spontaneous SWs have been shown to originate primarily in prefrontal-

orbitofrontal regions, and propagate as front-to-back waves (Massimini et al., 2004). 

However, spontaneous SWs also exhibit complex local distributions in humans (Murphy 

et al., 2009, Nir et al., 2011) and mice (Mohajerani et al., 2010). Stimulation approaches 

have proven useful for dissecting the circuitry underlying observed patterns of cortical 

SWs. For example, transcranial magnetic stimulation (TMS) during sleep induces SWs 

originating underneath the stimulating coil; this approach has revealed that 

sensorimotor regions elicit the most robust and reliable slow waves (Massimini et al., 

2007). Indeed, sensory cortex may be uniquely positioned to  transmit local activity 

changes into global networks (Gollo et al., 2017, Rosenthal et al., 2020) Consistent with 
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this finding, peripheral sensory stimulation in sleeping humans evokes activity with 

stereotypical topography: early responses in the sensory cortex specific to the 

stimulated modality, followed by a non-specific global anterior-posterior slow wave 

(Riedner et al., 2011). This dual response could be due to either parallel activation of 

specific and nonspecific sensory pathways, or alternatively, initial activation of primary 

sensory areas expanding globally through cortico-cortical connections (Riedner et al., 

2011, Bellesi et al., 2014). Disambiguating these possibilities is challenging with scalp 

EEG owing to limited spatial resolution and reliance on inverse source modeling 

(Riedner et al., 2011). Here, using widefield optical imaging of pyramidal calcium 

dynamics in mice, we provide evidence supporting a model in which global recruitment 

depends on local S1 responses. Specifically, we corroborate that sensory stimulation 

elicits an early, modality-specific response in S1, which can be observed propagating 

contiguously towards frontal cortex, followed by a front-to-back slow wave (Figure 2.1). 

Ablating S1 eliminates both the local and global components of this two-part wave 

(Figures 2.3,4), indicating that primary sensory cortex activation is necessary to initiate 

subsequent global waves. Future studies should investigate the role of direct and 

indirect connectivity between sensory and frontal cortices in triggering anterior-posterior 

waves. In contrast to evoked SWs, we observe that spontaneous global SWs remain 

globally coherent (Figure 2.3) and that their resonance remains intact outside of the 

perilesional area (Figure 2.S4), indicating that the circuits required for generating 

spontaneous SWs are not specifically dependent on S1.  

 

Bilateral recruitment of S1 for SWs evoked by unilateral stimulation 
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We further show that global SW propagation engages interhemispheric connectivity. 

Somatosensory stimulation under ketamine/xylazine anesthesia elicits SWs bilaterally, 

and unilaterally lesioning S1 disrupts global SW generation in response to stimulating 

either hemisphere (Figure 2.3,4). This finding suggests that interhemispheric interaction 

between homotopic somatosensory cortices mediates global SW generation in 

response to stimulation. These effects may be conveyed by direct callosal and/or 

indirect subcortical interhemispheric connections. A recent study in sleeping humans 

showed that severing the corpus callosum disrupts the interhemispheric spread of 

spontaneous SWs without changing the total amount of cortical SW activity (Avvenuti et 

al., 2020). Thus, while callosal connectivity is necessary to synchronize activation of the 

two hemispheres, it does not appear to be necessary to trigger spontaneous SWs in 

either one separately. Likewise, SWs are bilaterally symmetric in wild-type mice, but not 

in acallosal mice (Mohajerani et al., 2010). In this context, our findings corroborate that 

interhemispheric connectivity plays a central role in synchronizing SWs bilaterally, very 

likely via the corpus callosum.  

 

State-dependence of propagating low-frequency activity  

 

We have previously shown that spontaneous global waves in the infraslow (<0.1 Hz) 

and delta band (1-4 Hz) exhibit stereotypical, opposing trajectories that flip between 

wake and anesthesia (Mitra et al., 2018). Here, we extend those findings by showing 

that stimulation-evoked globally propagating delta band activity likewise exhibits 
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predominantly posterior-to-anterior waves in awake animals, and flip to predominantly 

anterior-to-posterior slow waves under anesthesia. Previous reports comparing evoked 

responses during wake and anesthesia have not addressed this phenomenon. One 

experiment using voltage sensitive dye (VSD) imaging in mice reported that sensory 

stimulation elicits complex, spatially broad traveling waves that terminate in parietal 

association areas, with no differences between wake and isoflurane anesthetized states 

(Mohajerani et al., 2013). Differences between these and our results may stem from the 

choice of anesthetic agent. Ketamine elicits more robust slow waves than isoflurane 

(Hablitz et al., 2019). Furthermore, isoflurane has been shown to weaken 

interhemispheric functional connectivity and spatial segregation of brain networks, and 

virtually abolishes corticothalamic synchrony (Bukhari et al., 2018). Previous studies 

have used isoflurane during craniotomy preps immediately prior to “awake” VSD 

imaging. Thus, differences between wake and anesthesia may be masked by residual 

effects of isoflurane. Another VSD study observed that whisker stimulation elicits 

spatially broad activations from S1 to M1 in both awake and urethane anesthetized 

animals (Ferezou et al., 2007). Consistent with our findings, supplementary videos show 

that evoked global waves exhibit state-dependent changes in spatial trajectory (Ferezou 

et al., 2007). Future investigations may further our understanding of the state-

dependence of sensory-evoked global waves in naturally sleeping animals, though this 

remains practically challenging.  

 

Potential contributions of subcortical hubs 

 



36 
 

Our lesion experiment results imply a role for S1 and its intracortical connectivity in 

eliciting slow waves. Alternatively, it is possible that the loss of global propagation is 

influenced by secondary injury to corticothalamic connectivity (Aswendt et al., 2020). 

The role of the thalamus in cortical SWs has been historically controversial. Early 

studies suggested that SWs are intrinsically cortical in origin, since slow oscillations 

persist in isolated cortical preparations and propagate via recurrent intracortical 

excitatory connections (Sanchez-Vives and McCormick, 2000, Timofeev et al., 2000). 

Moreover, disconnecting intracortical linkages with lidocaine or transection disrupts 

long-range SW propagation (Amzica and Steriade, 1995). Other studies report that 

cortical SWs survive extensive thalamic lesioning (Steriade et al., 1993a) and that 

spontaneous cortical SW activity in brain slices is neither sustained nor influenced by 

activity in thalamic inputs (MacLean et al., 2005), implying that the thalamus is not 

necessary for generating cortical SWs. Nevertheless, intact connectivity between the 

thalamus and cortex likely influences the expression of cortical SWs, given that 

inhibiting the thalamus in naturally sleeping animals virtually abolishes cortical neuron 

slow oscillations (Doi et al., 2007), while thalamic activation in rats entrains and 

frequency tunes cortical SWs during both natural NREM sleep and anesthesia (David et 

al., 2013). In addition, sensory and higher-order thalamic nuclei activate sequentially 

during different phases of the cortical slow oscillation (Sheroziya and Timofeev, 2014). 

Thus, current consensus is that the cortex can intrinsically generate slow wave activity, 

but this activity is modulated by corticothalamic connectivity in vivo (Neske, 2015). In 

fact, several subcortical nuclei contribute to SWs in the intact brain, including the basal 

forebrain (Xu et al., 2015, Oishi et al., 2017), brainstem nuclei (Neske, 2015, Anaclet et 
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al., 2014, Zhang et al., 2019), and the claustrum (Narikiyo et al., 2020). Given these 

complex, parallel mechanisms for rhythm generation in the cortex, further investigation 

will be required to determine whether focal cortical injury disrupts global SWs via loss of 

intracortical connectivity, subcortical connectivity, or both.  

 

Stimulation induces changes in subsequent spontaneous SWs 

 

Much has been learned about SW behavior from studying the interaction between 

ongoing intrinsic activity and afferent sensory signals (see reviews by Ferezou and 

Deneux, 2017, Neske, 2015). In general, up-states inhibit sensory evoked responses 

while down-states amplify them (Petersen et al., 2003, Civillico and Contreras, 2012). 

This interaction may serve to gate cortical response to sensory inputs (Luczak et al., 

2013). Likewise, evoked activity elicits changes in subsequent spontaneous activity. 

Rhythmic sensory stimulation resets the phase of spontaneous neuronal oscillations so 

that inputs arrive at an optimal high excitability phase (Lakatos et al., 2007). In awake 

animals, rhythmic entrainment of spontaneous oscillations enhances attention to 

anticipated stimuli (Lakatos et al., 2008). However, entrainment of sensory stimuli also 

occurs during slow wave sleep and anesthesia. Here, we observe phase resetting of 

spontaneous global SWs during ketamine/xylazine anesthesia (Figure 2.1, 

Supplemental Videos 1-3), evident in phase-locked reverberations during the post-

stimulation period that survive averaging across over 500 blocks. This result is 

consistent with prior demonstrations of entrainment and phase-resetting of slow 

oscillations by rhythmic breathing/olfactory stimulation (Fontanini et al., 2003), forepaw 
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stimulation (Chen et al., 2020a), whisker stimulation (Hartings et al., 2003, Ewert et al., 

2008), auditory stimulation (He, 2003, Gao et al., 2009), and direct optogenetic 

stimulation of motor cortex (Kuki et al., 2013, Beltramo et al., 2013). Building off of these 

electrophysiologic studies, fast optical imaging techniques have revealed that 

stimulation-like spatial activations replay during the post-stimulation period, for example 

within V1 after visual stimuli (Han et al., 2008) and broadly across the cortex after 

bilateral electric field stimulation (Greenberg et al., 2018). We further confirm that 

reverberation can occur at the scale of global SWs phase-reset by preceding sensory 

stimulation.  

 

These findings beg the question – what is the function of global SWs? The last decade 

has seen exciting discoveries about slow waves (Bellesi et al., 2014), which can 

potentiate cortical responses (Megevand et al., 2009), induce plasticity in spiking 

dynamics (Hishinuma et al., 2019), prolong sleep (Bayer et al., 2011), generate 

pulsations in CSF flow (Hablitz et al., 2019, Fultz et al., 2019), and perhaps most 

strikingly – enhance memory consolidation (Marshall et al., 2006, Kirov et al., 2009, Ngo 

et al., 2013, Binder et al., 2014, Ladenbauer et al., 2016). Thus, the interaction of 

sensory activity and internal slow waves has important implications for brain function 

that warrant further study.  

 

Translational implications of SW disruption after stroke 
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Another significant gap in our understanding of slow waves lies in how they are 

disrupted by injuries, such as stroke. Here, we observe that stroke in S1 can disrupt 

somatosensory-evoked global slow waves, as well as attenuate local spontaneous SW 

activity in the perilesional area. Photothrombosis produces highly focal, circumscribed 

lesions that provide insight into the effects of cortical death on SWs. However, this 

model does not recapitulate the graded ischemic injury observed in the penumbra of 

natural strokes. In the setting of a true ischemic penumbra, EEG studies in humans 

have demonstrated that SW sleep activity is increased around infarcts (Poryazova et al., 

2015), in tandem with the emergence of pathological peri-infarct SWs during 

wakefulness (Sarasso et al., 2020). Thus, stroke may disrupt SWs by divergent 

mechanisms, both due to death of circuits generating SWs, as well as dysfunction in 

surviving neurons in the peri-infarct zone. These observations carry important 

implications for large-scale functional connectivity. Stroke has been shown to disrupt 

global functional connectivity (FC) in both humans, (Baldassarre et al., 2016, Carter et 

al., 2012, Grefkes and Fink, 2011, Dijkhuizen et al., 2014) and rodents (van Meer et al., 

2010, Lim et al., 2014, Bauer et al., 2014). Similar mechanisms may underlie SW 

dysfunction and large-scale FC changes (Neske, 2015, Buzsaki and Draguhn, 2004). 

Just as recovery of FC is predictive of stroke recovery, recovery of SW dynamics during 

rehabilitative therapy has likewise been shown to predict functional recovery (Sarasso 

et al., 2014). The present findings invite further investigation of the circuit mechanisms 

of SW physiology and dysfunction, and suggest potential uses of SWs as a biomarker of 

brain network integrity. 
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2.5 Materials and Methods 
Mouse model 

All procedures described below were approved by the Washington University Animal 

Studies Committee in compliance with AAALAC guidelines. Mice were raised in 

standard cages in a double barrier mouse facility with a 12hr-12hr light/dark cycle and 

ad libitum access to food and water. All experiments used 10-12 week old males 

hemizygous for Thy1-GCaMP6f (JAX 024276) on a C57BL/6J background. Mice of this 

strain express GCaMP in pyramidal neurons, permitting wide-field cortical imaging of 

excitatory calcium dynamics, which correlates well with multi-unit activity (Dana et al., 

2014, Murphy et al., 2018, Ma et al., 2016b). Prior to experiments, pups were 

genotyped by PCR to confirm presence of the Thy1-GCaMP6f transgene, using the 

forward primer 5’-CATCAGTGCAGCAGAGCTTC-3’ and reverse primer 5’-

CAGCGTATCCACATAGCGTA-3’.  

 

Cranial windowing 

Mice received buprenorphine analgesia (SQ, 0.03 mg/kg) and were anesthetized with 

isoflurane (3% induction, 1.5% maintenance). Body temperature was maintained via 

thermostatic heating pad. Mice were secured in a stereotactic frame. The scalp was 

shaved, sterilized with isopropyl alcohol and betadine scrub, locally anesthetized with 

lidocaine, and then incised at midline and retracted. A custom Plexiglas window with 

pre-tapped screw holes for head fixation was attached to the skull using dental cement 

(C&B-Metabond, Parkell Inc., Edgewood, NY), completely containing the surgical 

opening.  
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Photothrombosis 

Protocol was performed as previously described (Kraft et al., 2018), and is established 

to deliver focal, well-circumscribed, highly reproducible lesions (Maxwell and Dyck, 

2005). Briefly, mice (n=12) were injected with Rose Bengal (6.7 mg/kg, IP), and a green 

DPSS laser (532nm, 23 mW) collimated to a 1mm spot was stereotactically centered on 

the Paxinos coordinates of forepaw sensory cortex (-2.2 mm in X, +0.05 mm in Y versus 

bregma) for 10 min (Franklin and Paxinos, 2012). Cessation of blood flow was 

confirmed via laser Doppler. 

 

Infarct volume histology  

A separate cohort of three animals were sacrificed three days after photothrombosis. 

Mice were deeply anesthetized with FatalPlusTM (Vortech Pharmaceuticals, Dearborn, 

MI, USA) and transcardially perfused with heparinized PBS. The brains were removed 

and fixed in 4% paraformaldehyde for 24 h and transferred to 30% sucrose in PBS. 

After brains were saturated, they were snap-frozen on dry ice and coronally sectioned 

(50 μm) on a sliding microtome. Sections were stored in 0.2 M PBS, 30% sucrose, and 

30% ethylene glycol at −20°C. For each brain, 3 sections (spaced 300 µm apart, 

spanning the infarct) were stained the cresyl violet. A blinded experimenter traced 

infarct sizes in ImageJ to measure infarct area, which was then multiplied by distance 

between sections to estimate infarct volume.  

 

Optical imaging system  
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Widefield imaging of cortical calcium dynamics was performed as previously described 

(Wright et al., 2017b). Briefly, sequential illumination was provided by four LEDs: the 

454nm (blue) LED was used for GCaMP excitation, while the 523nm (green), 595nm 

(yellow), and 640nm (red) were used for hyperspectral oximetric imaging. The 523nm 

LED was also used as an emission reference to remove any confound of hemoglobin in 

the fluorescence signal using a previously validated method (Ma et al., 2016a). The 

acquisition framerate was set to 16 Hz per channel for whisker imaging studies, and 

16.81 Hz per channel for forepaw stroke experiments. For image detection, we used a 

cooled, frame-transfer EMCCD camera (iXon 897, Andor) with an 85mm f/1.4 camera 

lens and 67 Hz framerate (Rokinon). The field-of-view was approximately 1 cm2, 

covering most of the dorsal convexity of the cerebral cortex. The resulting pixels were 

approximately 78µm x 78µm.  

 

Optical imaging recordings 

Mice were acclimated to head-fixation while secured in a comfortable black felt 

hammock until they resumed normal resting behavior (whisking, grooming, relaxed 

posture). Mice were imaged while awake and/or while anesthetized via intraperitoneal 

injection with a cocktail of ketamine (86.9 mg/kg) and xylazine (13.4 mg/kg). Animals 

were allowed 10 minutes for anesthetic induction, with the plane of anesthesia 

measured by respiratory rate and loss of responsiveness to toe pinch. After induction, 

body temperature was maintained by a thermostatic heating pad with feedback via 

rectal probe (TCAT-2LV; HP-4M, Physitemp). Whisker stimulation recordings were 

performed in 10-minute epochs, with stimulation delivered using computer-triggered 40 
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PSI air puffs (Picospritzer, Parker Hannifin, Cleveland, OH) in a block design (5s of 2 

Hz, 0.1s puffs; 5s rest; 60 blocks/10 min. total per mouse, n=10 mice for awake, n=9 

mice for anesthesia). One recording of whisker stimulation under ketamine was omitted 

due to a file saving error.  For stroke imaging experiments, imaging sessions were 

conducted at baseline, and then 1 week after photothrombosis. At each imaging 

session, forepaw stimulation was delivered by transcutaneous electrical stimulation 

using microvascular clips (Roboz) in a block design (5s rest; 5s of 3 Hz, 1.0 mA, 0.3 ms 

electrical pulses; 10s rest; 15 blocks/5 minutes per mouse x n=12 mice). Control studies 

were performed in a separate age-matched cohort cohort of n=6 male mice without 

strokes.  

 

Optical imaging signal processing 

A binary brain mask was manually drawn in MATLAB for each recording session in 

each mouse. All subsequent analyses were performed on pixels labeled as brain. Image 

sequences from each mouse (as well as the brain mask for each mouse) were affine-

transformed to Paxinos atlas space using the positions of bregma and lambda (Franklin 

and Paxinos, 2012), and then spatially and temporally detrended as previously 

described (Wright et al., 2017b). The GCaMP6 fluorescence signal (%dF/F) was 

corrected for varying concentrations of absorptive hemoglobin using 523nm LED 

reflectance.  

 

Optical imaging ROIs 
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Regions of interest (ROIs) for whisker barrel cortex (S1W) and forepaw sensory cortex 

(S1FP) were determined based on functional stimulus mapping from an independent 

cohort of 21 twelve-week-old Thy1-GCaMP6f mice using the same stimulation 

paradigms as described above. Blocks were averaged within each mouse and then the 

peak frames for each of 10 air puffs/10 s block or 15 shocks/20 s block were averaged 

into one mean maximal amplitude frame per mouse. Mean maximal amplitude frames 

were averaged across mice, and then an evoked response ROI was defined by any 

pixels whose mean maximal amplitude during stimulus was >75% of the maximum pixel 

intensity within the brain. ROIs generated from this approach were used in subsequent 

analyses for averaging within functional territories. ROI locations are co-registered to 

experimental data using affine-transformation to Paxinos atlas space. An infarct ROI 

was defined in this cohort using resting state awake functional connectivity data, 

defining the infarct pixels by their loss of homotopic FC as previously described 

(Rosenthal, 2017).  

 

Space-frequency SVD 

Frequency-specific propagation structure and global coherence were characterized via 

singular value decomposition (SVD) of optical imaging data in the frequency domain. 

Performing SVD on multitaper spectral estimates provides a computationally efficient 

strategy to spectrally smooth and decompose time series data (Prechtl et al., 1997, 

Mitra and Pesaran, 1999a). Thus, 𝐾 Slepian tapers of bandwidth 𝑊 were applied to 

pixelwise Fourier transforms. The resulting space-frequency matrix was decomposed 

into 𝐾 spatially orthogonal complex modes at each frequency 𝑓, each with coherence 
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magnitude and phase information. A single dominant mode was observed in each 

condition; hence, analyses were restricted to the first component.  

 

SVD was applied to full runs for spontaneous activity (time-bandwidth product 𝑇𝑊 = 12, 

𝐾 = 22 tapers; results were robust to different parameter choices) or block-averages for 

evoked activity (𝑇𝑊 = 3, 𝐾 = 5 tapers) (spontaneous and evoked were not directly 

compared), and the dominant spatial mode was averaged across runs. Note that 

complex singular vectors are unique up to a complex sign (i.e., a unit phase factor). 

Thus, dominant spatial modes were phase-aligned by rotation in the complex plane 

according to a reference phase value (here, the global circular mean phase of the 

mode) prior to averaging across runs.  

 

Following SVD, a measure of global coherence 𝐶(𝑓) is provided by the fractional power 

of the first mode: 

𝐶(𝑓) =
𝜆!"(𝑓)

∑ 𝜆#
"(𝑓)$

#%!
		 (E1) 

Post-stroke global coherence calculations excluded the infarct so as to capture changes 

in surviving cortex. Space-frequency SVD was implemented in MATLAB and 

incorporated software routines from the freely available Chronux package (Bokil et al., 

2010). Changes in global coherence between states were statistically tested within 

individual mice by paired two-tailed t-test, with significance set at P < α=0.05. 

 

Power spectral analysis 
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Global power spectrograms (Figure 2.3A) were generated by computing the global 

average %dF/F signal across all brain mask pixels within each mouse/run, and then 

performing a short time Fourier transform (STFT) using a 5 second window with 0 

overlap to capture the spectral signature of each individual 5 second ON or OFF period 

within each block. Spectrograms were computed within individual mice and then 

averaged across mice. Power spectra (Figure 2.3B) were computed by averaging 

across all ON or OFF windows from spectrograms in Figure 2.3A. Note spectra were 

not normalized to total power, allowing comparison of changes to absolute rather than 

relative band-limited power across conditions. Frequency-specific changes between the 

ON and OFF spectra in Figure 2.3B were analyzed by two-way ANOVA with Sidak’s 

multiple comparison test (comparing across frequency bins), with significance set at an 

adjusted P-value < α=0.05. Block-averaged power maps (Figure 2.3C, 2.5A-C) were 

generated by averaging the %dF/F signal across all blocks within each mouse/run, and 

then computing power at each pixel using Welch’s method. Power maps were averaged 

within each hemisphere for each mouse, and pre- vs. post-stroke changes were 

statistically tested by repeated measures one-way ANOVA with Sidak’s multiple 

comparison test (comparing within individual mice across time points), with significance 

set at an adjusted P-value < α=0.05. All power values were converted from arbitrary 

units into decibels/Hz using the equation: 

𝑃𝑜𝑤𝑒𝑟	 '
𝑑𝐵
𝐻𝑧,

= 10 log!"3𝑃𝑜𝑤𝑒𝑟	(𝑎. 𝑢. )9 (E2) 

Experimental design and statistical analysis 

Histograms and spectra are plotted as group mean ± 95% confidence interval error 

bars. Individual data points represent individual mice. Sample size and specific time 
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points were selected on the basis of previous studies examining network connectivity 

changes in mice (Kraft et al., 2018, Brier et al., 2019, Rosenthal et al., 2020). Prism 8 

software was used to perform statistical testing. Tests used for each analysis are 

underlined above. Data were verified to be normally distributed prior to statistical testing 

using the D'Agostino & Pearson normality test. Throughout, significance of P values is 

depicted as *P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001. 
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Chapter 3: Local perturbations of cortical 
excitability propagate differentially through 

large-scale functional networks 
 

3.1 Abstract 
Electrophysiological recordings have established that GABAergic interneurons regulate 

excitability, plasticity, and computational function within local neural circuits. Importantly, 

GABAergic inhibition is focally disrupted around sites of brain injury. However, it remains 

unclear whether focal imbalances in inhibition/excitation lead to widespread changes in 

brain activity. Here, we test the hypothesis that focal perturbations in excitability disrupt 

large-scale brain network dynamics. We used viral chemogenetics in mice to reversibly 

manipulate parvalbumin interneuron (PV-IN) activity levels in whisker barrel 

somatosensory cortex. We then assessed how this imbalance affects cortical network 

activity in awake mice using wide-field optical neuroimaging of pyramidal neuron GCaMP 

dynamics as well as LFP recordings. We report 1) that local changes in excitability can 

cause remote, network-wide effects, 2) that these effects propagate differentially through 

intra- and interhemispheric connections, and 3) that chemogenetic constructs can induce 

plasticity in cortical excitability and functional connectivity. These findings may help to 

explain how focal activity changes following injury lead to widespread network 

dysfunction.  

3.2 Introduction 
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GABAergic interneurons play a vital role in maintaining excitatory/inhibitory (E/I) balance 

at multiple spatial scales (Bhatia et al., 2019). Such balance homeostatically stabilizes 

local circuit activity (Maffei et al., 2006, Barral and Reyes, 2016), governs plasticity during 

developmental critical periods (Hensch, 2005), and shapes behavior (Yizhar et al., 2011). 

However, most studies of E/I balance have examined neural activity with micro-scale 

techniques such as electrophysiology and 2-photon imaging. These spatially-restricted 

approaches may overlook larger-scale effects on widely distributed brain networks. 

Macro-level techniques such as fMRI and EEG have revealed that, within large-scale 

functional networks (e.g., motor, visual, default mode), interconnected brain loci exhibit 

synchronized activity, a phenomenon widely known as functional connectivity (FC) (Fox 

and Raichle, 2007). Computational models predict that E/I balance is a key contributor to 

the organization of FC networks (Deco et al., 2014). In accordance with this prediction, 

stroke, focal seizures, and traumatic brain injury (TBI) all disrupt regional E/I balance 

(Carmichael, 2012, Farrell et al., 2019, Mishra et al., 2014) as well as brain-wide FC 

patterns (Englot et al., 2016, Caeyenberghs et al., 2017, Silasi and Murphy, 2014), 

leading to network dysfunction thought to underlie chronic neurocognitive impairment. 

However, it remains to be empirically determined whether focal E/I imbalance plays a 

causal role in disrupting large-scale network activity, independent of injury. 

The rodent whisker sensorimotor network is a well-characterized large-scale 

cortical network in mice, both structurally and functionally, making it an ideal model to 

examine the effects of focal E/I manipulation on systems-scale dynamics. This network 

exhibits strong monosynaptic projections and intrahemispheric FC between S1W and the 

whisker motor cortex (M1W), as well as strong interhemispheric FC between motor 
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cortices, but weaker connectivity between somatosensory cortices (Ferezou et al., 2007, 

Bauer et al., 2018, Sreenivasan et al., 2016). Recent work emphasizes a prominent role 

of inhibitory connectivity, in particular parvalbumin interneurons (PV-INs), in gating 

dynamics within this circuit (Pala and Petersen, 2018, Sachidhanandam et al., 2016). PV-

INs are the most prevalent GABAergic cell-type, provide fast feedforward inhibition onto 

pyramidal neuron soma and, as we will expand upon in the Discussion, are critical for 

regulating local E/I gain control, making them ideal targets for E/I manipulation. 

Here, we used virally-delivered DREADDs (Designer Receptors Exclusively 

Activated by Designer Drugs) to reversibly and focally manipulate activity in PV-INs within 

the mouse whisker barrel somatosensory cortex (S1W). We sought to determine how this 

perturbation of local E/I balance influences large-scale cortical dynamics by monitoring 

cortical activity in awake mice using concurrent widefield optical neuroimaging (GCaMP 

calcium dynamics in pyramidal neurons) and oxy-hemoglobin hemodynamics (oxy-Hb 

optical intrinsic signal), as well as local field potential (LFP) recordings in separate 

experiments. Our results reveal that perturbations in PV-IN activity in S1W produce local 

E/I imbalance that propagates differentially through intra- and interhemispheric 

connections of the whisker sensorimotor network. These findings may allow insight into 

how brain networks respond to local changes in activity after injury, as well as how large-

scale network dysfunction might be counteracted with targeted neuromodulatory therapy.  

3.3 Results 
 

Efficient and specific viral delivery of DREADDs to S1W parvalbumin interneurons  
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We crossed the Thy1-GCaMP6f strain of mice (which permit fluorescence neuroimaging 

of pyramidal neuron calcium dynamics through the intact skull (Wright et al., 2017b) with 

the PV-Cre strain (to enable PV-specific expression of floxed viral constructs). Offspring 

were divided into three groups, each receiving stereotactic injection in the left whisker 

barrel primary somatosensory cortex (S1W) with a Cre-inducible chemogenetic viral 

construct: (1) hM3Dq, to increase PV (↑PV) inhibitory activity and decrease excitability, 

(2) hM4Di, to decrease PV (↓PV) inhibition and increase excitability, or (3) mCherry only, 

as a Control (Figure 3.1A). hM3Dq and hM4Di are Designer Receptors Exclusively 

Activated by Designer Drugs (DREADDs), engineered muscarinic channels that are 

activated by the synthetic drug, clozapine-N-oxide (CNO). The effects of DREADDs on 

activity in PV-INs have been extensively characterized in prior studies (Kuhlman et al., 

2013, Chandrasekar et al., 2019, Williams and Holtmaat, 2019, Liu et al., 2017, Sun et 

al., 2016, Funk et al., 2017, Stedehouder et al., 2018, Calin et al., 2018). 

 

We histologically validated the delivery of DREADD constructs in each group (n=5 

mice/group), and found that expression of viral constructs was well-circumscribed within 

the Paxinos atlas boundaries of S1W (Figure 3.1B), with no detectable expression in the 

rest of the cortex. Gross spread of viral transduction was similar between groups in both 

medial-lateral width (Control: 1.52±0.16 mm, ↑PV: 1.91±0.15 mm, ↓PV: 1.77±0.09, 

corrected NSP=0.28), and mean coronal cross-sectional area (Control: 1.33±0.27 mm2, 

↑PV: 1.92±0.26 mm2, ↓PV: 1.56±0.12 mm2, NSP=0.27). In addition, mCherry fluorescence 

in putative PV-INs was distributed in all cortical layers, and did not colocalize with Thy1-

GCaMP fluorescence in pyramidal neurons (Figure 3.1C). Lastly, we compared 
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colocalization of mCherry fluorescence versus immunostaining with an anti-parvalbumin 

antibody. All three virus groups exhibited high transduction efficiency of PV-INs on 

average, computed within individual mice as the fraction of all PV-immunostaining cells 

that expresses mCherry (Figure 3.1D, Control: 91.0±3.2%, ↑PV: 93.7±2.2%, ↓PV: 

89.7±3.0%, corrected NSP=0.55), as well as high specificity, computed as the fraction of 

all mCherry-expressing cells that immunostains for PV (Figure 3.1E, Control: 79.2±0.2%, 

↑PV: 78.4±2.2%, ↓PV: 80.1±2.9%, corrected NSP=0.88).  

 

Mice were allowed 8 weeks of recovery after viral injection, after which cranial windows 

were installed over the skull for wide-field neuroimaging in one set of mice, while S1W 

craniotomy ports were installed for LFP recordings in a separate cohort. Mice were then 

habituated to handling and head-fixation. All subsequent brain recordings were performed 

in awake animals.  

 
Figure 3.1. Efficient and specific viral delivery of DREADDs to S1W parvalbumin 
interneurons. (A), Experimental schematic depicting the brain field of view for widefield 
fluorescence imaging, with empirically determined functional territories for whisker (W) 
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forepaw (FP) and hindpaw (HP) plotted within motor and somatosensory (SS) areas (see 
Methods for ROI determination). Mice were a cross between the Thy1-GCaMP6f line, to 
permit imaging of calcium dynamics in cortical pyramidal neurons, and the PV-Cre line, 
to permit targeting of floxed (DIO) viral constructs to PV-INs. PV-INs in the left whisker 
barrel primary somatosensory cortex (S1W, magenta) were transduced with one of three 
different AAV8 vectors for each of the three experimental groups. (B), Representative 
diaminobenzidine (DAB) staining of an antibody against the mCherry tag used in AAV8 
constructs (left), illustrating focal and well-circumscribed viral transduction of S1W 
compared to predicted anatomy from the Paxinos atlas (right). RS = retrosplenial cortex, 
S1Tr = trunk primary S1, S2 = secondary somatosensory cortex, Ect = entorhinal cortex, 
Prh = perirhinal cortex. (C), Representative confocal projection image merging mCherry 
fluorescence (magenta) in putative PV-INs in S1W with a background of GCaMP6f 
fluorescence (green) in pyramidal neurons. Scale bar, 100 µm. (D), Average efficiency of 
viral transduction, calculated within individual mice as the percentage of all PV-
immunoreactive cells that also co-labels with mCherry. (E), Average specificity of viral 
transduction, calculated within individual mice as the percentage of all mCherry-labeled 
cells that also immunostains for PV. Data are represented as mean ± SEM for each group 
(n=5 animals per group), with significance calculated by 1-way ANOVA with Tukey’s 
multiple comparison test.  
 

Activating S1W PV-DREADDs induces local changes in activity and excitability 

To test whether chemogenetic modulation of PV-INs alters local activity, we measured 

calcium dynamics (GCaMP ∆F’) averaged within S1W versus LFP recordings averaged 

over all cortical layers. GCaMP imaging was performed in one cohort with chronic cranial 

windows over the intact skull (↑PV n=12, ↓PV n=12, Control n=11), while LFP recordings 

were performed in a separate cohort with an open-skull head fixation (↑PV n=5, ↓PV n=6, 

Control n=5). GCaMP fluorescence is strongly correlated with multi-unit activity (Murphy 

et al., 2018, Ma et al., 2016b). Thus, GCaMP and LFP offer complementary perspectives 

on both supra- and sub-threshold neural ensemble dynamics. Representative time-series 

from individual mice for both signals are shown in Figure 3.2A,B at baseline (OFF, black), 

and 30 minutes after IP injection of 1 mg/kg CNO (ON, magenta). This time window for 
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recording was chosen on the basis of DREADD effects peaking between 30-60 minutes 

after CNO delivery (discussed later in Figure 3.6D). No qualitative ON-OFF differences 

were observed in LFP or GCaMP time-series for either Control or ↑PV mice. However, in 

the ↓PV group, S1W disinhibition manifested as paroxysmal hyperexcitability, 

superimposed on lower amplitude fluctuations. Bursts of hyperexcitability were observed 

as high amplitude up-peaks in GCaMP fluorescence (Figure 3.2A), or down-peaks in LFP 

(3.2B).  

 

To assess the spectral frequency content of activity changes, we generated group-

averaged power spectra over 10-minute-long ON and OFF epochs (shown for GCaMP, 

LFP, and oxy-Hb in Figure 3.S1A-D), and then calculated the ON-OFF power change in 

decibels using equation E1 (3.S1E). DREADD activation in the ↓PV group broadly 

increased S1W spectral power in hemoglobin, GCaMP, and LFP signals. ↑PV and Control 

mice showed no apparent change. To quantify the distribution of band-limited power 

changes, we compared the short time Fourier transform (Figure 3.S1C, S2A) and Morse 

continuous wavelet transform methods for power analysis of full-band LFP data (3.S1D, 

S2B). The Fourier method offers improved frequency resolution, while the wavelet 

method provides stronger temporal resolution and is better suited for the analysis of 

paroxysmal, non-stationary time series. Both methods demonstrated qualitatively similar 

results; the Fourier transform was used for computing power spectral density in 

subsequent analyses. Power increases in the ↓PV group were observed in all frequency 

bands, achieving significance for activity <25 Hz (3.S2A). No significant ON-OFF changes 

were observed in any band for ↑PV or Control mice. 
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Figure 3.2. Activating S1W PV-DREADDs induces local changes in activity and 
excitability. (A,B) Representative time-series of GCaMP fluorescence (∆F’) within the left 
S1W ROI (A) and separately recorded local field potential (LFP) within S1W averaged over 
all cortical layers (B) shown for each of the three experimental groups at baseline (OFF, 
black) and 30 minutes after delivery of CNO (ON, magenta). See Figures 3.S1 and 3.S2 
for quantification of power spectral changes.  
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Figure 3.S1. Power spectral density computed with the fast Fourier transform for oxy-Hb 
optical intrinsic signal (A) and GCaMP fluorescence (B). LFP power spectra density was 
computed using both the short time Fourier transform (C) and the continuous wavelet 
transform (Morse wavelet) averaged over time (D). Within each column, change in power 
spectral density (∆Power, in decibels using equation E1) is shown below (E). Data are 
shown at baseline (OFF, black) and 30 minutes after delivery of CNO (ON, magenta). All 
data are represented as group averages (↑PV n=12, ↓PV n=12, Control n=11 for 
neuroimaging; ↑PV n=5, ↓PV n=6, Control n=5 for LFP), which were statistically verified 
in Figure 3.S2 and Figure 3.3. Spectral peaks at ~5 Hz (GCaMP and LFP) and 60 Hz 
(LFP) correspond to cardiorespiratory and electrical artifact, respectively.  
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Figure 3.S2. Comparison of Fourier transform and wavelet methods for computing band-
limited LFP power. All data are represented as group averages (↑PV n=5, ↓PV n=6, 
Control n=5), and were statistically verified by 2-way ANOVA with Sidak’s multiple 
comparison test (*P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001). Band-limited 
power changes were observed to be qualitatively similar for both methods, and the 
Fourier transform was used for subsequent analyses.  
 

Locally disrupted S1W E/I balance bidirectionally modulates spectral power locally 

and in remote sensorimotor areas 

We next explored the spatial extent and temporal evolution of activity changes over a 40-

minute period after CNO delivery. To measure spatial extent, we scored the mean ON-

OFF power change in decibels (delta band, 1-4 Hz, GCaMP) for each pixel in the cortex 

over successive 10-minute windows (Figure 3.3A). To further characterize temporal 

evolution over a broader frequency range, we computed group-averaged spectrograms 

of the 40-minute rolling change in 0.02-100 Hz S1W LFP power (Figure 3.3B, shown in 

time-averaged cross-section in 3.S1C,E). For comparison with blood oxygen level-

dependent (BOLD) functional MRI, we also computed the corresponding infraslow band 

(0.02-0.1 Hz) power change for the oxy-HB optical intrinsic signal (Figure 3.S3). GCaMP 
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fluorescence has been shown to offer improved signal-to-noise and spatial specificity 

compared to the optical intrinsic signal(Murphy et al., 2018), though the two signals are 

strongly coupled to one another with a temporal offset attributable to neurovascular 

coupling (Ma et al., 2016b, Wright et al., 2017b, Vazquez et al., 2014). ON-OFF changes 

at 30 minutes post-CNO were statistically verified by 2-way ANOVA with Tukey’s multiple 

comparison test, comparing spatially averaged spectral power within functional ROIs 

(Figure 3.3C-E; see Methods for ROI definitions) as well as average full-band LFP power 

(3.3F).  

 

In ↓PV-ON mice (Figure 3.3A,B), bursting events were associated with gradually 

increased delta band GCaMP power over a large swath of cortex encompassing S1W 

(averaging 3.1 mm in medial-lateral width, top row Figure 3.3A). In addition, a small 

increase in delta power was observed in the left whisker motor cortex (M1W), a region 

functionally and structurally connected to S1W. While this remote increase did not achieve 

significance compared to ↓PV-OFF (NSP=0.31), it was significant compared to Control-

ON (*P=0.01). Importantly, these changes are qualitatively mirrored in the infraslow oxy-

Hb signal. While we did not observe paroxysmal hyperexcitability in oxy-Hb dynamics as 

in the GCaMP signal (Figure 3.S3A), we did observe a significant increase in infraslow 

oxy-Hb power in left S1W (*P=0.001), but no other within- or between-group changes were 

statistically significant in any ROI (Figure 3.S3B-F). Lastly, LFP recordings corroborated 

that spectral power increases ensue within minutes after CNO injection in ↓PV mice and 

plateau at 20-30 minutes. In addition to band limited changes shown in 3.S2A, full-band 



59 
 

LFP spectral power in S1W was significantly increased on average (Figure 3.3F, 

****P<0.0001). 

 

Conversely, we anticipated that DREADDs in the ↑PV group would decrease local S1W 

power. While a slight local decrease in 1-4 Hz activity was observed (Figure 3.S1), it was 

not statistically significant in GCaMP (NSP=0.14, Figure 3.3C), full-band LFP (NSP=0.99, 

3.3E), or band-limited LFP (NSP=0.99, 3.S2). Unexpectedly, significant ON-OFF GCaMP 

power reductions were even more prominent in remote connected regions: ipsilateral/left 

M1W (****P<0.0001) as well as contralateral/right M1W (****P<0.0001) (Figure 3.3A, 

quantified in 3.3C-E). No significant infraslow hemodynamic power changes were 

detected in left or right S1W or M1W (Figure 3.S3).  

 

In addition, we were surprised to discover that, in every ↑PV mouse, motor cortex activity 

was elevated at baseline in the OFF-state, before the mice had ever been exposed to 

CNO. ↑PV-OFF mice exhibited elevated delta power in both left M1W (****P<0.0001) and 

right M1W (****P<0.0001) compared to littermates in Control-OFF or ↓PV-OFF. This pattern 

was consistent across data pooled over two independent cohorts of ↑PV mice. Curiously, 

we found that OFF-state GCaMP time-series from individual ↑PV mice exhibited 

paroxysmal hyperexcitability in the motor cortex (Figure 3.S4), similar to that observed in 

S1W in the disinhibited ↓PV-ON mice in Figure 3.2. No baseline differences between ↑PV-

OFF and Control-OFF were found in the area of viral transduction, left S1W, for either 

GCaMP (NSP=0.27) or full-band LFP (NSP=0.99) power. Importantly, Control mice were 

transduced with an analogous viral construct that expresses the mCherry tag alone, and 
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no DREADD channel. Control mice exhibited no change in power after administration of 

CNO, as demonstrated in both GCaMP and LFP in Figures 3.2,3. These baseline 

differences in motor activity, while unplanned, provide valuable information about how 

local E/I changes propagate through functional networks. In Figures 3.4-7, we focus on 

relative changes in each group from the OFF to ON state (e.g., the acute effect of 

enhanced inhibition, for the ↑PV group), while also noting informative consequences of 

the ↑PV group’s baseline motor cortex hyperexcitability. The emergence of these baseline 

differences in CNO-naïve mice over 8 weeks after viral injection as confirmed in a 

separate cohort in Figure 3.S8. Mechanistic origins of these unexpected findings are 

considered in the Discussion.  

 
 
Figure 3.3. Locally disrupted S1W E/I balance bidirectionally modulates spectral power 
locally and in remote sensorimotor areas. (A), Change in power spectral density (∆Power, 
in decibels) for 1-4 Hz (delta band) GCaMP activity for each pixel in the brain space for 
each experimental group, comparing three successive 10-minute imaging windows after 
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CNO delivery (ON) to a preceding 10-minute baseline OFF epoch using equation E1. 
Data represent group averages (↑PV n=12, ↓PV n=12, Control n=11), quantified within 
three different ROIs below in C-E. (B), ∆Power spectrogram in S1W LFP, on same decibel 
scale as A, with frequency on the y-axis (Hz) and time (in minutes) on the x-axis. ∆Power 
is computed over a continuous 40-minute ON epoch after CNO injection, compared to a 
preceding 10-minute OFF epoch. Data represent group averages (↑PV n=5, ↓PV n=6, 
Control n=5), quantified in F. (C,D,E,F) Statistical verification of trends in three ROIs from 
the GCaMP data – left S1W (C), left M1W (D), and right M1W (E) – as well as LFP data 
from left S1W (F). Power spectral density is shown in arbitrary units (A.U.). Individual data 
points represent individual mice, black bars designate mean ± SEM. Significance was 
calculated by 2-way ANOVA with Tukey’s multiple comparison test for each figure panel, 
comparing both within and between groups. ON-OFF statistical comparisons within group 
are depicted within each panel, while comparisons between groups are reported in the 
main text. (*P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001). See also Figure 3.S3 for 
∆Power maps for infraslow (0.02-0.1 Hz) GCaMP and oxy-Hb.  

 
Figure 3.S3. Changes in infraslow oxy-Hemoglobin dynamics during DREADD activation. 
(A) Representative time series of GCaMP (green) and oxy-Hb (yellow) from within S1W 
for each virus group in the ON and OFF states. (B) ∆Power maps for infraslow oxy-Hb, 
for comparison to delta band (1-4 Hz) ∆Power shown in Figure 3.3. Changes are 
represented as group averages (↑PV n=12, ↓PV n=12, Control n=11). (C-F) Average 
changes in infraslow oxy-Hb power quantified for 4 different ROIs – Left M1W (C), Right 
M1W (D), Left S1W (E), Right S1W (F). Significance was calculated by 2-way ANOVA with 
Tukey’s multiple comparison test for each figure panel, comparing both within and 
between groups. ON-OFF statistical comparisons within group are depicted within each 
panel, while comparisons between groups are reported in the main text. 
(*P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001). 
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Figure 3.S4. Representative time-series of GCaMP fluorescence (∆F’) within the left M1W 
ROI shown for each of the three experimental groups at baseline (OFF, black) and 30 
minutes after delivery of CNO (ON, magenta). ↑PV mice consistently exhibit paroxysmal 
bursts of activity in M1W in the OFF state, similar to those observed in S1W in ↓PV- ON 
mice in Figure 3.2.  
 

Propagation of local E/I imbalance disrupts patterns of cortical resting-state 

functional connectivity 

In order to characterize how these focal changes in excitability spread within cortical 

networks, we performed two complementary analyses of resting state neuroimaging data: 

first, mapping the zero-lag correlation structure (functional connectivity, FC) of cortical 

dynamics across whole time-series, and second, assessing effective connectivity by 

computing event-triggered average (ETA) responses to high amplitude events in S1W. 

For stationary, normally-distributed activity, these two approaches converge on typical 

correlation patterns for mouse connectivity: strong homotopic connectivity between left 

and right cortices (Wright et al., 2017b). However, these approaches offer complementary 
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perspectives in the setting of paroxysmal bursting events in the ↑PV-OFF and ↓PV-ON 

conditions. 

 

In order to identify regions undergoing FC changes, we first computed the Fisher z-

transformed Pearson correlation, z(r), between time-series of every pair of pixels in the 

cortex and constructed group-averaged FC matrices in the ON and OFF conditions; ON-

OFF ∆FC matrices were computed by subtraction (Figure 3.S5A). OFF-state FC matrices 

for Control and ↓PV mice were qualitatively similar, while ↑PV mice exhibited baseline 

differences from the other two groups, with foci of altered connectivity particularly in S1 

and M1 cortices. ON-OFF ∆FC matrices demonstrated no change in Control mice, while 

↓PV and ↑PV mice exhibited ON-OFF connectivity changes primarily in somatosensory 

and motor regions. The localization of FC changes to this network of regions was verified 

by principal component analysis (Figure 3.S5B) performed on ∆FC matrices: ~80% of 

the variance for both ↓PV and ↑PV ON-OFF ∆FC matrices was captured by the first 

component, which prominently features S1W and M1W. In contrast, the first component of 

ON-OFF ∆FC matrices in Control mice explained less than 40% of the variance and did 

not have a distinctive topography. To visualize FC changes from the perspective of seed 

regions within the whisker sensorimotor network, we computed FC maps, comparing 

each pixel’s time-series to the average time-series within empirically derived seed ROIs 

(see Methods) for whisker sensory and motor cortices (Figure 3.S7). We then computed 

ON-OFF ∆FC maps for GCaMP by subtraction of data in Figure 3.S7 (Figure 3.4A-D) 

and statistically verified key FC changes (Figure 3.4E-G) by 2-way ANOVA with Tukey’s 

multiple comparison test, focusing on homotopic (interhemispheric) FC for S1W and M1W, 
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as well as intrahemispheric S1W:M1W sensorimotor FC. To facilitate comparison with 

BOLD FC data, we conducted parallel FC analyses of the infraslow oxy-Hb optical 

intrinsic signal (ON-OFF ∆FC maps in Figure 3.S6 mirror Figure 3.4, original ON and 

OFF maps shown in Figure 3.S7).  

 

At baseline, ↑PV-OFF mice exhibited heightened three-node synchrony between left S1W 

and right/left M1W (Figure 3.S7A,C,D). Specifically, ↑PV-OFF mice had stronger baseline 

intrahemispheric S1W:M1W correlation than littermates in other groups (****P<0.0001 vs. 

↓PV-OFF or Control-OFF, Figure 3.4F), as well as stronger M1W homotopic synchrony 

(****P<0.0001 vs. either group, Figure 3.4G). These differences reversed upon 

chemogenetic activation of S1W PV-INs (Figure 3.4A,C,D): we observed significant ON-

OFF reductions in S1W:M1W correlation (**P<0.0014) down to Control levels (NSP=0.17 vs. 

Control-ON, 3.4F). Likewise, ON-state motor homotopic FC was significantly reduced 

(ON-OFF *P=0.02, 3.4G), though still elevated compared to Control-ON M1W homotopic 

FC (***P<0.0002). Interestingly, while baseline hyperexcitability propagated to left and 

right motor cortices, it was not transmitted interhemispherically from S1W (Figure 3.4E), 

the area of viral transduction. Indeed, we observed lower baseline ↑PV-OFF S1W 

homotopic connectivity (**P<0.006 vs. Control-OFF, ****P<0.0001 vs. ↓PV-OFF). Activating 

DREADDs normalized these differences, increasing ↑PV-ON S1W homotopic FC to 

Control levels (NSP=0.82 vs. Control-ON). Indeed, baseline hyper-connectivity between 

left S1W and right/left M1W came at the expense of weakened connectivity with all of the 

rest of the cortex, forming conspicuous regions of negative correlation for seeds placed 

outside of these three nodes (e.g. weakened OFF-state FC with right S1W, Figure 3.S7B). 
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Activating S1W PV-INs reversed these baseline differences. Thus, seeds in these three 

regions exhibited qualitatively increased FC with the rest of the cortex (orange on ∆FC 

maps, Figure 3.4).  

 

To confirm that differences in ↑PV mice were caused by expression of chemogenetic 

constructs injected into S1W 8 weeks prior, we injected DREADDs in a new cohort (↑PV 

n=5, ↓PV n=6, Control n=6) and installed cranial windows immediately afterwards so that 

we could monitor FC during the 8-week recovery period after viral injection (Figure 3.S8). 

Mice were naïve to CNO throughout this experiment. All three groups exhibited similar 

patterns of connectivity at week 0 (immediately after injection) that were consistently 

maintained over 4 weeks of imaging. However, the ↑PV mice diverged after week 6, 

exhibiting weaker whisker homotopic FC and stronger intrahemispheric S1W:M1W 

connectivity. FC changes were concurrent with the emergence of high amplitude bursting 

activity in M1W of ↑PV mice (example in Figure 3.S4), visible as a rightward-shift in 

histograms of GCaMP intensity in M1W beginning at week 6 (Figure 3.S8D).  Owing to 

limited sample size, this experiment was not sufficiently powered to match the statistically 

significant baseline FC differences shown with n=12 beyond the 8-week time point in 

Figure 3.4F and 3.4G.  

  

↓PV-OFF mice did not exhibit baseline FC differences and were indistinguishable from 

Control-OFF mice on S1W homotopic FC (NSP=0.74), M1W homotopic FC (NSP=0.97) and 

S1W:M1W FC (NSP=0.998). However, chemogenetic inhibition of PV-INs dramatically 
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increased S1W:M1W FC (ON-OFF ****P<0.0001) while simultaneously weakening S1W 

homotopic FC (ON-OFF ****P<0.0001) and M1W homotopic FC (ON-OFF **P=0.0013). 

 

Control mice did not exhibit any significant changes in FC after delivery of CNO (∆FC 

matrices in Figure 3.S5 and ∆FC maps in Figure 3.4). In addition, effects in delta-band 

GCaMP FC (Figure 3.4) for all three groups were qualitatively mirrored in oxy-Hb FC 

(Figure 3.S6). We have previously shown that connectivity of the hemoglobin optical 

intrinsic signal exhibits strong spatial similarity to GCaMP FC (Wright et al., 2017b). 

Indeed hemoglobin FC changes in Figure 3.S6 exhibit similar topography to delta band 

GCaMP maps, although with more spatial noise (and weakened statistical strength), as 

expected for infraslow hemodynamics.  
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Figure 3.S5. Correlation changes are specific to the whisker sensorimotor network. (A) 
Delta band GCaMP FC and ON-OFF ∆FC matrices. Matrices were constructed by 
comparing the Fisher z-transformed Pearson correlation r between each pair of pixels in 
the brain space at baseline (OFF, black) and 30 minutes after delivery of CNO (ON). 
Pixels in ∆FC matrices were sorted into large functional clusters (RS = retrosplenial, M2 
= secondary motor, S1 = primary somatosensory, Cing.= cingulate, V1= visual, M1 = 
primary motor). Matrices were calculated from 10 minutes of ON and 10 minutes of OFF 
data for each mouse, and then averaged within group (↑PV n=12, n=12, Control n=11). 
Note baseline differences in sensory and motor connectivity in the ↑PV group compared 
to ↓PV and Control. ON-OFF changes were observed to be especially prominent in 
sensory and motor pixels in both ↑PV and ↓PV mice, while Control mice exhibited no 
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change. (B) Principal component analysis of ∆FC matrices. The first principal component 
(PC) of each matrix is plotted as an inset map. For both ↑PV and ↓PV, the first PC 
explained ~80% of the variance in the ∆FC matrix and exhibited a topography similar to 
right S1W seeded ∆FC maps in Figure 3.4B. For Control mice, the first PC explains less 
than 40% of the ON-OFF ∆FC matrix and lacks distinctive topography.  
 

 
 
Figure 3.4. Propagation of local E/I imbalance disrupts patterns of cortical resting-state 
functional connectivity. A-D, ON-OFF ∆FC maps computed by array subtraction of ON 
and OFF maps shown in Figure 3.S7, for seeds placed in left S1W (A), right S1W (B), left 
M1W (C), and right M1W (D). Maps are represented as group averages (↑PV n=12, ↓PV 
n=12, Control n=11). (E-G), Statistical verification of changes in homotopic S1W 

connectivity (E), left S1W:M1W sensorimotor connectivity (F), and homotopic M1W 

connectivity (G). Individual data points represent individual mice, black bars designate 
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mean ± SEM, with significance calculated by 2-way ANOVA with Tukey’s multiple 
comparison test (*P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001). See also 
companion Supplemental Figures 3.S5-7.  
 
 
 

 
Figure 3.S6. ON-OFF FC changes for infraslow oxy-Hb optical intrinsic signal. ON-OFF 
maps are shown for multiple seed ROIs: left S1W (A), right S1W (B), left M1W (C), and 
right M1W (D). Maps are based on 10 minutes of ON and 10 minutes of OFF data from 
each mouse, averaged within group (↑PV n=12, ↓PV n=12, Control n=11). Data were 
statistically verified (E-G) by 2-way ANOVA with Tukey’s multiple comparison test. 
Changes qualitatively mirror those found in delta band GCaMP activity in Figure 3.4.  
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Figure 3.S7. ON and OFF FC maps used to calculate ∆FC maps in Figure 3.4 (delta band 
GCaMP ∆FC maps) and Figure 3.S5 (Infraslow hemoglobin OIS ∆FC maps), comparing 
correlation of dynamics in each pixel in the brain with that of a seed ROI. (A-D), ON and 
OFF maps from seeds corresponding to A-D in Figures 3.4 and 3.S5: left S1W (A), right 
S1W (B), left M1W (C), and right M1W (D). Maps are based on 10 minutes of ON and 10 
minutes of OFF data from each mouse, averaged within group (↑PV n=12, ↓PV n=12, 
Control n=11). Note baseline (OFF-state) FC topography differences in sensorimotor 
connectivity in the ↑PV group compared to ↓PV and Control.  
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Figure 3.S8. FC patterns change in response to local chemogenetic constructs. A 
separate cohort of mice were windowed immediately after injection to permit longitudinal 
imaging during the 8-week induction period. Week 0 data was collected the day after 
surgery. Progressive changes in group average FC maps are shown for a seed placed in 
left S1W (A). Changes in whisker homotopic FC (B) and left S1W:M1W sensorimotor FC 
(C) are shown to the right. Data represent group mean ± SEM (↑PV n=5, ↓PV n=6, Control 
n=6). Weakened whisker homotopic FC and strengthened sensorimotor FC can be 
qualitative appreciated in the ↑PV group by week 6, however data was not sufficiently 
powered for statistical testing due to limited sample sizes. (D) Histograms of GCaMP 
intensity within M1W pooling GCaMP imaging frames between mice within each group. 
Changes in FC emerged as a consequence of increased incidence of high amplitude 
bursting events in M1W in ↑PV mice beginning at week 6.  
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ON-OFF Changes in S1w event-triggered average activity spread 

intrahemispherically to M1W but not to the contralateral hemisphere 

In order to disambiguate how the additive signal of hyperexcitability bursts impacts 

functional connectivity (Duff et al., 2018), we examined effective connectivity at the event 

level. All local maxima in S1W GCaMP time-series for each individual mouse were sorted 

by amplitude (Figure 3.S9). Event-triggered averages (ETAs, as shown in Figure 3.5A) 

were computed within mouse by averaging local maxima (thresholded at >90th percentile 

peaks) at baseline (OFF) and 30 minutes after delivery of CNO (ON). Group averaged 

cortical dynamics surrounding S1W maxima are shown for each condition in Figure 3.5B 

(as maps) and 3.S9A (as average time series) with S1W peaks centered at 0 seconds. 

Differences in regional GCaMP peak amplitudes, centered on S1W peaks, were 

statistically compared between ipsi- and contralateral S1W and M1W within group in 

Figure 3.5C-E, with significance determined by 2-way ANOVA with Tukey’s multiple 

comparison test. To determine whether the additive signal of high amplitude S1W activity 

explains FC changes (Figure 3.S9C), we compared time series correlation values with 

all S1W peaks included (100%), and after removing peaks (and surrounding time points) 

above a progressively decreasing percentile value before re-computing correlation.  

 

ETA in Control mice revealed that local maxima in S1W occur synchronously with 

activation of contralateral S1W and bilateral motor cortices (with no difference between 

ON and OFF states, Figure 3.5B,D), consistent with the normal correlation structure of 

the barrel cortex (Figure 3.S7A,B). The distribution of amplitudes of local maxima in the 
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ON and OFF state were very similar (Figure 3.S9B). Removing high amplitude peaks 

from the time series did not introduce ON-OFF correlation differences (Figure 3.S9C).  

  

As in Control mice, ↓PV-OFF mice exhibited bilaterally symmetric cortical activation 

patterns surrounding S1W maxima (Figure 3.5C). However, in the ON state, local peaks 

in S1W were significantly higher in amplitude (****P<0.0001 vs. ↓PV-OFF, Figures 3.5B,C; 

3.S9A), reflecting the high amplitude bursts seen in Figure 3.2. Closer examination of the 

distribution of S1W peaks in Figure 3.S9B demonstrates that nearly all ON maxima were 

higher in amplitude than OFF maxima. ON-OFF changes in S1W simultaneously 

increased ipsilateral M1W activation (**P=0.010, 5C) while non-significantly reducing 

contralateral activity in S1W (NSP=0.14) and M1W (NSP=0.63). This unilateral high 

amplitude activity directly caused ON-OFF differences in motor homotopic and 

sensorimotor correlation (Figure 3.S9C), with differences returning to non-significant 

levels after the top deciles of peak activity were removed from time series. Whisker 

homotopic FC, however, remained significantly different between ON and OFF at all 

scales of activity, even after excising time points associated with the top 90% amplitude 

local peaks from time series (data not shown). We also note that high amplitude bursts in 

S1W were, on average, temporally flanked by local decreases in S1W activity (Figure 

3.5B, 3.S9A). 

 

In ↑PV mice, ETA highlighted important baseline (OFF) differences (Figures 3.5B,E; 

3.S9A): local peaks in left S1W were significantly higher in amplitude than those on the 

right side (**P<0.0022), and coincided with high amplitude activity bilaterally in the motor 
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cortices. When PV-INs were chemogenetically activated (ON state), peak amplitude was 

non-significantly reduced in S1W (NSP=0.1756, Figure 3.5E), although the distribution of 

S1W activity shifted to lower amplitudes (Figure 3.S9B). However, chemogenetic 

activation of S1W PV-INs significantly reduced activity in ipsilateral M1W during S1W peaks 

(**P=0.0088, Figure 3.5E). ETA amplitude was not significantly different in contralateral 

S1W (NSP=0.91) or M1W (NSP=0.069). S1W homotopic correlation was similar between ON-

OFF at all scales of activity (Figure 3.S9C). ON-OFF motor homotopic FC was reduced 

and straddled significance at all scales of activity, suggesting that correlation changes 

were not driven solely by high amplitude bursts in S1W. Likewise, sensorimotor FC 

remained significantly weaker even after removing the top 50% high amplitude bursts, 

indicating that correlation strength was altered during both high and low amplitude activity 

in S1W.  
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Figure 3.5. ON-OFF Changes in S1w event-triggered average activity spread 
intrahemispherically to M1W but not to the contralateral hemisphere. (A) Illustration of 
event-triggered average (ETA) computation. Frames surrounding local peaks above a 
given threshold (depicted as red line) in the 1-4 Hz GCaMP time series taken from the 
S1w region were flagged for averaging (run-specific, percentile-based thresholds were 
computed as described in Methods). Cortex-wide maps corresponding to the flagged 
frames were averaged to generate a movie of cortical dynamics preceding and 
succeeding high-amplitude bursts in S1w.  (B) Group-averaged GCaMP dynamics 
surrounding the top 10% of local up-peaks in S1w (centered at 0 s), with DREADDs ON 
or OFF.  (C-E) Average GCaMP fluorescence (∆F’) within four different ROIs at t=0 s 
during S1W peaks for each group. Individual data points represent individual mice, black 
bars designate mean ± SEM, with significance calculated by 2-way ANOVA with Tukey’s 
multiple comparison test (*P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001). Data are 
shown at baseline (OFF, black) and 30 minutes after delivery of CNO (ON, magenta). 
See also Figure 3.S9 to see amplitude distribution of peaks and how they impact FC.  
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Figure 3.S9. Dependence of delta band GCaMP FC changes on amplitude of S1W 
activity. (A) Event-triggered average time series during top 10% of S1W peaks shown in 
Figure 3.5A. (B) Histograms plotting the amplitude distribution of all local peaks in S1W 
GCaMP time series, pooled between all mice in each group. Note x-axis is inverted with 
high amplitude activity on the left to match the orientation of C. (C) Pearson correlation 
values between different ROIs, as a function of decreasing proportion of local peaks 
retained. Percentiles indicate the proportion of peak amplitudes (shown in B) retained for 
FC computation (see Methods). In all conditions, trends plateaued after 50% of local 
peaks were excluded, plateaued data beyond the 50th percentile are not shown. All data 
are represented as group mean ± SD (↑PV n=12, ↓PV n=12, Control n=11), and 
differences were statistically verified by 2-way ANOVA with Sidak’s multiple comparison 
test. 
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PV-INs modulate S1W excitability to ascending contralateral sensory inputs, but not 

ipsilateral inputs 

To assess how local changes in E/I balance affect cortical responses to ascending 

thalamocortical sensory input, we recorded GCaMP activity in awake mice during 

unilateral stimulation of their mystacial whiskers using computer-triggered air-puffs 

(Figure 3.6). Stimulation was presented in 20 second blocks (5 s rest, 5 air-puffs at 1 Hz, 

10 s rest). To assess the pharmacokinetics of CNO, right whisker stimulation was 

performed at baseline, 10 minutes, 30 minutes, 1 hour, 2 hours, 4 hours, and 12 hours 

after CNO injection. Left whisker stimulation was collected in a separate session at 

baseline and 30 minutes after CNO injection. OFF refers to the baseline condition before 

CNO; ON refers to the time point 30 minutes after injection for both groups. Cortical 

dynamics were averaged to produce maps of peak evoked response (Figure 3.6A) as 

well as histograms of peak response magnitude within left and right S1W ROIs (Figure 

3.6C,E). Differences in response magnitude within and between groups were compared 

by 2-way ANOVA with Tukey’s multiple comparison test (↑PV n=6, ↓PV n=6, Control n=5). 

Differences within group over time (3.6D) were compared by 2-way ANOVA with 

Dunnett’s multiple comparison test.  

 

Right whisker stimulation elicited responses primarily in left S1W, and to a lesser extent, 

left M1W and the right cortex. OFF-state evoked responses in left S1W were similar 

between all groups (NSP>0.99 for all comparisons). In the ON state, evoked responses 

were unchanged in ↑PV (Left NSP=0.28, Right NSP=0.71) and Control mice (Left NSP=0.98, 

Right NSP>0.99). ↓PV mice exhibited ON-OFF differences only in left S1W (Left 



78 
 

****P<0.0001, Right NSP>0.99), which peaked between 30-60 minutes and returned to 

baseline levels by 4 hours after injection. Interestingly, ↓PV mice did not exhibit increased 

activity in ipsilateral M1W during whisker stimulation (data not shown, NSP=0.49), though 

they did during the resting state (Figure 3.5B,C). Evoked responses to left whisker 

stimulation were primarily found in right S1W, and were unchanged between the OFF and 

ON states for all three groups in both left and right S1W.  

 
Figure 3.6. PV-INs modulate S1W excitability to ascending contralateral sensory inputs, 
but not ipsilateral inputs. (A-B) Group averaged evoked responses to stimulation of the 
right whiskers (A) and left whiskers (B) (↑PV n=6, ↓PV n=6, Control n=5). Responses are 
presented as maps of peak GCaMP fluorescence (∆F’) during stimulation, and average 
stimulation block time series for left and right S1W ROIs. (C,E) Average GCaMP 
fluorescence within left (L) and right (R) S1W ROIs during right (C) and left (E) whisker 
stimulation, with data represented as mean ± SEM, and comparisons by 2-way ANOVA 
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with Tukey’s multiple comparison test. (D) Time course of CNO effect on right whisker 
stimulation evoked response, normalized against baseline amplitude, with comparison by 
2-way ANOVA with Dunnett’s multiple comparison test. Data are shown at baseline (OFF, 
black) and 30 minutes after delivery of CNO (ON, magenta). 

 

3.4 Discussion 
 

We investigated whether focal perturbation of inhibition/excitability can causally disrupt 

large-scale cortical network dynamics. To this end, we delivered AAV8 viral DREADD 

constructs to the left whisker barrel somatosensory cortex (S1W) in three groups of clonal 

PV-Cre;Thy1-GCaMP6f mice. With this approach, we achieved spatial, temporal, and 

cell-type specific control over parvalbumin inhibitory interneurons in S1W, while also 

enabling wide-field optical imaging of pyramidal neuron calcium dynamics. Our principal 

observations may be summarized as follows: (1) Focal chemogenetic manipulation of PV-

INs induced both local changes in activity patterns and excitability as well as remote 

effects along intra- and interhemispheric connections; (2) Disturbances in activity in 

somatosensory and motor cortices differed in their tendency to spread 

interhemispherically; (3) FC networks exhibited plasticity in response to chronic 

expression of hM3Dq (↑PV) chemogenetic constructs in PV-INs. To the best of our 

knowledge, this represents the first study to mechanistically examine how focal changes 

in inhibition causally influence brain-wide network dynamics and FC. These results offer 

important insights that build on prior work described below. 

  

Local spread of E/I imbalance 
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GABAergic interneurons are known to regulate local E/I balance, maintaining brain 

dynamics in a metastable equilibrium in which inhibition rapidly scales to counterbalance 

fluctuating excitatory activity (Moore et al., 2018). Optogenetic inhibition of PV-INs has 

been shown to disrupt E/I balance, leading to hyperexcitability, prolonged cortical up-

states, and increased amplitude and spatial spread of stimulus-evoked activity (Yang et 

al., 2017). It has been suggested that this highly synchronized activity resembles a mild 

focal seizure (Chen et al., 2017), similar to the paroxysmal hyperexcitability we observed 

in S1W (Figure 3.2). These effects exhibit surprising lateral spread: the medial-lateral 

diameter of S1W power changes (3.1 mm, depicted in Figure 3.3A) was nearly twice as 

wide as the average cross-sectional area expressing DREADDs on histology (Figure 

3.1B), extending into adjacent regions of S1 without DREADD expression. Although 

dimensional comparisons between in vivo neuroimaging and fixed-tissue histology are 

challenging, this observation is corroborated by a prior report that focal activation of PV-

INs in a 200 µm area affects activity in pyramidal neurons 2 mm away (Zucca et al., 2017). 

Similarly, a recent report has shown that a focal seizure in a 2-3 mm region can cause 

hemisphere-wide changes in PV-IN activity, and that pharmacologic GABAA receptor 

blockade can contiguously widen the seizure focus or extend it remotely to secondary foci 

(Liou et al., 2018). In addition, local seizures in V1 have been shown to propagate to distal 

portions of V1 that share the same retinotopic preference (Rossi et al., 2017). Contiguous 

spread of E/I disturbances may be mediated by dense connectivity of PV-INs with nearby 

pyramidal neurons, as well as spatial buffering between PV-INs that are laterally coupled 

by gap junctions. While these properties may explain why activity changes spread locally, 
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different neural circuits may convey long distance propagation beyond the immediate 

reach of local inhibition. 

 

Structural circuits underlying remote spread of activity 

We have previously reported that optogenetic stimulation of excitatory neurons elicits 

effective connectivity along whisker sensorimotor connections as well as homotopic 

spread between motor cortices, but weak homotopic spread between whisker sensory 

cortices, in line with cortical structural connectivity (Bauer et al., 2018). Here, we extend 

those findings by demonstrating that disrupting inhibitory circuits can elicit similar patterns 

of activity spread, but in the context of intrinsic resting state dynamics, rather than being 

externally driven (as with optogenetics). Thus, the effective connectivity rules we have 

previously reported may govern how local E/I disturbances spread through brain 

networks, both in experimental and clinical settings.  

 

In particular, the present investigation reveals that E/I imbalance in S1W can spread 

remotely along intrahemispheric sensorimotor connections (Figure 3.3, 3.S4). Underlying 

structural connectivity appears to be a key determinant of this path of spread. Tracers 

injected into S1W reveal strong monosynaptic projections to ipsilateral M1W, compared to 

a low density of callosal projections terminating in contralateral S1W (Ferezou et al., 2007). 

Accordingly, whisker stimulation in S1W propagates forward to strongly activate M1W, 

followed by weaker, longer-latency activation of the contralateral hemisphere (Ferezou et 

al., 2007). Intrahemispheric connectivity between S1W and M1W is highly reciprocal (Mao 

et al., 2011, Bauer et al., 2018). This direct corticocortical circuit mediates movement 
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initiation, such that optogenetic stimulation/inhibition of S1W directly actives/inactivates 

M1W to increase/decrease whisking (Sreenivasan et al., 2016). Some prior evidence 

suggests that PV-INs in S1W gate this connection. S1W PV-INs reduce their firing rates 

during whisking (Pala and Petersen, 2018), and optogenetic suppression of PV-INs 

enhances performance on a whisker sensorimotor transformation task (Sachidhanandam 

et al., 2016). We find that, indeed, bidirectional manipulation of PV-INs in S1W is sufficient 

to modulate ipsilateral M1W activity in the resting state. Curiously, in the setting of whisker 

stimulation, ipsilateral M1W did not exhibit significant changes in activity in ↓PV-ON mice 

(Figure 3.6) as it did during the resting state (Figure 3.5B,C), indicating that ascending 

thalamocortical inputs to S1W may modulate how local E/I balance is routed intracortically. 

It has previously been shown that while whisker sensorimotor dynamics can function 

independently of the thalamus (Zagha et al., 2013), they are subject to thalamic 

modulation. Thalamocortical inputs to S1W form stronger synaptic connections with 

inhibitory interneurons than excitatory neurons, positioning the cortical interneuron 

population to titrate local excitability via fast feedforward inhibition (Cruikshank et al., 

2007). In addition, higher order thalamic inputs have been shown to play a key role in 

regulating S1W interneuron dynamics and local synaptic plasticity (Williams and Holtmaat, 

2019). In the context of our own data, these reports would indicate that whisker stimulation 

may enhance thalamocortically-driven feed-forward inhibition and mitigate the effects of 

disinhibition of sensorimotor connectivity seen in the resting state. Thus the spread of 

local E/I balance is likely simultaneously modulated by both local interneurons as well as 

ascending thalamocortical inputs.  
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In addition, our results demonstrate that focal cortical E/I imbalance can disrupt 

interhemispheric synchrony. Chronic expression of ↑PV DREADDs in left S1W caused 

baseline reduction of interhemispheric correlation in S1, while strengthening 

interhemispheric correlation in M1, effects that were reversed after activating ↑PV 

DREADDs in left S1W (Figure 3.4). Interestingly, inhibiting left PV-INs in S1W (↓PV-ON) 

caused intrahemispheric hyperexcitability in left S1W and M1W (Figure 3.5B,C), but these 

activity changes did not propagate interhemispherically; rather, homotopic synchrony for 

both S1W and M1W became weaker (Figure 3.4). Why did interhemispheric connections 

relay activity changes in ↑PV mice but not ↓PV mice? One possibility is that these 

connections might acutely buffer against interhemispheric spread of hyperexcitability (i.e., 

↓PV-ON), potentially as an endogenous protective mechanism against generalization of 

seizures. The notion of a ceiling on interhemispheric transmission of activity changes is 

in line with the recent discovery that unilateral whisker sensory deprivation potentiates 

transcallosal projections from the intact cortex to layer V neurons in the deprived cortex 

(a central hub for intracortical and subcortical connectivity), such that these synapses are 

maximally potentiated and LTP is occluded (Petrus et al., 2019). Furthermore, we found 

that dramatic ON-OFF changes in stimulation-evoked excitability remained confined 

within the disinhibited hemisphere, with minimal interhemispheric spread of 

hyperexcitability (Figure 3.6). Conversely, 8 weeks of progressive E/I disturbance (↑PV-

OFF) may engage homeostatic plasticity mechanisms that allow activity changes to 

spread interhemispherically (Figure 3.S8). It is noteworthy that activity changes spread 

interhemispherically between M1W cortices, but not S1W (Figure 3.4). This points to the 

importance of regional variation in structural connectivity that might impact how activity 
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changes propagate through networks. In humans, it has previously been shown that 

therapeutic callosotomy in epilepsy patients eliminates most interhemispheric correlation, 

with a notable exception: homotopic somatomotor FC is partially preserved (Johnston et 

al., 2008, Roland et al., 2017). Thus, interhemispheric synchrony is mediated by distinct 

subcortical connections depending on region, and these circuits may differentially shunt 

local activity changes.  

  

Intriguingly, a recent study revealed the existence of transcallosally-projecting PV-INs in 

M1, A1 and V1 (Rock et al., 2017). It has been proposed that long-range inhibitory 

connections mediate interhemispheric synchrony (Buzsáki and Wang, 2012), and 

histological evidence seems to indicate that transcallosal PV-INs are a general feature of 

the cortex (Rock et al., 2017). However, transcallosal PV-INs have not yet been reported 

in S1 to our knowledge; after careful review, we could not detect any mCherry-labeled 

intracortical projections in the corpus callosum or the contralateral hemisphere in any of 

our mice. Future studies may determine the specific cellular conduits of interhemispheric 

spread of activity changes, and how they vary regionally. 

 

Disambiguating changes in functional connectivity 

Using ETA effective connectivity analysis, we are able to show that changes in correlation 

(FC) are largely driven by high amplitude bursts of hyperexcitability. We show that bursts 

lead to enhanced correlation when they propagate between nodes of a network (e.g., 

intrahemispheric sensorimotor FC), and weakened correlation when they do not transmit 

between nodes (e.g., S1W homotopic FC), and that differences in correlation largely return 
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to non-significant levels after bursts are removed from time series (Figure 3.S9). These 

findings carry important implications for interpreting pathological hypo- and 

hyperconnectivity in BOLD fMRI data. The effects we observed in delta band GCaMP FC 

(Figure 3.4) are also present in infraslow hemodynamics (Figure 3.S6,7), despite the fact 

that bursting dynamics are not present in the oxy-hemoglobin signal (Figure 3.S3). This 

result indicates that BOLD fMRI may capture FC changes induced by paroxysmal 

hyperactivity in neural dynamics, even though the associated activity change is not 

represented in BOLD dynamics, which are relatively slow. 

In addition, it is possible that correlation differences are also driven by disruptions in 

gamma oscillations. PV-INs are pacemakers that drive high frequency gamma activity 

(Cardin et al., 2009, Sohal et al., 2009, Chen et al., 2017). These fast oscillations have 

been observed to modulate slower activity, and may interact with low frequency 

oscillations in a manner that supports efficient long-range temporal coordination (Buzsáki 

and Wang, 2012, Uhlhaas and Singer, 2012). In support of this hypothesis, slow 

fluctuations (<0.1 Hz) in gamma LFP power exhibit long-range synchrony (Nir et al., 

2008), which exhibits a similar correlation structure to infraslow BOLD FC networks (He 

et al., 2008). 

 

In our own data, chemogenetic inhibition of PV-INs manifested in broadband increases in 

LFP power (3.S2), consistent with a prior report (Nguyen et al., 2014), though only 

increases in <25Hz activity were statistically significant in our data. This stands in contrast 

to a seminal investigation by Sohal et al., who optogenetically inhibited PV-INs and 

observed significantly reduced 30-80 Hz gamma power but increased 10-30 Hz 
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oscillations (Sohal et al., 2009). These opposite effects in the gamma band may be due 

to our use of DREADDs (GPCR-based signaling, tonic change in membrane excitability) 

versus optogenetic inhibition (ionotropic signaling, phasic patterned firing). Another 

possibility, elegantly demonstrated with optogenetics by Moore et al., is that inhibition of 

PV-INs can paradoxically increase gamma band activity in downstream PV-INs as they 

counterbalance increased excitatory activity (Moore et al., 2018). In contrast, we found 

that activation of local PV-INs with hM3Dq DREADDs did not significantly alter local S1W 

activity (even while activity significantly decreased remotely in M1W), which may reflect 

the limited sensitivity of our recording techniques or the inherent capacity of S1W 

ensemble dynamics to buffer against increased PV-IN inhibition. In addition, the relatively 

weak effect of hM3Dq DREADDs versus the strong effect of hM4Di DREADDs may reflect 

differences between excitatory Gq signaling (hM3Dq) via the IP3/DAG pathway versus 

inhibitory Gi signaling (hM4Di) through cAMP-dependent pathways, which may not 

produce symmetrical effects on PV-IN activity. Further investigation with single unit 

recordings and slice electrophysiology may better define contributions of PV-IN activity to 

FC changes.  

 

Plasticity in FC induced by chemogenetic constructs in CNO-naïve mice 

Notably, propagation of local E/I balance induced changes remotely along sensorimotor 

connections. We found that M1W excitability (Figure 3.3, 3.3S4) and sensorimotor 

synchrony (Figure 3.4) were consistently elevated in ↑PV-OFF mice at baseline. These 

differences developed progressively with 8 weeks of hM3Dq expression in CNO-naïve 

mice (Figure 3.S8). Importantly, these baseline changes are opposite of the acute effects 



87 
 

of activating hM3Dq, which dampened M1W excitability (Figure 3.3) and sensorimotor 

synchrony (Figure 3.4). In light of these findings, we hypothesize that hM3Dq DREADDs 

exhibit leak signaling, and that chronic low-level activation of PV-INs in S1W induces 

compensatory plasticity that disinhibits sensorimotor connectivity and causes sustained 

hyperexcitability in M1W. These findings have important implications for the study of neural 

circuits in vivo. First, our study demonstrates that DREADDs, a tool that has exploded in 

popularity in recent years, can perturb brain activity in the absence of activating ligand, 

CNO. Second, our data suggest that local chemo- and optogenetic manipulations 

commonly used in local neural recordings can produce long-range effects on brain activity 

outside the manipulated area, which may in turn disrupt inputs feeding back in on local 

activity.  

 

How might chronic leak in hM3Dq DREADDs lead to compensatory baseline changes 

that are opposite to the effects of acute hM3Dq activation? One such mechanism may be 

paradoxical inhibition of PV-INs downstream of leak-activated PV-INs, the reverse of the 

effect reported by Moore et al. (Moore et al., 2018). In addition, leaky chemogenetic 

activation of PV-INs might dysregulate the NRG1/ErbB4 axis, which positively regulates 

the strength of excitatory synaptic inputs onto PV-INs that drive feed-forward inhibition, 

and exhibits compensatory plasticity in response to chemogenetic manipulation (Sun et 

al., 2016). Lastly, chemogenetic activation of PV-INs may alter their myelination and 

axonal morphology in a manner that impacts connectivity (Stedehouder et al., 2018). 

Further investigation of the effects of chemogenetic constructs on cortical networks is 

ongoing in our laboratory. 
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Methodologic Limitations 

This study is limited in its ability to define a specific role for PV-INs in influencing network 

dynamics, primarily because PV-INs are exceedingly heterogeneous in their connectivity 

within neural circuits. Within S1W, it has been shown that different groups of PV-INs are 

linked by gap-junctions to form distinct components of a patterned inhibitory scaffold 

around cortical whisker barrel circuits (Shigematsu et al., 2019). Thus different classes of 

PV-expressing neurons may differently contribute to brain dynamics (locally and globally), 

which will require further investigation as techniques are developed for differentiating 

subtypes in neural recordings. In addition, PV-INs work in concert with other GABAergic 

subtypes (e.g., somatostatin, VIP), whose contributions to network dynamics warrant 

additional investigation.  

 

Implications for translation to neurologic injury  

Focal E/I imbalance may be a therapeutic target for rectifying widespread brain network 

dysfunction after focal neurologic injury. In addition, the present findings may provide 

mechanistic context for understanding FC patterns as a tool to localize injury, predict and 

track recovery outcomes, and identify potential therapeutic interventions. For example, 

traumatic brain injury (TBI) leads to progressive failure of inhibitory circuits, associated 

with loss of PV immunoreactivity and dissolution of perineuronal nets supporting PV-INs 

(Hsieh et al., 2017). Our findings suggest that such a loss of inhibition may explain 

hyperconnectivity in brain FC networks after TBI (Caeyenberghs et al., 2017). Likewise, 

many mechanistic studies have specifically implicated local PV-IN dysfunction in seizure 



89 
 

onset (Jiang et al., 2016), which our results suggest may mediate anomalous functional 

connectivity between epileptogenic zones and the rest of the brain (Englot et al., 2016, 

Xiao et al., 2017, Centeno and Carmichael, 2014, Farrell et al., 2019). Furthermore, 

animal and human studies of stroke have shown that excess inhibition hampers large-

scale brain networks and functional recovery after ischemia, and that therapies targeting 

inhibitory circuits improve network synchrony and functional recovery (Clarkson et al., 

2010, Zeiler et al., 2013, Liepert et al., 2000, Kim et al., 2014, Blicher et al., 2015, Alia et 

al., 2016, Quattromani et al., 2018). Thus, specific molecular and cellular processes 

underlying imbalance in excitability may serve as potential therapeutic targets for 

restoring large-scale brain network connectivity after injury. 

3.5 Materials and Methods 
 

Animal models 

All procedures described below were approved by the Washington University Animal 

Studies Committee in compliance with AAALAC guidelines. Mice were raised in standard 

cages in a double barrier mouse facility with a 12hr-12hr light/dark cycle and ad libitum 

access to food and water. All mice used in this study were generated as a cross between 

the Thy1-GCaMP6f strain (JAX 024276) and the PV-Cre strain (JAX 017320), both on a 

C57BL/6J background. Offspring from this cross express GCaMP6f in pyramidal neurons, 

and Cre recombinase in parvalbumin-expressing interneurons. Prior to experiments, pups 

were genotyped by PCR to confirm presence of the Thy1-GCaMP6f transgene, using the 

forward primer 5’-CATCAGTGCAGCAGAGCTTC-3’ and reverse primer 5’-

CAGCGTATCCACATAGCGTA-3’. Male and female mice from each litter were sorted into 
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experimental groups using a random number generator in MATLAB, so that each litter 

and sex had balanced representation in each experimental group. No sex specific 

differences were identified in group-level analyses. Mice were 5-7 weeks of age at the 

time of viral injection (weights ranging 15-25g), and were 13-15 weeks of age at the start 

of imaging or electrophysiology experiments. Data were acquired and pooled over three 

independent cohorts of mice, with a total of 53 mice used in this study. Staff performing 

surgical procedures, neuroimaging experiments, and histology were blinded to 

experimental group.  

 

Viral injections  

Mice received buprenorphine analgesia (SQ, 0.03 mg/kg) and then were anesthetized 

with isoflurane (3% induction, 1.5% maintenance). Body temperature was maintained via 

thermostatic heating pad. Mice were secured in a stereotactic frame and then received 

200µL of 20% mannitol per 30g bodyweight, to prevent brain swelling during surgery. The 

scalp was shaved, sterilized with isopropyl alcohol and betadine scrub, locally 

anesthetized with lidocaine, and then incised at midline and retracted. A 0.5 mm burr-

hole was drilled out at coordinates for the left whisker barrel cortex from the Paxinos atlas 

(-1.5 mm posterior, -3.0 mm left of bregma), with intermittent application of chilled saline 

to the skull. Virus was loaded into a minimally invasive pulled glass pipette (tip OD 20 µm, 

40° bevel). To achieve transduction of PV-INs in all cortical layers, virus was delivered in 

three 100 nL injections (1 nL/s, Nanoject III, Drummond Scientific, Broomhall PA), spaced 

at 300, 600, and 900 nm depths, pausing for 5 minutes between injections. Post-hoc 

histology confirmed focal targeting to S1W (Figure 3.1), with no virus expression found in 
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the rest of the cortex. The scalp was then sutured closed and the mice recovered from 

anesthesia in a heated incubator. Mice were used in experiments 8 weeks later, in order 

to facilitate strong viral transduction and complete healing of the burr hole and injection 

tract prior to windowing and widefield imaging.  

 

Chemogenetic constructs  

All chemogenetic viral vectors were prepared by the Washington University School of 

Medicine Hope Center Viral Vectors Core: AAV8-hSyn-DIO-hM4D (Gi)-mCherry, AAV8-

hSyn-DIO-hM3D (Gq)-mCherry, AAV8-hSyn-DIO-mCherry (titers adjusted to ~7*1012 

vg/mL). hM3Dq and hM4Di DREADDs consist of G-protein coupled receptors derived 

from the M3 or M4 muscarinic acetylcholine channels, mutated by directed evolution such 

that they are activated by clozapine-N-oxide (CNO) and not by endogenous ligands, 

leading to net depolarization or hyperpolarization of the resting membrane potential 

respectively for several hours (Roth, 2016). OFF recordings were collected in the absence 

of CNO, while ON recordings were conducted after intraperitoneal injection of CNO (1 

mg/kg, AKSci). This system thus allows for two layers of comparison – between groups 

(↑/↓PV DREADD versus mCherry-only Control), and within group between OFF and ON 

states. 

  

Histology preparation 

Mice were deeply anesthetized with FatalPlusTM (Vortech Pharmaceuticals, Dearborn, MI, 

USA) and transcardially perfused with heparinized PBS. The brains were removed and 

fixed in 4% paraformaldehyde for 24 h and transferred to 30% sucrose in PBS. After 
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brains were saturated, they were snap-frozen on dry ice and coronally sectioned (50 μm) 

on a sliding microtome. Sections were stored in 0.2 M PBS, 30% sucrose, and 30% 

ethylene glycol at −20°C. GCaMP fluorescence was confirmed in each individual using 

epifluorescence microscopy (Nikon Eclipse 80i, Nikon Instruments Inc., Melville, NY, 

USA). As described below, mCherry spatial targeting was subsequently confirmed using 

DAB immunohistochemistry, while colocalization with parvalbumin was confirmed using 

fluorescence IHC.  

 

DAB immunohistochemistry 

Sections were rinsed with PBS and then permeabilized with 0.3% PBS-T for 10 minutes. 

Sections were then treated with 0.3% H2O2 solution in PBS for 10 minutes to quench 

endogenous peroxidase activity. Tissue was washed with PBS and blocked with 3% dry 

milk in PBS-T for 60 minutes at 25°C. Sections were incubated overnight at 4°C in 1% 

dry milk in PBS-T solution containing polyclonal rabbit anti-mCherry antibody (1:500, 

NBP2-25157 Novus Biologicals, Centennial, CO). Sections were washed with PBS, and 

then incubated for 1 hour in blocking solution containing biotinylated anti-rabbit IgG 

antibody (1:400, Vector Laboratories, Burlingame, CA, USA). All sections were then 

incubated with avidin biotinylated enzyme complex (ABC) (1:400, Vector Laboratories) 

for 1 hour. Signal was visualized with 0.025% 3,3’diaminobenzidine tetrachloride (DAB), 

0.25% NiCl, and 0.003% H2O2 in 0.05 M tris-HCl (pH 7.6) for 5-15 minutes. The sections 

were dried overnight on glass slides, dehydrated, and coverslipped using Permount 

Mounting Medium (Fisher Scientific) and then viewed with bright-field microscopy. Spatial 

spread of transduction was manually quantified in ImageJ (NIH, Bethesda, MD) in 5-7 
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slices per mouse, measuring the medial-lateral width (in mm) and cross-sectional area 

(in mm2). DAB staining labels axons and dendritic arbors with better contrast than intrinsic 

mCherry fluorescence, allowing us to more accurately estimate the spatial extent of 

DREADD expression. Statistical significance was computed using a one-way ANOVA 

with Tukey’s multiple comparison test, with significance set at an adjusted P-value < 

α=0.05. 

 

Fluorescence immunohistochemistry 

Sections were pretreated with PBS-T and blocked with 3% dry milk in PBS-T for 1 hour 

at 25°C. Sections were incubated overnight at 4°C in 1% dry milk in PBS-T solution 

containing polyclonal rabbit anti-parvalbumin antibody (1:1000, ab11427, Abcam, 

Cambridge, UK). After three PBS washes, sections were incubated for 1 hour at 37°C in 

Cy5 AffiniPure Goat Anti-Rabbit IgG (H+L) (1:800; Jackson ImmunoResearch, West 

Grove, PA). Sections were washed, mounted, and coverslipped with VECTASHIELD® 

Antifade Mounting Medium with DAPI (Vector Laboratories). 

 

Fluorescence microscopy and cell counting 

mCherry and anti-PV fluorescence were examined on an inverted confocal microscope 

using a 20x objective (Nikon A1-Rsi). The colocalization of mCherry fluorescence and 

PV-immunoreactive cells was quantified with Imaris colocalization software (Bitplane, 

Belfast, UK), using 6 sections per mouse, 3 images per section, centered on the mCherry 

labeled injection site. Statistical significance was computed using a one-way ANOVA with 

Tukey’s multiple comparison test, with significance set at an adjusted P-value < α=0.05.  
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Cranial windowing 

Mice received buprenorphine analgesia (SQ, 0.03 mg/kg) and were anesthetized with 

isoflurane (3% induction, 1.5% maintenance). Body temperature was maintained via 

thermostatic heating pad. Mice were secured in a stereotactic frame. The scalp was 

shaved, sterilized with isopropyl alcohol and betadine scrub, locally anesthetized with 

lidocaine, and then incised at midline and retracted. A custom Plexiglas window with pre-

tapped screw holes for head fixation was attached to the skull using dental cement (C&B-

Metabond, Parkell Inc., Edgewood, NY), completely containing the surgical opening. Mice 

were then placed in an incubator to rouse from anesthesia, and were allowed at least 1 

week to recover from surgery before experimentation. Windows facilitate head fixation 

and serial non-invasive imaging in awake animals (Silasi et al., 2016, Kraft et al., 2018, 

Mitra et al., 2018, Wright et al., 2017b). Mice promptly resume normal behavior in their 

home cages (whisking, grooming, eating) and do not exhibit any signs of pain or distress 

from their windows.  

 

Surgical preparation for electrophysiology 

Mice received dexamethasone (20μL 4mg/mL, S.C.) 4 hours prior to surgery, and 20% 

mannitol (200 μL/30g bodyweight, I.P.) immediately prior to surgery. Body temperature 

was maintained via thermostatic heating pad. Mice were anesthetized using isoflurane 

anesthesia (3% induction, 1.5% maintenance) and then secured in a stereotactic frame. 

The scalp was shaved, sterilized with isopropyl alcohol and betadine scrub, locally 

anesthetized with lidocaine, and then incised at midline and retracted. A circular 
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craniectomy (1mm in diameter) was drilled out centered over the same left barrel cortex 

stereotactic coordinates used for viral injection, cooling the brain intermittently with chilled 

saline. A second (0.5mm) burrhole was drilled at midline over the cerebellum (3 mm 

posterior to lambda), and a tungsten ground wire was secured in place using light-cure 

dental cement. A custom Plexiglas head fixation plate was attached to the skull using 

C&B-Metabond, completely containing the surgical opening and cerebellar ground 

electrode. The exposed dura in the barrel cortex craniectomy was protected with an 

optically-clear self-healing polymer gel that allows microelectrode probes to pass into the 

brain (Dow DOWSIL 3-4680, Ellsworth, Germantown WI). Mice were given buprenorphine 

(SQ, 0.03 mg/kg) at the end of the procedure for analgesia, and then were given 1 week 

of recovery time prior to recordings. 

 

Optical imaging system  

Widefield imaging of cortical calcium dynamics and hemodynamics was performed as 

previously described (Wright et al., 2017b). Sequential illumination was provided by four 

LEDs: 470nm (measured peak λ=454nm, LCS-0470-15-22, Mightex Systems, 

Pleasanton, CA), 530nm (measured peak λ=523nm, LCS-0530-15-22), 590nm 

(measured peak λ=595nm, LCS-0590-10-22), and 625nm (measured peak λ=640nm, 

LCS-0625-03-22). The 454nm LED was used for GCaMP excitation, and the 523nm, 

595nm, and 640nm LEDs were used for multispectral oximetric imaging. The 523nm LED 

was also used as an emission reference for GCaMP6 fluorescence in order to remove 

any confound of hemodynamics in the fluorescence signal, described below. Both the 

454nm and 523nm LED light paths were made collinear by using a multi-wavelength 
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beam combiner dichroic mirror (LCS-BC25-0505, Mightex Systems). For image 

detection, we used a cooled, frame-transfer EMCCD camera (iXon 897, Andor 

Technologies, Belfast, UK) in combination with an 85mm f/1.4 camera lens (Rokinon, 

New York, NY). The acquisition framerate was 16.8 Hz per channel, with an overall 

framerate of ~67 Hz. This framerate is well above the temporal resolution necessary to 

characterize GCaMP6 dynamics. To maintain a high frame rate and increase SNR, the 

CCD was binned at 4 x 4 pixels; this reduced the resolution of the output images from 

full-frame 512 x 512 pixels to 128 x 128 pixels. Both the LEDs and the exposure of the 

CCD were synchronized and triggered via a DAQ (PCI-6733, National Instruments, 

Austin, TX) using MATLAB (MathWorks, Natick, MA). The field-of-view was adjusted to 

be approximately 1 cm2. The resulting pixels were approximately 78µm x 78µm. To 

minimize specular reflection from the skull, we used a series of linear polarizers in front 

of the LED sources and the CCD lens. Head-fixed mice were placed at the focal plane of 

the camera. The combined, collimated LED unit was placed approximately 8 cm from the 

mouse skull, with a working distance of approximately 14cm as determined by the 

acquisition lens. A 515nm longpass filter (Semrock, Rochester, NY) was placed in front 

of the CCD to filter out 470nm fluorescence excitation light and a 460/60nm bandpass 

filter (Semrock, Rochester, NY) was used in front of the excitation source to further 

minimize leakage of fluorescence excitation light through the 515nm longpass filter. The 

pulse durations for the LEDs were 20ms, 5ms, 3ms, 1ms for 454nm, 523nm, 595nm, and 

640nm, respectively.  

 

Optical Imaging recordings 
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All imaging sessions were performed in awake, unanesthetized mice. Mice were 

acclimated to head-fixation while secured in comfortable black felt hammock until they 

resumed normal resting behavior (whisking, grooming, relaxed posture). Mice habituated 

in this manner are qualitatively observed to be still and relaxed during recordings, and 

show robust individual FC patterns that we have observed to be highly consistent over 

consecutive days of repeat recordings. Resting state imaging was collected in 10-minute 

epochs for each mouse at baseline and at 10-minute intervals after delivery of CNO (IP 

injection, 1 mg/kg, AKSci, Union City, CA), leaving the mouse fixed in place to preserve 

an identical field of view between conditions and time points. Whisker stimulation 

recordings were performed in a separate session, using 5-minute epochs per condition 

(right vs. left side, pre- and post-CNO). Stimulus was delivered using computer-triggered 

40 PSI air puffs (Picospritzer, Parker Hannifin, Cleveland, OH) in a block design (5s rest; 

5s of 1 Hz, 0.1s puffs; 10s rest; 15 blocks/5 min. total).  

 

Electrophysiology recordings 

All electrophysiology recordings were performed in awake, unanesthetized mice. As in 

the imaging experiments, mice were acclimated to head-fixation in a black felt hammock 

until they resumed normal resting behavior. A 1.5mm 16-channel linear array electrode 

(NeuroNexus, A1x16-5mm-100-703-A16, Ann Arbor, MI) was attached with a custom 

adaptor to a micromanipulator (David Kopf Instruments, Los Angeles, CA). The electrode 

was stereotactically inserted into the brain through the transparent self-healing silicone 

polymer overlying the dura, enabling direct visualization via surgical stereoscope 

(Olympus, Tokyo, Japan). The probe was inserted to a consistent depth of 1.5 mm using 
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the stereotactic manipulator, with secondary confirmation by 1) visually guiding the most 

superficial contact to just under the cortical surface, and 2) observing the noise to signal 

transition as the most superficial electrode moved from noise/air into brain parenchyma. 

Local field potentials were recorded using an amplifier with a high-pass filter cutoff of 

0.02Hz (Intan RDH2132, Los Angeles, CA) connected to the recording computer through 

an acquisition board (OpenEphys), with a tungsten reference wire positioned in the 

cerebellum. All recordings were made inside of a Faraday cage in a completely dark room. 

For each mouse, baseline recordings were collected in 10-minute epochs, followed by 

CNO injection (IP injection, 1 mg/kg), followed by a 40-minute continuous recording, 

without moving the mouse or the electrode in the brain between baseline and CNO 

recordings.  

 

Optical imaging signal processing 

A binary brain mask was manually drawn in MATLAB for each recording session in each 

mouse. All subsequent analyses were performed on pixels labeled as brain. Image 

sequences from each mouse (as well as the brain mask for each mouse) were affine-

transformed to Paxinos atlas space using the positions of bregma and lambda (Franklin 

and Paxinos, 2012). A representative frame of baseline light levels in a dark environment, 

calculated from a mean of dark images collected over 1 minute, was subtracted from the 

raw data. All pixel time traces were then spatially and temporally detrended to correct for 

any variations in light levels due to photobleaching, LED current drift, and nonuniformity 

across the skull (Kubota et al., 2008). Reflectance changes in the 523nm, 595nm, and 

640nm LED channels were used in combination to provide hemoglobin oximetric data 
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using the modified Beer-Lambert Law, as described previously (White et al., 2011). The 

GCaMP6 fluorescence signal (∆F’) was corrected for varying concentrations of absorptive 

hemoglobin using 523nm LED reflectance, adapting a previously described method.(Ma 

et al., 2016b) Images in each contrast were smoothed with a Gaussian filter (5x5 pixel 

box with a 1.3-pixel standard deviation). Global signal from within the mask-defined brain 

space was regressed from all data to highlight the underlying sub-architecture of regional 

connectivity, as done in fMRI preprocessing algorithms.(Fox et al., 2009) Parallel analysis 

without global signal regression revealed similar correlation changes but with decreased 

spatial specificity (data not shown). Each imaging session was analyzed for light level 

fluctuations to identify any epochs exhibiting motion artifact (typically due to displacement 

of the felt blanket used to tuck mice into their hammock). We subsequently excluded three 

5-minute epochs of stimulation data (out of 900 minutes total across all mice) and two 10-

minute epochs of resting state data (out of 1380 minutes total).  

 

Electrophysiology signal processing 

16-channel recordings were referenced to a tungsten ground wire positioned on the 

cerebellum. To further verify which channels were within the somatosensory cortex, we 

analyzed the spectral content of all channels, and found similar power in channels 1-12 

and then lower power in channels 13-16, indicating that channels 1-12 were in the cortex 

while channels 13-16 were in subcortical white matter (hence, excluded from analysis). 

Signal in each channel was decimated (4th order Chebyshev filter) and then bandpass 

filtered to 0.01-100 Hz (2nd order Butterworth filter) to extract local field potentials. LFP 

oscillations in each of the 12 cortical channels were observed to be qualitatively similar, 
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and were averaged within each individual mouse to improve SNR. After manually 

reviewing individual mouse LFP traces for non-stationarities due to suspected motion, 2.5 

minutes of data (in 2 epochs) were excluded (out of 800 minutes total).  

  

Optical imaging ROIs 

S1W, S1FP, and M1W ROIs are based on functional stimulus mapping from an independent 

cohort of 21 twelve-week-old Thy1-GCaMP6f mice. Whisker stimulation evoked maps 

were measured in awake mice using air puffs as described above, 5 minutes/mouse. 

Forepaw maps were elicited with mild electrical shocks under anesthesia (86.9mg/kg 

ketamine, 13.4mg/kg xylazine, IP) with a heating pad to maintain body temperature. 

Transcutaneous electrical stimulation of the forepaw was applied with microvascular clips 

(Roboz) in a block design (5 s rest; 10s 3Hz, 1.0 mA, 0.3ms electrical pulses; 10s rest; 

15 blocks/5 minutes total per mouse). 15 x 20s stimulus blocks were averaged within 

each mouse and then the peak frames for each of 5 air puffs/20 s block or 30 shocks/20 

s block were averaged into one mean maximal amplitude frame per mouse. Mean 

maximal amplitude frames were averaged across mice, and then an evoked response 

ROI was defined by any pixels whose mean maximal amplitude during stimulus was 

within >75% of the maximum pixel intensity within the brain. ROIs generated from this 

approach are depicted in Figure 3.1A and were used in subsequent analyses for 

averaging within functional territories. ROI locations were co-registered to experimental 

data using affine-transformation to Paxinos atlas space as described in the “Optical 

imaging signal processing” section above.  
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Computation of power spectral density: 

Power spectra for oxy-Hb, GCaMP (Figure 3.S1A,B) were computed using the fast 

Fourier Transform (FFT) while power spectra for LFP (Figure 3.S1C) were computed by 

averaging all windows of a short time Fourier transform (STFT). Spectra were computed 

over a 10-minute OFF epoch and a 10-minute ON epoch beginning 30 minutes after CNO 

injection. Spectra were averaged between mice and then smoothed with a 4th order 

Savitzky-Golay filter. Power spectra for LFP in Figure 3.S1D were re-computed using the 

continuous wavelet transform function in MATLAB (Morse wavelet), and then averaging 

scalograms across time. Band-limited power differences were quantified for both Fourier 

and wavelet methods in Figure 3.S2 and statistically verified by two-way ANOVA with 

Sidak’s multiple comparison test, with significance set at an adjusted P-value < α=0.05. 

In addition, power change (in decibels) was computed using the equation: 

∆𝑃𝑜𝑤𝑒𝑟 = 10 log!" =
#$%&'!"
#$%&'!##

>                                                                                       (E1) 

Within each mouse, power changes for optical imaging signals (oxy-Hb and GCaMP) 

were computed by FFT on a pixel-wise basis (shown as maps in Figures 3.3a and 3.S3) 

which subsequently averaged within a given ROI (Figures 3.3C-E and 3.S1E). Power 

changes for LFP in Figure 3.3 were computed with the short-time Fourier transform over 

continuous time series, using the spectrogram function in MATLAB (Hamming window of 

6000 samples, 75% overlap), comparing power in each window in the 40-minute ON 

epoch to the time-averaged STFT of the 10-minute OFF epoch using equation E1. 

Statistical significance for power changes (Figure 3.3c-f) was computed using a two-way 

ANOVA with Tukey’s multiple comparison test, with significance set at an adjusted P-

value < α=0.05. In subsequent analyses of optical imaging data, we focus on the classic 
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BOLD infraslow band (<0.1 Hz) and the delta band (1-4 Hz). These bounds on the delta 

band were chosen to improve signal to noise, by avoiding a 0.1-1 Hz transition point in 

global wave propagation that we have previously reported (Mitra et al., 2018), as well as 

cardiorespiratory peaks at >5 Hz (observable in Figure 3.S1). 

 

Computation of correlation (FC):  

For all analyses, FC was computed over specific frequency bands by applying zero-phase 

filtering (fifth order Butterworth) directly to GCaMP6 and hemoglobin signals, using 0.02-

0.1 Hz for infraslow and 1-4 Hz for the delta band as described above. Pearson 

correlation, , was computed in two ways. In order to broadly survey FC changes, we 

computed correlation matrices in Figure 3.S5 by comparing the time series between every 

pair of pixels in the brain space,  and . Thus, 

 𝑟($(% =
!

)&$)&%

!
* ∫𝑥!	(𝑡) ∙ 𝑥+(𝑡)𝑑𝑡                                                                                     (E2) 

where 𝜎&! and 𝜎&" are the temporal standard deviations of signals 𝑥! and 𝑥", and 𝑇 is 

the interval of integration. We noted that FC changes were most prominent in the 

sensory and motor cortices. To enhance signal-to-noise and better visualize these 

changes, we re-computed correlation maps comparing the average time series within 

empirically determined whisker S1 and M1 ROIs versus the time series of every pixel in 

the brain space (Figure S7). FC for all figures is reported following Fisher z-

transformation: 

𝑧	(𝑟) = tanh,! 	(𝑟)                                                                                                         (E3) 

Pixel-wise FC matrices shown in Figure 3.S5 were sorted into large functional territories 

using a previously described parcellation (Kraft et al., 2017). Difference matrices (Figure 



103 
 

3.S5) and maps (Figure 3.4 for GCaMP, 3.S6 for oxy-hemoglobin) were computed by 

array subtraction of FC matrices/maps for a 10-minute OFF epoch and a 10-minute ON 

epoch beginning 30 minutes after CNO injection. Group averaged and individual mouse 

FC patterns were qualitatively observed to be robust to varying size and shape of seed 

ROIs centered on S1W and M1W. Spatial principal component analysis (PCA) was 

performed on difference matrices by singular value decomposition in MATLAB, 

generating a topographic map of the first PC weighted by its eigenvalue. Statistical 

significance for average differences in FC (Figure 3.4E-G) between seeds and other ROIs 

was computed using a two-way ANOVA with Tukey’s multiple comparison test, with 

significance set at an adjusted P-value < α=0.05. 

 

Computation of event-triggered averaging 

Event-triggered averaging was used to describe cortical dynamics during local peaks in 

S1W GCaMP time-series. For each mouse session, GCaMP time series were averaged 

within S1W ROI pixels and then filtered into the delta band (1-4 Hz, fifth order Butterworth). 

All local maxima in the delta band were sorted by amplitude; those exceeding the 90th 

percentile were averaged together within individual mouse sessions (shown in Figure 

3.5). Differences in group-level averages were statistically verified by two-way ANOVA 

with Tukey’s multiple comparison test, with significance set at an adjusted P-value < 

α=0.05. In order to determine the impact of paroxysmal bursts on delta-band FC (Figure 

3.S9), five frames preceding and succeeding (± ~.3 s) each peak were excised from the 

time series prior to re-computing ROI seed-based FC as described above. The threshold 

for removing peaks was varied from the 90th (as above) to the 50th percentile value of all 
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local delta peaks in order to assess FC as a function of increasingly stringent exclusion 

criteria (i.e., how local activity at different scales contributes to long-range correlations). 

FC changes following removal of peaks below the 50th percentile value remained stable 

and are not shown. Differences in FC were statistically verified by two-way ANOVA with 

Sidak’s multiple comparison test, with significance set at an adjusted P-value < α=0.05 

Computation of whisker evoked sensory maps 

Mean 20-second stimulus blocks were averaged within each mouse and then across 

mice. Mean response maps shown in Figure 3.6A,B depict peak frames averaged across 

5 air puffs/block. Mean time series in Figure 3.6A,B were generated by averaging the 

GCaMP signal for all pixels within right and left S1W ROIs. GCaMP fluorescence intensity 

during stimulation was monitored over a 12-hour period. Differences between ROIs and 

groups were verified in Figure 3.6C,E using a two-way ANOVA with Tukey’s multiple 

comparison test, significance set at an adjusted P-value < α=0.05. Changes over time 

were statistically verified in Figure 3.6D using a two-way ANOVA with Dunnett’s multiple 

comparison test, significance set at an adjusted P-value < α=0.05. 

 

Data presentation and statistical analysis 

Histograms and scatter plots are presented as group mean ± standard error of the group 

mean for all experiments, with data points representing individual mice within each group. 

Color-map data are plotted using the open source Viridis family of color-maps, which are 

perceptually uniform and robust to colorblindness. Sample sizes were estimated based 

on prior GCaMP imaging experiments performed by our group. Randomization and 

blinding were performed as described above in Animal Models. Prism 8 software was 
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used to perform statistical testing. Statistical significance was computed via one-way 

ANOVA for histology data in Figure 3.1, and two-way ANOVA for all other figures. Tukey’s 

multiple comparison test was used for Figures 3.1, 3.3, 3.4, 3.5, 3.6c, 3.6e, 3.S3, and 

3.S6; Sidak’s test was used in Figures 3.S2 and 3.S9; Dunnett’s test was used in Figure 

3.6d. Statistical significance for all figures is reported as not significant (NSP > 0.05) or 

significant (*P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.001). Data were verified to be 

normally distributed prior to statistical testing using the Shapiro-Wilk normality test. 

Multiple comparison testing was done at the level of individual figure panel plots, including 

all possible comparisons within each plot within and between groups and ON-OFF states. 

For the sake of visual clarity, only ON-OFF differences within group are depicted within 

figures, while significant between-group effects are described in the main text. 
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Chapter 4: Conclusions and Future 
Directions 

 

In this dissertation, I have provided evidence that local activity changes in cortical 

circuits have far-reaching effects on macroscale network dynamics. I demonstrate that 

homotopically paired somatosensory cortices play a key role in initiating global slow 

waves in response to sensory stimulation, and that ischemic stroke in S1 of either 

hemisphere can disrupt global slow wave initiation. In addition, I show that 

chemogenetic manipulation of parvalbumin interneurons models focal epileptiform 

activity, that imbalances in excitability propagate differentially through cortical network 

connections, and that chronic focal hyperexcitability induces plasticity in macroscale 

dynamics. Importantly, we show that while epileptiform discharges do not grossly 

manifest in infraslow hemodynamic signals, they nevertheless induce changes in 

hemodynamic measures of FC. These studies thus add to a growing body of 

mechanistic optical neuroimaging literature in mouse models that provides important 

clues for how to interpret disruptions in macroscale networks observed in human 

fMRI/EEG. The future of this field has enormous potential to translate macroscopic brain 

recording into a clinically useful tool for diagnosis, prognosis, and guiding therapeutic 

intervention.  

 

The translational potential of mouse optical neuroimaging will be greatly enhanced by 

resolving cellular level resolution over large territories. The necessary technology has 

advanced considerably in the last decade. 2 photon GCaMP imaging with cellular 
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resolution has advanced to imaging whole zebra fish brains (Ahrens et al., 2013), 

thousands of CA1 pyramidal neurons (Ziv et al., 2013), multiple fields of view (Lecoq et 

al., 2014), and the whole cortex (Kim et al., 2016, Sofroniew et al., 2016, Stirman et al., 

2016). Current technology remains limited by scanning speeds, loss of resolution due to 

light scattering, tissue heating by intense illumination, and fabrication of large enough 

photon multiplier tubes (PMTs) for large fields of view. Recent advances in macroscope 

design (Kauvar et al., 2020), and soma targeting of GCaMP (Shemesh et al., 2020, 

Chen et al., 2020b) may help to overcome these barriers. In addition, the computational 

demands of processing and analyzing massive volumes of cellular resolution data also 

pose a significant obstacle.  

 

The next generations of chemosensors may facilitate faster detection of neural 

oscillations with higher signal-to-noise and fewer off target effects. For example, newly 

designed GCaMP sensors may resolve current issues with some GCaMP models in 

which over-expression leads to nuclear accumulation, aberrant calcium dynamics, and 

hyperexcitability (Steinmetz et al., 2017). This can be resolved by incorporating an extra 

apoCaM-binding motif to prevent disruption of  L-type calcium channels (Yang et al., 

2018), or by using fungal derived proteins that reduce interaction with the intracellular 

environment of neurons (Barykina et al., 2020). In addition, red-shifted calcium sensors 

like jRGECO1a are now available in transgenic mice, which produce less light scattering 

and thus reduced photodamage, allowing for deeper imaging of cortex than GFP based 

sensors (Dana et al., 2016, Dana et al., 2018). Red-shifted fluorescence indicators also 

allow for experiments combining optical imaging with optogenetic stimulation using 



108 
 

green light-sensitive channels like channelrhodopsin, as well as simultaneous imaging 

of distinct populations labeled with two colors of calcium indicators (Sun et al., 2017). 

New photoconvertible calcium sensors like CaMPARI further enable labeling of active 

neural populations in parallel with calcium imaging, which may prove a valuable tool for 

dissecting the effects of local circuits on macroscale dynamics, especially if combined 

with post hoc histology and slice electrophysiology of marked neurons (Moeyaert et al., 

2018, Ebner et al., 2019). While calcium sensors have been the dominant optical 

imaging tool to date, recent advances in genetically encoded voltage sensors may 

facilitate increased usage for in vivo imaging (Abdelfattah et al., 2020, Monakhov et al., 

2019). For all genetically encoded sensors, new techniques for designer viral transgene 

delivery will likely enable more flexible targeting of sensors to characterize macroscale 

dynamics of specific cell types without the constraints of working in transgenic animals 

(Hrvatin et al., 2019, Vormstein-Schneider et al., 2020). 

 

Lastly, it is worth noting that while fMRI has very limited spatiotemporal resolution, and 

typically requires anesthesia in rodents to reduce motion artifact, it remains the gold 

standard for capturing macroscale dynamics of subcortical structures. Significant strides 

have been made towards optimizing rodent fMRI for awake recordings (Zhang et al., 

2010, Gao et al., 2017), though these methods have yet to be widely adopted by the 

field. In addition, the translational utility of fMRI in rodent models can be broadened by 

combining it with other recording techniques like local calcium imaging (He et al., 2018, 

Ma et al., 2020) and LFP measurement (Pan et al., 2013, Liu et al., 2018, Jaime et al., 

2018), as well as manipulation with optogenetics  (Chan et al., 2017, Wang et al., 2019, 



109 
 

Chen et al., 2020c) and chemogenetics (Roelofs et al., 2017, Giorgi et al., 2017, Zerbi 

et al., 2019, Nakamura et al., 2020, Peeters et al., 2020). Furthermore, oxygen 

polarography can serve as a local, high temporal resolution surrogate of the BOLD fMRI 

signal, and in combination with electrophysiology this technique has proven valuable for 

probing origins of functional connectivity (Bentley et al., 2016, Li et al., 2015). 

 

The development of this broad array of tools is a tremendous technologic feat. 

However, it must be emphasized how much we still do not know about the basic 

physiology of the brain, and the questions our tools have not yet adequately answered: 

• What is the function of spontaneous activity in the resting brain? 

• What role do specific cortical and subcortical structures play in synchronizing 

macroscale network dynamics, and how do these contributions vary with brain 

state? 

• What are the relative contributions of the diverse array of excitatory, inhibitory, 

and neuromodulatory cellular actuators in shaping network dynamics? 

• How are sensory, motor, and cognitive functions represented in multiscale brain 

dynamics? 

•  Why does infraslow activity take on a unique spatiotemporal structural versus 

faster activity, and why do infraslow and faster activity reverse directions 

between wake and sleep?  

• To what extent does infraslow activity shape higher frequency dynamics, and 

vice versa? 

• What is the function of correlation and anticorrelation in brain networks?  
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• What role does interhemispheric synchrony play in brain computational function?  

• To what extent can therapeutic manipulation restore healthy network function, 

either by targeting local circuits or broadly distributed networks?  

 

Indeed, understanding how the human brain encodes multi-scale dynamics remains 

perhaps the greatest challenge of all modern biology. Here we have shown how optical 

imaging in mice has advanced the frontiers of experimental access to the extraordinary 

complexity of brain dynamics, permitting broader, higher resolution cross-sections of 

activity than have ever been seen before. This technology holds the potential to 

translate macroscopic brain recordings in humans into a valuable clinical biomarker, 

such that changes in connectivity can be mechanistically attributed to well-defined 

physiology. A deeper understanding of the underpinnings of macroscale brain dynamics 

will revolutionize our ability to diagnose and treat neurologic and psychiatric disease.  
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