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With the increasing enrollment numbers into popular computer science courses, there is a

need to bridge the similarly increasing feedback gap between individual students and course

instructors. One way to address this challenge is for instructors to collect feedback from

students in form of textual reviews or unit-of-study reflections – however, manually reading

these reviews is time-consuming, and self-reported Likert scale responses are noisy. Rule-

based approaches to sentiment analysis such as VADER (Valence Aware Dictionary and

sEntiment Reasoner) have been used to capture the sentiments conveyed in textual feedback,

they however fail to capture contextual differences as many words have different sentiments

in different contexts. In this work, I investigated the use of supervised machine learning

approaches and compared their performance in predicting the sentiment in student feedback

collected in large computer science classes with the lexicon-based approach VADER. I found

that machine learning models trained solely on student self-reported sentiment ratings were

only comparable with a balanced accuracy of 73.8% versus 73% (VADER) . However, a
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hybrid approach using the VADER score as a feature and training using the student self-

ratings performed better than VADER alone. Using better quality labels collected through

a crowdsourcing experiment led to the best machine learning model performance.
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Chapter 1

Introduction

Enrollment numbers of computer science courses have been on the rise since 2006 in most US

universities [1, 2, 3]. This has come with a similarly widening feedback gap between students

and course instructors. Collecting student feedback in form of free-form text or Likert-

style survey questions throughout the semester is one approach to bridge this feedback gap.

Periodic student feedback allows course instructors to learn about course materials students

struggle with, gain awareness of teams that have issues, or even identify students that fall

behind in a timely manner [4, 5, 6]. Once identified, students or teams at risk can be offered

tailored support to improve their experience with the course or project they are working on.

Analyzing student feedback to identify areas of concern for students in specific course units

or assignments helps instructors to prepare for review sessions or to improve future offerings

of the course.

Whereas responses to Likert-type survey questions are easy to aggregate and analyze, they

have numerous major drawbacks. The survey questions need to be carefully designed and

tailored to specific contexts and the responses tend to be biased towards the positive, noisy,

and thus unreliable [7, 8, 9]. Furthermore, they offer limited detail as to what causes issues

or misunderstandings for instance. Textual feedback not only provides more detail but is

also easy to collect since instructors can use general prompts that trigger students to report

their experiences or reflections for certain course units or activities. However, the large

volume of textual reviews is cumbersome to manually read through or analyze. This invites

the use of text and sentiment analysis tools to analyze these reviews and filter those with

negative emotions for special attention by course instructors. Sentiment Analysis (SA) refers

to computational approaches that determine the sentiment polarity of a piece of text. SA
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has been applied to predict the polarity of movie reviews, tweets, online product feedback

[10, 11, 12]. One approach to sentiment analysis are rule-based methods that maintain

static lexicons mapping the polarity generally associated with a given word or set of words

to a sentiment value often between −1 and +1. One example of such a lexicon-based is

VADER (Valence Aware Dictionary for Sentiment Reasoning) [13] which was chosen as the

baseline comparison in this work. Although these methods have been demonstrated the

ability to capture the sentiment in textual reviews [14], they often fail to capture the overall

context of the text. Some words that are known to have a positive sentiment may have

neutral sentiment in other contexts [15]. The static nature of rule-based lexicons limits their

application to new and dynamic contexts such as the prediction of sentiments in different

computer science courses.

Supervised Machine Learning (ML) approaches are designed to overcome these issues [16,

17, 18]. One major challenge with supervised ML is that we need ground truth labels to

train the models. However for text data processing, this ground truth is especially hard to

come by. It is not only time-consuming to collect through manual human annotation, but

also it is subjective. In this work, I investigate the use of student self-reported labels as

well as crowd-sourced labels in machine learning approaches, specifically random forest and

support vector machine classifiers, to predict the sentiment in student textual feedback.

I used assignment reflections and self-reported likert scale ratings collected from several large

computing courses over multiple years spanning upper-level computing and introduction to

computer science courses. In addition, I ran a crowdsourcing experiment in an introduction

to data science course to collect multiple labels for the same feedback text to aggregate them

into lesser noisy quality labels that can be used for training and evaluation.

1.1 Research Questions

To investigate whether the use of supervised machine learning and crowd-sourced ground

truth sentiment labels improve the accuracy of sentiment predictions of student feedback my

work was driven by the following specific research questions:
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Question 1: Do supervised machine learning approaches perform better at sentiment pre-

diction for student textual feedback compared to rule-based approaches such as VADER?

Question 2: What features and label information is needed for supervised machine learning

approaches to predict the sentiment of student textual unit-of-study reflections?

1.2 Related Work

In this area, several researchers have studied the use of tools to collect and analyze student

feedback. These include analysis techniques as well as visualizations tools to help class

instructors interpret the feedback. Hannah J. et. al [19] used a smartphone application to

collect real-time feedback during the class and provided the instructor with a dashboard

with key insights from the student feedback. They found out that the insights guided the

instructors to change their teaching approach to address the feedback from the students.

Kai Presler-Marshall et. al [4] employed weekly surveys to monitor software engineering

students teams to identify and help struggling teams. The reviews were manually analyzed

by reading the submission of the students and noted that the students felt that the self-

reflections helped them to stay focused on the projects. They however did not notice a

significant improvement in the final grades of the students. Investigating a similar problem,

Niki Gitinabard et. al [20] developed a dashboard that aggregated students interactions logs

from multiple learning management systems such as Piazza, Github, Moodle to understand

how different individuals in a specific team contributed to a group project. Selected course

instructors used the tool to monitor how well teams were managing the dynamics of group

work and easily identified struggling teams. The tool also supported instructors to send

emails to the teams that needed help by providing email templates. Maija Hujala et al [21]

studied the use of the Latent Dirichlet Allocation (LDA) model [22], thematic analysis, and

multilevel modeling to extract topics in large student feedback or a single course or at an

institution-wide level. This approach (LDA) was also used by Chenghua Lin and Yulan He

[23] to detect the sentiment and topics in review.

3



In the context of large computer science classes, [6] used a lexicon-based approach (VADER)

to study how students changed emotions during the semester while taking a large computer

science class. They found out that grades and the emotional experience were not correlated

thus emphasizing the need to monitor the emotions of students instead of homework or exam

performance to ensure a good experience for students in class.

Machine Learning has seen a wide application across various domains including opinion

mining and sentiment analysis. Models such as Support Vector Machine, Naive Bayes, and

Random Forests have been shown to accurately predict sentiment polarity in Twitter posts

[24], hotel reviews [12], movie reviews[10, 11], favorability of politicians based on online ac-

tivity [25]. Nabeela et. al [16] studied the performance of Naive Bayes, Complement Naive

Bayes (CNB), and Support Vector Machine (SVM) models in predicting sentiments of real-

time student feedback. They found out that the Support Vector Machine and Complement

Naive Bayes had the highest accuracy and the three-class model (negative, neutral, and pos-

itive) gave the best performance compared to the two-class (negative and positive) models.

In [17], the authors studied the effect of preprocessing and the neutral class on the perfor-

mance of the Naive Bayes and Support Vector Machine models in predicting sentiment of

student feedback. They concluded that model performance was worse with the three-class

problem which is in conflict with the findings in [16]. Similarly, Nasim et. al [26] compared

a hybrid custom lexicon and machine learning approach to predict sentiments in the student

feedback provided at the end of the semester. They found out that the hybrid approach

performed better than other text analytics libraries on the internet but did not perform well

in capturing negative and neutral sentiments.

Previous work has focused on the use of dedicated raters to label student textual feedback

sentiments. In this work, I study the use of labels crowdsourced from other students and

students’ self-reported Likert scale ratings to train the machine learning models.
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Chapter 2

Background

Machine Learning is the process of using a large set of data to learn patterns that can be

used to predict a property about individual data points or their source entity. For instance,

the set of words and their arrangements in a sentence can be used to predict whether the

sentence conveys a negative or positive sentiment. A learning problem may be unsupervised

or supervised where each data point in the training is assigned a ground truth label. In a

sentiment analysis task, the features should be extracted from the text and the labels may

be acquired by using a set of dedicated annotators or employing crowdsourcing.

2.1 Feature Engineering

Machine learning models require a set of features [27] that characterize the properties of a

data point in the data to make predictions. In the context of this work, a data point refers to

a specific textual homework assignment review provided by a student. Since the reviews are

a set of words, there is a need to represent them in form of numeric or categorical features

that can be used by the models. This process involves two major stages i.e Preprocessing

and Feature extraction.

2.1.1 Preprocessing

This stage cleans and prepares the text for feature extraction - it involves the removal of stop

words and unwanted characters such as commas, slashes, apostrophes among others. The
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text is also converted to the lower case. Although upper cases are often used to emphasize

a sentiment in a word or sentence, other researchers [28] have noted there is no significant

difference between the sentiment conveyed by a word in the upper case compared to its lower

case. Converting to lower case reduces the feature vector space dimensionality and captures

more information when the text is converted to features.

Stop word removal: This involves removing non-sentimental or uninformative words that

are only meant to support the construction of sentences in the language. For the English

language, words such as ”the”, ”or”, ”and”, ”is”, ”they” among others are considered stop

words. These words are removed from the text before doing feature extraction.

Stemming: Stemming involves reducing the individual words to their root form. For ex-

ample ”passed” or ”passing” are reduced to ”pass”.

2.1.2 Term Frequency - Inverse Document Frequency (TF-IDF)

First proposed in 1972 by Spark Jones [29], The Term Frequency - Inverse Document Fre-

quency (TF-IDF) is a method that is widely used in information theory to capture the

relevance of the words or phrases contained in a single document in comparison with a set of

documents (corpus). The TF-IDF algorithm generates features based on words or phrases

in a corpus. The weight assigned to each word or phrase in a given document shows its rel-

evance in the corpus - very common or rare phrases are assigned smaller weights compared

to phrases or words that are more informative.

For a specific term t and a document d ∈ D where D is the total number of documents, the

TF-IDF is computed using the formula.

tf(t, d) =
ft,d∑
t′∈d ft,d

idf(t) = log(
N

|d ∈ D : t ∈ d|
)tf − idf(t, d) = tf(t, d)× idf(t)

Where N = |d|

When using TF-IDF, features may be based on n-grams [30]. n-grams refer to a continuous

set of words in sentences or phrases. Single-word phrases are referred to as ”unigrams”,

two-word phrases are ”bi-grams” and three-word phrases are ”trigrams”. Tri-grams are the
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maximum n-grams commonly used since the most common English sentences are at least

three words.

2.1.3 Document Embedding

An alternative method of feature generation is Document Embedding. Document Embed-

dings [31] is based on the Word embedding approach which transforms words in a sentence

to a large continuous vector space such that words with similar meanings are closer to each

other in the new vector space. Documents embedding represent a whole document in the

new vector space. Document embedding is a popular method [32, 33] for generating features

from text datasets. The embeddings are learned using a deep neural network trained on

large corpora of documents such as Wikipedia or Twitter feeds. Due to the high computa-

tional cost of training a document embedding, pre-trained embeddings such as BERT are

commonly used instead. Developed by Google, Bidirectional Encoder Representations from

Transformers (BERT) [34] is one of the popularly used pre-trained embeddings in Natural

Language Processing. The BERT embedding was trained on Wikipedia documents and a

dataset containing over 10,000 books from different genres. The large corpora of documents

used to train BERT makes it applicable to multiple domains.

2.2 Supervised Machine Learning

A machine learning task may be modeled as a supervised or unsupervised problem. Super-

vised machine learning methods use ground truth labels for each data point in the training

dataset and fit a classifier that maximizes the accuracy of the predicted labels in the train-

ing set with the assumption that the model will perform well when tested on unseen data.

Unsupervised approaches learn patterns in the training set without any ground truth labels

being provided. In this research I used supervised machine learning approaches and the

classification problem was set up with three classes i..e yi ∈ {−1, 0,−1} and xi ∈ Rd×1 .

I compared the performance of four (4) models namely regularized Linear Model, Support

Vector Machine (SVM) Model using a gaussian kernel, Multinomial Naive Bayes, and the
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Random Forest. These models have demonstrated the best performance in related sentiment

prediction settings [16] as well general machine learning classification problems.

2.2.1 Linear Model

The linear model classifier aims to separate the data using a d − dimensional hyperplane

which is a linear combination of the features. Consider the data points x ∈ Rd×1 and a

corresponding label y ∈ {+1,−1}. The linear classifier computes the weights w ∈ Rd×1 and

computes the prediction using:

h(x) = sign(wTx+ b)

It learns the optimal weights by minimizing the regularized loss function using the gradient

descent (GD) [35] algorithm. To speed up the computation, the stochastic gradient descent

(SGD) [36], a variant of gradient descent is used instead when the sample size and the

dimensional space are large. In a three-class classification task, the linear model breaks it

into two binary classification problems i.e negative (−1) versus positive (+1)/neutral (0)

and positive (+1) versus neutral (0). The binary classification problems are then solved

sequentially.

2.2.2 Support Vector Machine (SVM)

The support vector machine [37] using the Radial Basis Function (RBF) kernel [38] works by

transforming the input feature space to an infinite dimension vector. It fits a linear classifier

in the new space which maximizes the margin from any point to the linear classifier. It

identifies and stores a small sub-set of data points also known as support vectors which are

the closest to the classifier in the new space. Predictions are made using only the support

vectors. The predictions of the support vector machine can be given by:

h(x) = sign(
n∑

i=1,αi>0

αiyiK(x, xi)− b)
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where b is the bias , K is the RBF kernel and αi are the lagrange multipliers[37] corresponding

to the support vectors.

Similar to the Linear Model, the SVM works by considering the classification problem as

two binary classification problems which are solved sequentially.

2.2.3 Naive Bayes

The Naive Bayes is a probabilistic model that relies on the assumption of independence be-

tween features of the data points given the class label. For any data point x = {x1, x2, · · · , xd},
the predicted label ŷ is given by

ŷ = argmaxc∈{−1,0,+1}P (y = c)
d∏

i=1

P (xi|y = c)

2.2.4 Random Forest

The random forest is a classifier that aggregates a large ensemble of decision trees [39]. The

classification output is the mode of the individual predictions from all the decisions trees in

the forest. The decision tree is a non-parametric model and learns simple decision rules from

the data and uses them to predict the label of a specific data point. In the random forest,

the individual decision trees are constructed using a small randomly selected subset of the

features. Although the underlying decision trees may overfit, the random forest is a robust

and stable model that does not overfit even when very many trees are used.

2.3 Lexicon Based Methods

Rule-based approaches maintain a lexicon that defines the sentiment orientation associated

with individual words or phrases in the English (or any language of interest) dictionary. To

predict the sentiment in a given sentence, they aggregate the sentiments of the individual
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words or phrases. One commonly used example includes VADER (Valence Aware Dictionary

for Sentiment Reasoning) [13] . Other lexicon-based libraries include TexBlob [40, 41] , Flair

[42], WordNet [43]. Although these approaches have been demonstrated to perform well

in sentiment analysis, they fail to capture the contextual differences as words and phrases

may have different meanings and sentiment polarities in different settings. An example in

the context of student feedback is how students use the word ”problem”. A sentence such

as ”I like problem one” would be classified as having a negative sentiment even though it

is positive. VADER specifically allows the user to specify new stop words or assign new

sentiment values to words in their respective specific context. This manual approach is 1)

unreliable since it is hard to exhaust all possible words whose meaning may change and 2)

may add bias. A statement such as ”I am having problems with the homework” is negative

but if the word ”problem” is redefined as ”neutral” in the student feedback context then the

statement would be predicted as neutral by VADER.

2.4 Crowdsourcing

Crowdsourcing is a method of gathering information or getting a large number of online users

to contribute to a task. With the rise of the internet, this approach has been utilized to

cheaply label large datasets such as images [44] as well sentiment analysis datasets [45, 46].

Crowdsourcing experiments are normally set up by asking a set of users to perform a task

for a very small remuneration on each unit of the task. Amazon Mechanical Turk (AMT)

is a popular platform that has a large set of registered remote workers who are hired to

perform tasks such as data labeling [47]. In data labeling tasks, the crowd workers are

randomly assigned a single item in the dataset. A data object may receive multiple labels

from different workers and these have to be aggregated to get the overall true label.

2.4.1 Majority Vote

The Majority vote label aggregation method assumes that all workers have an equal level

of accuracy and thus their labels contribute equally to the final label. The modal label is

predicted as the ground truth label[48, 49].
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2.4.2 Weighted Majority Vote

Weighted majority vote method acknowledges that different crowd workers will have different

accuracies due to experience and thus assigns different weights to the contributions of each

worker. Furthermore, some of the workers may be adversarial which can affect the accuracy

of the aggregated results [50]. Darwin et. al [51] described a maximum likelihood estimation

(MLE) approach to estimating worker accuracies optimized using Expectation-Maximization

(EM) algorithm. The EM algorithm starts by assuming accuracies of each labeler, such as

an accuracy pi = 0.8 for all labelers (E-step). In the M-step, the algorithm computes the

labels of each homework review (E-step) using a weighted majority vote with weights of

wi = 2pi − 1 [52]. The E-step then runs to compute the new accuracies pi of each worker

assuming the computed labels as the ground truth. The algorithm runs until there is no

further change in the labels and labeler accuracy.
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Chapter 3

Methods

3.1 Study Setting and Feedback Data

The dataset used consists of 6023 student homework reflections collected from eight large

computer science courses from eight different semesters spanning Spring 2016 to Spring 2020

at a Washington University in St. Louis with institutional approval to study human subjects.

Students in these classes were asked to provide feedback about their experience with the

homework assignments in exchange for bonus points. When submitting their homework

assignment, the students were asked to provide feedback in form of textual reviews of no

less than 50 words as well as a star rating (1 to 5) with 1 representing the most negative

sentiment about the homework and 5 representing the most positive sentiment about their

homework experience. This data was collected for homework assignments during each of

the courses. For classes offered before Fall 2018, the students were asked to provide one of

the three labels (positive, neutral, and negative) instead of a 5-star rating that was used

between Fall 2018 to Spring 2020. Figure 3.1 shows an example prompt that was shown to
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the students after submitting their homework assignments.

Figure 3.1: Sample Prompt used by the instructor to ask for feedback

Table 3.1 shows the data collected from the seven offerings of an upper-level cloud comput-

ing class and one intro to computer science course. There were fewer students submitting

reviews/reflections in Spring 2016 to Fall 2017 classes compared to those who submitted

after Spring 2018 when the instructor introduced bonus points on homework grades.
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Table 3.1: Sources of the homework reflections
Semester Course Number of

students

Number of

Reviews

Self-

Ratings

Available

Ground

Truth

Available

Spring 2016 Cloud

Computing

10 86 86

Fall 2016 Cloud

Computing

13 114 114

Spring 2017 Cloud

Computing

41 348 348

Fall 2017 Cloud

Computing

45 269 269

Spring 2018 Cloud

Computing

97 740 740

Fall 2018 Cloud

Computing

97 722 722

Fall 2019 Cloud

Computing

85 563 563 ✓

Spring 2020 Intro to

Computer

Science

603 3181 3181

Consistent with the observations by other researchers [53, 54], the student self-ratings were

imbalanced with a vast majority of the reviews being positive. Figure 3.2 shows the distri-

butions of the labels across all datasets that were used in this work.
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Figure 3.2: Distribution of Labels in the dataset

3.2 Crowdsourced Ground Truth Labels

To establish ground truth labels of the reviews in the dataset, I set up an experiment to

collect multiple labels for reviews for the Fall 2019 dataset. I asked the students in an

introduction to data science course offered by my research advisor to read and label the

de-identified homework reflections. They used a web-based interface shown in Figure 3.3

which was developed to randomly assign and display a homework review and recorded the

assigned rating before displaying another review.
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Figure 3.3: Web-based Interface used by the Labelers

For each review, the labelers assigned a five-point Likert scale rating with 1 representing

strong negative emotion, 2 representing negative emotion, 3 is neutral, 4 representing positive

emotion, and 5 representing strong positive emotions conveyed in the feedback.

To encourage submission quality labels, the students (labelers) were incentivized by getting

lab quiz credit. They were further informed that their quiz grade will depend on the number

of high-quality labels they produce. For a label to be high-quality, it needed to be within one

rating away from the median rating of all other students’ ratings. I noticed that the labelers

were hesitant to give extreme labels such as 1 and 5 because they are more likely to be more

than 1 point away from the median. To address this unexpected challenge, I converted the

ratings to a three-point scale [-1,0,1] representing negative, neutral, and positive. Ratings

of 1 & 2 were converted to −1, 3 was converted 0 whereas 4&5 were converted to +1. I

collected a total of 3037 labels from 129 labelers. Each of the 563 reviews received at least

three ratings; On average each student labeled 23 reflections and each reflection received five

labels.

To determine the true label for each homework review, I experimented with two label aggre-

gation methods that is majority vote and weighted majority.

In a weighted majority vote, the labeler accuracies pi were estimated using the EM algorithm

as described in Section 2.4.2. Below is the algorithm I used to generate the true labels.
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1. Initialize all labeler accuracies pi = 0.7

2. Use Expectation Maximization (EM) to estimate labeler accuracies pi

3. For each review compute the weighted score using weight as wi = 2pi − 1

4. Predict 0 if the weighted score between −0.1 and +0.1, predict −1 if less than -0.1 or

predict +1 if its greater than +0.1
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Figure 3.4: Distribution of labeler accuracies estimated EM

Figure 3.4 shows the distribution of labeler accuracies as estimated by the EM algorithm.

Out of the 129 labelers, only 3 labelers had a perfect accuracy of 1.0 and 1 labeler had

accuracy of 0.0. Majority of labelers (n=100) had an accuracy between 0.58 and 0.88. The

modal accuracy was 0.8 whereas the mean accuracy was 0.73. The standard deviation of

the distribution was 0.15. Figure 3.5 shows the distribution of the labels obtained using

weighted majority vote, majority vote, and the student self-ratings in the Fall 2019 dataset.
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Figure 3.5: Distribution of Labels in the Fall 2019 dataset

3.3 Baseline Setting

For this research, I chose to compare machine learning model performance to VADER as

the baseline comparison since it’s suited for micro-blog text. When given a piece of text,

VADER computes the compound sentiment score as a real number between −1 and +1.

Since this was a classification problem, I converted the sentiment score into either Negative

(-1), Neutral (0), or Positive (+1). VADER’s Official Documentation [13] recommends that

compound scores between −0.05 to 0.05 should be considered as Neutral (0), compound

scores less than −0.05 should be negative (-1) and positive (+1) sentiment corresponds to

scores greater than +0.05.

In one experiment setting, I did not do any preprocessing of the student homework reviews

before computing the VADER score. In another setting, I pre-processed the reviews before

using VADER to compute the sentiment prediction. The pre-processing was minimal and

aimed at addressing contextual issues that arise due to the use of VADER in the domain of
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predicting student feedback. The most obvious contextual challenge was the use of the word

”Problem” which is negative in the VADER lexicon yet students and instructors often use

statements like ”Problem one” to refer to the specific tasks in the homework which should

be neutral. I replaced any sequences of ”Problem one”, ”Problem two” etc with ”Question

one”, ”Question two” etc since ”Question” is neutral in the VADER lexicon. Consider the

following example:

Before preprocessing:

”I enjoyed working on problem one and two but problem three was confusing.
Generally, I did not have any major problems with the homework.”

After preprocessing:

”I enjoyed working on question one and two but question three was confusing.
Generally, I did not have any major problems with the homework.”

3.4 Model Training

Four supervised machine learning models were chosen for comparison in this study i.e Support

Vector Machine, Random Forest, Linear Model, and Naive Bayes. The SciKit Learn package

implementations of these models in python were used. The experiments were run on an 8

core CPU using Python 3.7. The training was done using the entire dataset as described

in Table 3.1. Only the Fall 2019 dataset was used to evaluate the model performance using

cross-validation with 90% of this sub dataset added to the training set and the 10% used for
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testing in each fold as shown in Figure 3.6.

Figure 3.6: Cross-validation Data split

3.4.1 Features

To generate the features, the textual reflections/reviews were preprocessed to remove stop

words and to convert them into lower cases. I then generated numeric features for each

review using the Term Frequency - Inverse Document Frequency (TF-IDF) and Document

Embeddings. Consistent with the observations by [55], the overall performance of the models

in preliminary results degraded when stemming was done and thus I decided not to do it

for this work. The TF-IDF features were generated using the TfidfVectorizer Library in
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SciKit Learn in Python. For TF-IDF, a combination of unigrams, bigrams, and tri-grams

was used to generate the features. During the preliminary steps, I experimented with 1)

only unigrams, 2) unigrams, and bigrams, and 3) unigrams, bigrams, and tri-grams. A

combination of unigrams, bigrams, and trigrams results showed the best performance and

thus was used for this work. Since TF-IDF generates very many features, the maximum

number of features to use for each model was learned using cross-validation. The training

set was used to learn a TF-IDF vectorizer which was also used to transform the textual

reflections during testing.

The Document Embedding features were generated using the pre-trained BERT model. In

some experiment settings as shown in Table 4.1, the VADER compound scores of the tex-

tual reviews were computed and used as an additional feature to the TF-IDF/Document

Embedding features.

3.4.2 Hyper Parameter Tuning

The Grid Search Method was used to choose hyper parameters of the models using 10-fold

cross validation on the training set optimizing for balanced-accuracy. The SciKit Learn

python package implementation of Grid Search was used with hyper parameters shown in

Table 3.2 for each model.
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Table 3.2: Hyper Parameter search space for each model

Random Forest

Hyper Parameter Values

max depth [ 16 , 32 , 64 , 128 , 256 ]

n estimators [ 200 , 300 , 400 , 450 , 500 ]

class weight [ balanced , balanced subsample ]

criterion [ entropy , gini ]

min samples leaf [ 7 , 9 ]

min samples split [ 7 , 9 ]

Support Vector Machine

Hyper Parameter Values

kernel [ linear , poly , rbf , sigmoid ]

gamma [ scale , auto ]

decision function shape [ ovo , ovr ]

class weight [ balanced ]

3.4.3 Training Labels

The noisy student self-reported ratings were used as the labels for the homework reflections

during the training of the models. The student self-reported ratings were rescaled from 1-5

to three classes (-1,0,+1) representing the negative, neutral and positive sentiment classes.

I computed the Mean Absolute difference between 500 randomly samples of labels with the

student self-reported ratings (SR), the Majority Vote (MV), and the Weighted Majority Vote

(WMV). The results are shown in Table 3.3. The Weighted Majority Vote had the largest

Mean Absolute Difference from the random label whereas the self-reported ratings had the

smallest.

Although the student self-ratings are noisy, I found them to have a positive correlation to the

crowd-sourced labels as shown in Table 3.4. Various experiments were set up to test if these

noisy labels would be used to train the models and give a decent performance compared

to when only the crowdsourced ground truth labels are used. The advantage of using the

student self-labels is that they are readily available since students in the class can provide
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Table 3.3: Mean Absolute Difference between Labels
SR MV WMV Random

SR - 0.43 0.43 0.949
MV - 0.05 0.975
WMV - 0.985
Random -

Table 3.4: Pearson Correlation coefficients between Labels
SR Majority Vote Weighted MV

SR - 0.45 0.45
MV - 0.95
WMV -

them along with the textual feedback. The ground truth labels obtained from using Majority

Vote and Weighted Majority Vote with EM were highly correlated (coefficient = 0.95). I

decided to use weighted Majority Vote Labels were the ground truth in this study. Whitehill

et. al [49] demonstrated that when you have a relatively large number of labels labeling

multiple reviews, the weighted majority vote performs better than the majority votes in

estimating true labels. Additionally, the weighted majority vote results had a bigger mean

absolute difference from the random label than the majority vote results.

3.5 Performance Evaluation

The evaluation of the model performance was based only on the Fall 2019 dataset since it had

ground truth labels obtained from the crowdsource experiment and the weighted majority

vote predictions. Reviews from the other datasets were only used in hyperparameter tuning

and the training process using the student self-labels as the labels. I used 10-fold stratified

cross-validation [56] as shown in Figure 3.6 on the Fall 2019 dataset to evaluate the model

performance. Three metrics were chosen for evaluation i.e balanced recall, balanced accuracy,

and recall on the negative class. Since the dataset was imbalanced, the balanced accuracy

ensures that the models perform well across all sentiment categories.

Balanced Accuracy =
∑

c∈{−1,0,+1}

P (y = c)

∑
I(ŷ = y)∑
I(y = c)
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If just accuracy is considered then a model would perform well and score 71% accuracy in

this dataset by just predicting positive for all reviews since positively labeled. This all-

positive model would however only have a balanced accuracy score of only 59%. Maximizing

the balanced recall minimizes false negatives in each class. Recall on the negative class

computes the proportion of reviews with negative that are classified correctly. The recall for

a single class is calculated as

Recall =
True Positives

True Positives+ True Negatives

The balanced recall is the weighted average of the recall across all classes. I chose the recall

on the negative class as a metric of interest because in this specific research context, I want

to minimize cases where students who may be struggling in the course are not given tailored

support by the instructor due to their reflections being classified as positive or neutral.
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Chapter 4

Results

In this chapter, I describe the performance of VADER and the machine learning models in

the various experiment settings that were set up.

4.1 VADER Performance

The lexicon-based VADER algorithm achieved a balanced accuracy score of 73.1% and a

balanced recall score of 76.2% whereas the pre-processed version of VADER performed with

a balanced accuracy of 73% and a balanced recall score of 76.2%. As shown Figure 4.1 the

pre-processed version of VADER was more accurate at capturing positive reflections but

worse on negative reflections.
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Figure 4.1: Confusion Matrices of VADER and Random Forest

4.2 Machine Learning Model Performance

Preliminary results showed the Naive Bayes and Linear Models performed poorly with bal-

anced accuracy scores around and sometimes less than 50%. Their performance is not
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included in these results shown in Table 4.2. Table 4.1 shows the eight (8) different settings

that were set up. In experiment settings 1 − 4, the TF-IDF features were used as the fea-

tures where Document Embeddings were used in 5−8. In experiments, 2, 4, 6, 8 the VADER

scores of the textual reflections were computed and added to the TF-IDF/Document Em-

bedding features. The student self-reported (SR) labels were used as the only training labels

in experiments 1, 2, 5, 6. In experiments 2, 4, 6, 8, the crowdsourced labels were used as the

training labels for reviews from Fall 2019 dataset, and the self-reported labels were used for

reviews from the other datasets. In the following sections, I describe the performance of the

models in each setting.

Table 4.1: Experiment settings

Features Training Labels

Setting TF-IDF Embeddings VADER

score

Self

Reported

Crowdsourced

(Fall 19

only)

1 ✓ ✓

2 ✓ ✓ ✓

3 ✓ ✓

4 ✓ ✓ ✓

5 ✓ ✓

6 ✓ ✓ ✓

7 ✓ ✓

8 ✓ ✓ ✓
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Table 4.2: Model Performance in the various settings

Balanced Recall (%) Balanced Accuracy (%) Negative class Recall (%)

Setting VD RF SVM VD RF SVM VD RF SVM

1 76.2 75.8 70.1 73.1 73.8 70.1 46.5 40.0 33.1

2 76.2 78.3 73.8 73.1 76.8 73.4 46.5 46.5 40.1

3 76.2 76.9 75.7 73.1 76.1 75.2 46.5 56.3 51.4

4 76.2 79.7 75.5 73.1 78.6 75.5 46.5 58.4 52.1

5 76.2 73.7 53.9 73.1 66.7 60.8 46.5 16.9 47.1

6 76.2 75.3 67.6 73.1 69.4 72.2 46.5 23.2 47.2

7 76.2 74.8 57.7 73.1 70.8 68.8 46.5 24.6 50.7

8 76.2 77.6 70.3 73.1 73.9 73.1 46.5 36.6 59.1

VD = VADER , RF = Random Forest, Bold = best score for the metric, Italic = better than VADER

In setting 1, the Random Forest model had a slightly higher balanced accuracy than VADER

and its performance greatly improved when the VADER score was added as an additional

feature in settings 2 and 4. The SVM generally performed worse than the random forest in

all experiment settings but got a higher balanced accuracy score than VADER in experiment

settings 3 and 4 when crowdsourced labels were used for training. In experiment setting 4,

where the VADER score and the crowdsourced labels were used for training, the Random

Forest achieved its highest score of 78.6% balanced accuracy and a 58.6% recall on the

negative class. Figure 4.1 shows the confusion Matrix of Random Forest in this setting.

When using features generated by Document Embeddings (Settings 5-8), the random forest

has a higher balanced accuracy and recall scores than the SVM but the SVM model was

notably more accurate at predicting the negative sentiments with 59.1% recall.

Effect of training using crowdsourced labels:

To study the effect of using crowdsourced labels on model performance, I varied the percent-

age of the Fall 2019 dataset with crowdsourced labels in training using TF-IDF and VADER

score features. When only student self-reported labels were used (i.e 0% crowdsourced la-

bels), the random forest achieved a balanced accuracy of 76.1%, beating VADER (73%)

and SVM (70.1%). As shown in Figure 4.2, the accuracy of both the SVM and Random
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Forest models improved as the percentage crowdsourced labels used increased with Random

Forest and SVM achieving 76.1% and 75.5% balanced accuracies respectively when only

crowdsourced labels were used.
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Figure 4.2: Performance with varying percentage of crowdsourced labels
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Chapter 5

Discussion and Conclusions

5.1 Discussion

5.1.1 Sentiment Prediction

VADER performed better at identifying homework reviews with negative sentiment when the

reviews were not preprocessed than when they were preprocessed cf. Figure 4.1. Preproccess-

ing improved VADER’s accuracy at predicting reviews with positive sentiments. This can

be explained by the fact that in the preprocessed reviews, the word ”problem” was replaced

with ”question” whenever it referred to a task in the homework which reduced the number of

reviews being predicted as negative by VADER. The Random Forest outperformed VADER

in most settings achieving it’s best performance when TF-IDF features and VADER scores

were used as features. The Support Vector Machine (SVM) also outperformed VADER in

this setting but performed worse than the Random Forest. When trained solely only on the

noisy student self-ratings, the machine learning models did not show any advantages over

using VADER. Adding the VADER score as a feature, greatly improved the performance of

the models with the Random Forest outperforming VADER alone as well as the Support

Vector Machine. The Random Forest performed well since it’s more robust to noise than

the Support Vector Machine. This robustness can be attributed to the large ensemble of

decision trees in the forest and thus can handle noise [39] in the self-reported labels. Using

quality ground truth labels reduces the noise in the labels and thus the models performance

improved when the crowdsourced labels were used in settings 3, 4, 7and8.. Generally, there
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were multiple settings in which machine learning models beat the lexicon-based method

VADER thus answering the first research question.

Although the data used to train the models was collected from different large-scale computing

classes, the results from this study demonstrate that good performance can be achieved

since the homework reviews come from a similar context. I learned that even when using

the student self-reported labels only, increasing the number of training reviews made the

models especially the Random Forest perform better. Varying the percentage of reviews

with the crowdsourced labels showed that the model’s performance improved with more

crowdsourced labels used in training. In this study, I only collected ground truth labels for

just 563 reviews in the Fall 2019 dataset but with a larger training set with crowdsourced

labels the performance of the model would likely improve further. The models did not

perform well with the features generated by document embeddings and were generally worse

than when trained on TF-IDF features. This result is surprising; I believe it’s because the

BERT embedding used in this work was not trained on the student feedback dataset and

thus lacks the context information. Overall, I found out that the machine learning models

achieved the best performance when trained in the hybrid setting (TF-IDF and VADER

scores as features) and crowdsourced labels which answers the second research question.

5.1.2 Crowdsourcing Experiment as a Learning Opportunity

In addition to providing an efficient way of collecting ground truth labels, the crowdsourcing

experiment can be used as a learning activity for students. I asked a different student

population that had not been asked to provide reflections themselves to participate in our

crowdsourcing experiment. The activity was part of the last lab in an intro-level data science

course taught by my research advisor. She chose the end of the semester for this activity

so that students could see it as reminder at the end of the course that data isn’t something

that comes in a spreadsheet, but needs to be collected. At this point, they already knew

sentiment analysis and supervised classification, which got introduced at an earlier time in

the semester.
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A real-world crowdsourcing experiment is a great opportunity to illustrate to students that

data collection is challenging as well as to introduce crowdsourcing to them in a very hands-

on way. Here are some student comments on the activity that show the effectiveness of this

learning activity:

“I learned what crowdsourcing is and how it works. I had heard of it before but never knew

what it actually was, and now I do!”

“I learned about crowdsourcing and the difficulty of getting labeled data to train models.”

“I got a chance to try crowdsourcing data, so I learned about one of the ways data

scientists can collect data in a scalable way.”

In addition to the crowdsourcing experiment, she introduced the specific task in this work,

the prediction of student emotions from textual feedback, so that they could learn about

a real-world application of sentiment analysis they could immediately relate to themselves.

One student reported: “I learned about crowdsourcing and sentiment analysis and how it is

implemented in real-world experiments”

Further, this activity can show students that collecting and labeling data is not trivial and

care needs to be taken when annotating data. Some student’s reported on this realization:

“I learned about the value of crowdsourcing and putting in the time to give honest ratings.”

“I [...] learned that in terms of crowdsourced labeling, the incentive needs to ensure

high-quality labeling, rather than completion and that there is a reasonably easy way of

judging quality (look at the median score for every score and only take a certain standard

deviation).”

All students’ comments cited above are (parts of) responses to the lab quiz question: “What

is the one thing you learned from today’s lab? Write 1-2 full sentences.” This question was

part of every lab quiz in this course.
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5.2 Conclusions and Future Work

Through this work, I have demonstrated that machine learning approaches such as Random

Forest and Support Vector Machine can be used to identify sentiments in student unit of

study reflections better than a lexicon-based approach alone. Overall, our hybrid approach

using TF-IDF and VADER features achieved an accuracy of almost 80% on the sentiment

prediction task, this is quite impressive given that sentiments are subjective even to humans.

Although student self-ratings are noisy and often biased, they can be useful in training the

machine learning models. For higher performance, quality ground truth labels collected from

a crowdsourcing experiment can be used to train the model. For an instructor who wishes to

use this method to identify students having a negative emotional experience, they can easily

set up the experiment by collecting data from any class they or one of their colleagues teach

and crowdsource the ground truth labels from another student population. This experiment

can serve as a learning opportunity for students in data science or machine learning courses.

Finally, to use the predictor as a live tool for the instructor to trigger interventions, it is

sufficient to use data from previous offerings of the specific course or of similar courses to

train the ML model.

In future work, it would be important to improve recall on the negative class, since I believe

that one of the most beneficial use-cases for this work is to identify students, teams, or

course materials at risk. One way to achieve this could be to improve the crowdsourcing

experiment by investigating how many labels per review are necessary for optimal machine

learning model performance. This work can further be extended by crowdsourcing ground

truth labels on reviews from more courses to investigate if the machine learning models would

be able to achieve a balanced accuracy greater than 80%. The envisioned application of this

work and is the use of this approach to predict student emotions from written feedback as

a means to help course instructors trigger interventions or improve course materials in a

classroom study. Studying the effectiveness of this intervention method in a classroom study

will be an important future work.
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