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#### Abstract

The aim of this paper is to study the existence and uniqueness of solutions for nonlinear fractional relaxation integro-differential equations with boundary conditions. Some results about the existence and uniqueness of solutions have been established by using the Banach contraction mapping principle and the Schauder fixed point theorem. An example is provided which illustrates the theoretical results. Key words: Fractional relaxation integro-differential equations, Riemann-Liouville fractional derivative, Liouville-Caputo fractional derivative, existence, uniqueness, fixed point.


## 1. Introduction

Fractional differential equations have many applications in different problems and phenomenons in science and engineering, see [1]-[16], [18]-[20].

In [10], Chidouh, Guezane-Lakoud and Bebbouchi studied the existence and uniqueness of positive solutions of the following nonlinear fractional relaxation differential equation

$$
\left\{\begin{array}{l}
{ }^{L C} D^{\alpha} x(t)+\lambda x(t)=f(t, x(t)), 0<t \leq 1, \\
x(0)=x_{0}>0,
\end{array}\right.
$$
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where ${ }^{L C} D^{\alpha}$ is the Liouville-Caputo fractional derivative, $0<\alpha \leq 1$. By using the method of the upper and lower solutions and the Schauder and Banach fixed point theorems, the existence and uniqueness of solutions have been established.

In [11], Guezane Lakoud, Khaldi and Kilicman discussed the existence of solutions for the following nonlinear differential equation with boundary conditions

$$
\left\{\begin{array}{l}
{ }^{L C} D_{1-}^{\alpha} D_{0^{+}}^{\beta} x(t)=f(t, x(t)), t \in(0,1), \\
x(0)=x^{\prime}(0)=x(1)=0,
\end{array}\right.
$$

where ${ }^{L C} D_{1^{-}}^{\alpha}$ and $D_{0^{+}}^{\beta}$ are the right Liouville-Caputo and the left Riemann-Liouville fractional derivatives respectively, $0<\alpha \leq 1,1<\beta \leq 2$. By employing the Krasnoselskii fixed point theorem, the authors obtained existence results.

In [2], Abdo, Wahash and Panchat investigated the existence and uniqueness of positive solutions of the following nonlinear fractional differential equation with integral boundary conditions

$$
\left\{\begin{array}{l}
{ }^{L C} D^{\alpha} x(t)=f(t, x(t)), 0<t \leq T \\
x(0)=a \int_{0}^{T} x(s) d s+b
\end{array}\right.
$$

where $1<\alpha<1$. By applying the method of the upper and lower solutions and the Schauder and Banach fixed point theorems, the existence and uniqueness of solutions have been provided.

Inspired and motivated by the works mentioned above, by using the Banach and Schauder fixed point theorems, we study the existence and uniqueness of solutions for the following nonlinear fractional relaxation integro-differential equation

$$
\left\{\begin{array}{l}
D^{\beta} L^{L C} D^{\alpha} x(t)+\lambda x(t)=f\left(t, x(t), I^{\gamma} x(t)\right), t \in(0, T), \lambda \in \mathbb{R}  \tag{1.1}\\
{ }^{L C} D^{\alpha} x(0)={ }^{L C} D^{\alpha} x(T)=0, x(0)=a \int_{0}^{T} x(s) d s+b, a, b \in \mathbb{R}
\end{array}\right.
$$

where $D^{\beta}$ and ${ }^{L C} D^{\alpha}$ are the Riemann-Liouville fractional derivative and LiouvilleCaputo fractional derivative of orders $\beta$ and $\alpha$ respectively, $1<\beta<2,0<\alpha<1$, $I^{\gamma}$ is the Riemann-Liouville fractional integral of order $\gamma \in(0,1)$, and $f:[0, T] \times$ $\mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is a nonlinear continuous function.

The remaining part of the paper is organized in four sections. In Section 2, some notations, definitions of fractional calculus and fixed point theorems are presented. In Section 3, some useful results about the existence and uniqueness of nonlinear fractional relaxation integro-differential equations are obtained. In Section 4, an example is provided to illustrate the theoretical results.

## 2. Preliminaries

Some definitions, notations and results of the fractional calculus are introduced throughout this section which will be utilized in this paper.

Let $J=[0, T]$. Denote by $\mathcal{C}=C(J)$ the Banach space of all continuous functions defined on $J$ endowed with the norm

$$
\|x\|=\sup \{|x(t)|: t \in J\}
$$

And $A C(J)$ is the space of absolutely continuous valued functions from $J$ into $\mathbb{R}$, and set

$$
A C^{m}(J)=\left\{x: J \rightarrow \mathbb{R}: x, x^{\prime}, x^{\prime \prime}, \quad, x^{m-1} \in \mathcal{C} \text { and } x^{m-1} \in A C(J)\right\} .
$$

Now we're giving out some fractional calculus results and properties.

Definition 2.1. [14] The fractional integral of order $\alpha>0$ of a function $h: J \rightarrow \mathbb{R}$ is defined by

$$
I^{\alpha} h(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} h(s) d s
$$

provided the integral exists.

Definition 2.2. [14] The Liouville-Caputo fractional derivative of order $\alpha>0$ of function $h: J \rightarrow \mathbb{R}$ is defined by

$$
{ }^{L C} D^{\alpha} h(t)=D^{\alpha}\left[h(t)-\sum_{k=0}^{m-1} \frac{h^{(k)}(0)}{k!} t^{k}\right],
$$

where

$$
\begin{equation*}
m=[\alpha]+1 \text { for } \alpha \notin \mathbb{N}_{0}, m=\alpha \text { for } \alpha \in \mathbb{N}_{0} \tag{2.1}
\end{equation*}
$$

and $D_{0^{+}}^{\alpha}$ is a fractional derivative in Riemann-Liouville sense of order $\alpha$ given by

$$
D^{\alpha} h(t)=D^{m} I^{m-\alpha} h(t)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{m}}{d t^{m}} \int_{0}^{t}(t-s)^{m-\alpha-1} h(s) d s
$$

The Liouville-Caputo fractional derivative ${ }^{L C} D_{0^{+}}^{\alpha}$ exists for $x$ belonging to $A C^{m}(J)$. In this case, it is defined by

$$
{ }^{L C} D^{\alpha} h(t)=I^{m-\alpha} x^{(m)}(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{m-\alpha-1} h^{(m)}(s) d s
$$

Remark that when $\alpha=m$, we get ${ }^{L C} D^{\alpha} h(t)=h^{(m)}(t)$.
Lemma 2.1. [14] Let $\alpha>0$ and $m$ be given by (2.1). If $h \in A C^{m}(J, \mathbb{R})$, then

$$
\left(I^{\alpha L C} D^{\alpha} h\right)(t)=h(t)-\sum_{k=0}^{m-1} \frac{h^{(k)}(0)}{k!} t^{k}
$$

where $h^{(k)}$ is the usual derivative of $h$ of order $k$.

Lemma 2.2. [14] For $\alpha>0$ and $m$ be given by (2.1), then the Liouville-Caputo fractional differential equation ${ }^{L C} D^{\alpha} h(t)=0$ has a general solution

$$
h(t)=a_{0}+a_{1} t+a_{2} t^{2}+\ldots+a_{m-1} t^{m-1}
$$

where $a_{i} \in \mathbb{R}, i=0,1,2, \ldots, m-1$. Further, the Riemann-Liouville fractional differential equation

$$
D^{\alpha} h(t)=0
$$

has a general solution

$$
h(t)=a_{1} t^{\alpha-1}+a_{2} t^{\alpha-2}+a_{3} t^{\alpha-3}+\ldots+a_{m} t^{\alpha-m}, a_{i} \in \mathbb{R}, i=1,2, \ldots, m
$$

Lemma 2.3. [14] For any $\alpha, \beta \in[0, \infty)$ and $\mu>-1$, then

$$
\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\beta-1} s^{\alpha-1} d s=\frac{\Gamma(\beta)}{\Gamma(\alpha+\beta)} t^{\alpha+\beta-1} .
$$

Lemma 2.4. (Banach fixed point theorem [17]) Let $\Omega$ be a nonempty closed convex subset of a Banach space $(S,\|\cdot\|)$, then any contraction mapping $\Phi$ of $\Omega$ into itself has a unique fixed point.

Lemma 2.5. (Schauder fixed point theorem [17]) Let $\Omega$ be a nonempty bounded closed convex subset of a Banach space $S$ and $\Phi: \Omega \rightarrow \Omega$ be a continuous compact operator. Then has a fixed point in $\Omega$.

To obtain our results, we need the following lemma.
Lemma 2.6. For any $h \in C(J)$, then the problem

$$
\left\{\begin{array}{l}
D^{\beta}{ }^{L C} D^{\alpha} x(t)+\lambda x(t)=h(t), t \in(0, T), \lambda \in \mathbb{R}  \tag{2.2}\\
{ }^{L C} D^{\alpha} x(0)={ }^{L C} D^{\alpha} x(T)=0, x(0)=a \int_{0}^{T} x(s) d s+b, a, b \in \mathbb{R}
\end{array}\right.
$$

is equivalent to the integral equation

$$
\begin{align*}
x(t)= & I^{\alpha+\beta} h(t)-\lambda I^{\alpha+\beta} x(t)-\frac{t^{\beta+\alpha-1}}{T^{\beta-1} \Gamma(\beta+\alpha)}\left(I^{\beta} h(T)-\lambda I^{\beta} x(T)\right) \\
& +a \int_{0}^{T} x(s) d s+b \\
= & \frac{1}{\Gamma(\alpha+\beta)}\left(\int_{0}^{t}(t-s)^{\alpha+\beta-1} h(s) d s-\lambda \int_{0}^{t}(t-s)^{\alpha+\beta-1} x(s) d s\right) \\
& -\frac{t^{\beta+\alpha-1}}{T^{\beta-1} \Gamma(\beta+\alpha)}\left(\int_{0}^{T}(T-s)^{\beta-1} h(s) d s-\lambda \int_{0}^{T}(T-s)^{\beta-1} x(s) d s\right) \\
(2.3) \quad & +a \int_{0}^{T} x(s) d s+b . \tag{2.3}
\end{align*}
$$

Proof. Taking the integrator operator $I^{\beta}$ to the first equation of (2.2), and from Lemma 2.2, we get

$$
\begin{equation*}
{ }^{L C} D^{\alpha} x(t)=I^{\beta} h(t)-\lambda I^{\beta} x(t)+a_{1} t^{\beta-1}+a_{2} t^{\beta-2} . \tag{2.4}
\end{equation*}
$$

According to conditions ${ }^{L C} D^{\alpha} x(0)={ }^{L C} D^{\alpha} x(T)=0$, it yields

$$
a_{1}=\frac{1}{T^{\beta-1}}\left(\lambda I^{\beta} x(T)-I^{\beta} h(T)\right), a_{2}=0
$$

Replacing $a_{1}$ and $a_{2}$ by their values in (2.4), we get

$$
{ }^{L C} D^{\alpha} x(t)=I^{\beta} h(t)-\lambda I^{\beta} x(t)+\frac{t^{\beta-1}}{T^{\beta-1}}\left(\lambda I^{\beta} x(T)-I^{\beta} h(T)\right)
$$

Taking the integrator operator $I^{\alpha}$ again to the above equation and using Lemmas 2.2 and 2.3 we obtain
(2.5) $x(t)=I^{\alpha+\beta} h(t)-\lambda I^{\alpha+\beta} x(t)-\frac{\Gamma(\beta) t^{\beta+\alpha-1}}{T^{\beta-1} \Gamma(\beta+\alpha)}\left(I^{\beta} h(T)-\lambda I^{\beta} x(T)\right)+a_{3}$.

Using the integral condition, we find

$$
a_{3}=a \int_{0}^{T} x(s) d s+b
$$

Substituting the value of $a_{3}$ into (2.5), we obtain the integral equation (2.3). The reverse is followed by a direct calculation which finishes the proof.

## 3. Main results

In the following we employ fixed point theorems to prove existence and uniqueness results for the problem (1.1).

For obtaining our results, we need the following hypotheses
(H1) There exist constants $l_{1}, l_{2}>0$ such that

$$
\left|f\left(t, x_{1}, y_{1}\right)-f\left(t, x_{2}, y_{2}\right)\right| \leq l_{1}\left|x_{1}-x_{2}\right|+l_{2}\left|y_{1}-y_{2}\right|,
$$

for any $t \in J$ and each $x_{i}, y_{i} \in \mathbb{R}, i=1,2$.
(H2) There exists a function $\Psi \in L^{1}\left(J, \mathbb{R}^{+}\right)$such that

$$
|f(t, x, y)| \leq \Psi(t), \forall(t, x, y) \in J \times \mathbb{R} \times \mathbb{R}
$$

### 3.1. Existence and uniqueness results via Banach's fixed point theorem

Theorem 3.1. Let (H1) holds. If

$$
\begin{align*}
\theta= & \left(\frac{T^{\alpha+\beta}}{\Gamma(\alpha+\beta+1)}+\frac{T^{2 \beta+\alpha-1}}{\beta T^{\beta-1} \Gamma(\beta+\alpha)}\right)\left(l_{1}+l_{2} \frac{T^{\eta}}{\Gamma(\eta+1)}+|\lambda|\right)  \tag{3.1}\\
& +|a| T<1,
\end{align*}
$$

then (1.1) has at least one solution.

Proof. We convert the problem (1.1) into a fixed point problem by defining the operator $\Phi: \mathcal{C} \rightarrow \mathcal{C}$ as

$$
\begin{align*}
(\Phi x)(t)= & \frac{1}{\Gamma(\alpha+\beta)}\left(\int_{0}^{t}(t-s)^{\alpha+\beta-1} f\left(s, x(s), I^{\gamma} x(s)\right) d s\right. \\
& \left.-\lambda \int_{0}^{t}(t-s)^{\alpha+\beta-1} x(s) d s\right) \\
& -\frac{t^{\beta+\alpha-1}}{T^{\beta-1} \Gamma(\beta+\alpha)}\left(\int_{0}^{T}(T-s)^{\beta-1} f\left(s, x(s), I^{\gamma} x(s)\right) d s\right. \\
& \left.-\lambda \int_{0}^{T}(T-s)^{\beta-1} x(s) d s\right)+a \int_{0}^{T} x(s) d s+b . \tag{3.2}
\end{align*}
$$

Obviously, the fixed points of operator $\Phi$ are solutions of problem (1.1). By (H1), for each $x, y \in \mathcal{C}$ and $t \in J$, we get

$$
\begin{aligned}
& |(\Phi x)(t)-(\Phi y)(t)| \\
\leq & \frac{1}{\Gamma(\alpha+\beta)} \int_{0}^{t}(t-s)^{\alpha+\beta-1}\left|f\left(s, x(s), I^{\eta} x(s)\right)-f\left(s, y(s), I^{\eta} y(s)\right)\right| d s \\
& +\frac{|\lambda|}{\Gamma(\alpha+\beta)} \int_{0}^{t}(t-s)^{\alpha+\beta-1}|x(s)-y(s)| d s \\
& +\frac{t^{\beta+\alpha-1}}{T^{\beta-1} \Gamma(\beta+\alpha)}\left(\int_{0}^{T}(T-s)^{\beta-1} \mid f\left(s, x(s), I^{\eta} x(s)\right)\right. \\
& \left.-f\left(s, y(s), I^{\eta} y(s)\right)\left|d s+|\lambda| \int_{0}^{T}(T-s)^{\beta-1}\right| x(s)-y(s) \mid d s\right) \\
& +|a| \int_{0}^{T}|x(s)-y(s)| d s \\
\leq & \left(\left(\frac{T^{\alpha+\beta}}{\Gamma(\alpha+\beta+1)}+\frac{T^{2 \beta+\alpha-1}}{\beta T^{\beta-1} \Gamma(\beta+\alpha)}\right)\right. \\
& \left.\times\left(l_{1}+l_{2} \frac{T^{\eta}}{\Gamma(\eta+1)}+|\lambda|\right)+|a| T\right)\|x-y\| .
\end{aligned}
$$

Thus

$$
\|\Phi x-\Phi y\| \leq \theta\|x-y\| .
$$

From (3.1), $\Phi$ is a contraction. As a result of Banach's fixed point theorem, $\Phi$ has a unique fixed point which is the unique solution of the problem (1.1) on $J$. This finishes the proof.

### 3.2. Existence results via Schauder's fixed point theorem

For the sake convenience, we put

$$
\Lambda_{1}=\frac{\Psi^{*} T^{\alpha+\beta}}{\Gamma(\alpha+\beta+1)}+\frac{\Psi^{*} T^{\alpha+2 \beta-1}}{\beta T^{\beta-1} \Gamma(\alpha+\beta)}+|b|
$$

where $\Psi^{*}=\sup \{\Psi(t): t \in J\}$.
Theorem 3.2. Assume that the hypotheses (H1) and (H2) are satisfied. If

$$
\omega=|\lambda|\left(\frac{T^{\alpha+\beta}}{\Gamma(\alpha+\beta+1)}+\frac{T^{2 \beta+\alpha-1}}{\beta T^{\beta-1} \Gamma(\alpha+\beta)}\right)+|a| T<1,
$$

then (1.1) has at least one solution on $J$.
Proof. We consider the nonempty closed bounded convex subset

$$
\Omega=\{x \in \mathcal{C}:\|x\| \leq M\}
$$

of $\mathcal{C}$, where $M$ is chosen such

$$
M \geq \frac{\Lambda_{1}}{1-\omega}
$$

Notice that, the continuity of the operator $\Phi$ follows from the continuity of the function $f$. Now, we need to show that the operator $\Phi$ is compact by using the Arzela-Ascoli theorem. So, we will prove that $\Phi(\Omega) \subset \Omega$ and $\Phi(\Omega)$ is uniformly bounded and equicontinuous set. For $x \in \Omega$, we have

$$
\begin{aligned}
& |(\Phi x)(t)| \\
\leq & \frac{1}{\Gamma(\alpha+\beta)} \int_{0}^{t}(t-s)^{\alpha+\beta-1}\left|f\left(s, x(s), I^{\eta} x(s)\right)\right| d s \\
& +\frac{|\lambda|}{\Gamma(\alpha+\beta)} \int_{0}^{t}(t-s)^{\alpha+\beta-1}|x(s)| d s \\
& +\frac{t^{\beta+\alpha-1}}{T^{\beta-1} \Gamma(\beta+\alpha)}\left(\int_{0}^{T}(T-s)^{\beta-1}\left|f\left(s, x(s), I^{\eta} x(s)\right)\right| d s\right. \\
& \left.+|\lambda| \int_{0}^{T}(T-s)^{\beta-1}|x(s)| d s\right)+|a| \int_{0}^{T}|x(s)| d s+|b| \\
\leq & \frac{\Psi^{*} T^{\alpha+\beta}}{\Gamma(\alpha+\beta+1)}+|\lambda| M\left(\frac{T^{\alpha+\beta}}{\Gamma(\alpha+\beta+1)}+\frac{T^{2 \beta+\alpha-1}}{\beta T^{\beta-1} \Gamma(\alpha+\beta)}\right) \\
\leq & +\frac{\Psi^{*} T^{\alpha+2 \beta-1}}{\beta T^{\beta-1} \Gamma(\alpha+\beta)}+|a| T M+|b|
\end{aligned}
$$

Then

$$
\|\Phi x\| \leq M
$$

which means that $\Phi(\Omega) \subset \Omega$ and the set $\Phi(\Omega)$ is uniformly bounded. Next, we will prove that $\Phi(\Omega)$ is equicontinuous set. For $t_{1}, t_{2} \in J$ such that $t_{1}<t_{2}$ and for $x \in \Omega$, we get

$$
\begin{aligned}
& \left|(\Phi x)\left(t_{2}\right)-(\Phi x)\left(t_{1}\right)\right| \\
\leq & \frac{1}{\Gamma(\alpha+\beta)} \int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{\alpha+\beta-1}-\left(t_{1}-s\right)^{\alpha+\beta-1}\right)\left|f\left(s, x(s), I^{\eta} x(s)\right)\right| d s \\
& +\frac{1}{\Gamma(\alpha+\beta)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha+\beta-1}\left|f\left(s, x(s), I^{\eta} x(s)\right)\right| d s \\
& +\frac{|\lambda|}{\Gamma(\alpha+\beta)}\left(\int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{\alpha+\beta-1}-\left(t_{1}-s\right)^{\alpha+\beta-1}\right)|x(s)| d s\right. \\
& \left.+\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha+\beta-1}|x(s)| d s\right) \\
& +\frac{t_{2}^{\beta+\alpha-1}-t_{1}^{\beta+\alpha-1}}{T^{\beta-1} \Gamma(\beta+\alpha)}\left(\int_{0}^{T}(T-s)^{\beta-1}\left|f\left(s, x(s), I^{\eta} x(s)\right)\right| d s\right. \\
& \left.+|\lambda| \int_{0}^{T}(T-s)^{\beta-1}|x(s)| d s\right) \\
\leq & \frac{\Psi^{*}}{\Gamma(\alpha+\beta)}\left(\int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{\alpha+\beta-1}-\left(t_{1}-s\right)^{\alpha+\beta-1}\right) d s+\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha+\beta-1} d s\right) \\
& +\frac{|\lambda| M}{\Gamma(\alpha+\beta)}\left(\int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{\alpha+\beta-1}-\left(t_{1}-s\right)^{\alpha+\beta-1}\right) d s\right. \\
& \left.+\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha+\beta-1} d s\right)+\frac{t_{2}^{\beta+\alpha-1}-t_{1}^{\beta+\alpha-1}}{T^{\beta-1} \Gamma(\beta+\alpha)}\left(\frac{\Psi^{*} T^{\beta}}{\beta}+\frac{|\lambda| T^{\beta} M}{\beta}\right) \\
\leq & \frac{\Psi^{*}}{\Gamma(\alpha+\beta+1)}\left(t_{2}^{\alpha+\beta}-t_{1}^{\alpha+\beta}\right)+\frac{\left(t_{2}^{\beta+\alpha-1}-t_{1}^{\beta+\alpha-1}\right)}{T^{\beta-1} \Gamma(\beta+\alpha)}\left(\frac{\Psi^{*} T^{\beta}}{\beta}+\frac{|\lambda| T^{\beta} M}{\beta}\right) .
\end{aligned}
$$

As $t_{1} \rightarrow t_{2}$, we see that the right hand side of the above inequality tends to zero and the convergence is independent of $x$ in $\Omega$, which means $\Phi(\Omega)$ is equicontinuous. The Arzela-Ascoli theorem implies that $\Phi$ is compact. Thus, by the Schauder fixed point theorem, we prove that $\Phi$ has at least one fixed point $x \in \Omega$ which is a solution of the problem (1.1) on $J$.

## 4. Example

We take the following fractional relaxation integro-differential equation

$$
\left\{\begin{array}{c}
D^{\frac{3}{2}} L C D^{\frac{1}{2}} x(t)+\frac{1}{4} x(t)=f\left(t, x(t), I^{\frac{1}{3}} x(t)\right), t \in(0,1),  \tag{4.1}\\
{ }^{L C} D^{\frac{1}{2}} x(0)={ }^{L C} D^{\frac{1}{2}} x(1)=0, x(0)=\frac{1}{10} \int_{0}^{1} x(s) d s+2
\end{array}\right.
$$

Here $\alpha=\frac{1}{2}, \beta=\frac{3}{2}, \eta=\frac{1}{3}, \lambda=\frac{1}{4}, a=\frac{1}{10}$ and $b=2$. Set

$$
f\left(t, x(t), I^{\frac{1}{3}} x(t)\right)=\frac{\sin (t)}{\exp \left(t^{2}\right)+7}\left(\frac{|x(t)|}{|x(t)|+1}+\frac{\left|I^{\frac{1}{3}} x(t)\right|}{1+\left|I^{\frac{1}{3}} x(t)\right|}\right)
$$

For $x_{i}, y_{i} \in \mathbb{R}, i=1,2$, we have

$$
\begin{aligned}
& \left|f\left(t, x_{1}, x_{2}\right)-f\left(t, y_{1}, y_{2}\right)\right| \\
= & \left|\frac{\sin (t)}{\exp \left(t^{2}\right)+7}\left(\left(\frac{\left|x_{1}\right|}{\left|x_{1}\right|+1}-\frac{\left|y_{1}\right|}{\left|y_{1}\right|+1}\right)+\left(\frac{\left|x_{2}\right|}{\left|x_{2}\right|+1}-\frac{\left|y_{2}\right|}{\left|y_{2}\right|+1}\right)\right)\right| \\
\leq & \frac{1}{\exp \left(t^{2}\right)+7}\left(\frac{\left|x_{1}-y_{1}\right|}{(1+|x|)(1+|y|)}+\frac{\left|x_{2}-y_{2}\right|}{\left(1+\left|x_{2}\right|\right)\left(1+\left|y_{2}\right|\right)}\right) \\
\leq & \frac{1}{8}\left(\left|x_{1}-y_{1}\right|+\left|x_{2}-y_{2}\right|\right)
\end{aligned}
$$

thus, the assumption (H1) is satisfied with $l_{1}=l_{2}=\frac{1}{8}$. We will check that condition (3.1) is satisfied. Indeed

$$
\begin{aligned}
\theta & =\left(\frac{T^{\alpha+\beta}}{\Gamma(\alpha+\beta+1)}+\frac{T^{2 \beta+\alpha-1}}{\beta T^{\beta-1} \Gamma(\beta+\alpha)}\right)\left(l_{1}+l_{2} \frac{T^{\eta}}{\Gamma(\eta+1)}+|\lambda|\right)+|a| T \\
& =\left(\frac{1}{\Gamma(3)}+\frac{2}{3 \Gamma(2)}\right)\left(\frac{1}{8}+\frac{1}{8} \frac{1}{\Gamma\left(\frac{1}{3}+1\right)}+\frac{1}{4}\right)+\frac{1}{10} \\
& \simeq 0.7<1
\end{aligned}
$$

Then by Theorem 3.1, the problem (4.1) has a unique solution on $[0,1]$. Also we have

$$
f(t, x, y) \leq \frac{2}{\exp \left(t^{2}\right)+7}, \forall(t, x, y) \in J \times \mathbb{R} \times \mathbb{R}
$$

Hence condition (H2) holds with $\Psi(t)=\frac{2}{\exp \left(t^{2}\right)+7}$, it follows from Theorem 3.2 that the problem (4.1) has at least one solution on $[0,1]$.
Acknowledgement. The authors would like to thank the anonymous referee for his valuable comments and good advices.
Conflict of interest. The authors declare no conflict of interest.

## REFERENCES

1. M. S. Abdo and S. K. Panchal: An existence result for fractional integro-differential equations on Banach space. Journal of Mathematical Extension 13(3) (2019), 19-33.
2. M. A. Abdo, H. A. Wahash and S. K. Panchat: Positive solutions of a fractional differential equation with integral boundary conditions. Journal of Applied Mathematics and Computational Mechanics 17(3) (2018), 5-15.
3. R. P. Agarwal, Y. Zhou and Y. He: Existence of fractional functional differential equations. Computers and Mathematics with Applications 59 (2010), 1095-1100.
4. A. Ardjouni: Positive solutions for nonlinear Hadamard fractional differential equations with integral boundary conditions. AIMS Mathematics 4(4) (2019), 1101-1113.
5. A. Ardjouni and A. Djoudi: Positive solutions for first-order nonlinear CaputoHadamard fractional relaxation differential equations. Kragujevac Journal of Mathematics 45(6) (2021), 897-908.
6. A. Ardjouni and A. Djoudi: Initial-value problems for nonlinear hybrid implicit Caputo fractional differential equations. Malaya Journal of Matematik 7(2) (2019), 314-317.
7. A. Ardjouni and A. Djoudi: Approximating solutions of nonlinear hybrid Caputo fractional integro-differential equations via Dhage iteration principle. Ural Mathematical Journal 5(1) 2019, 3-12.
8. A. Ardjouni and A. Djoudi: Existence and uniqueness of positive solutions for firstorder nonlinear Liouville-Caputo fractional differential equations. São Paulo J. Math. Sci. 14 (2020), 381-390.
9. A. Ardjouni, A. Lachouri and A. Djoudi: Existence and uniqueness results for nonlinear hybrid implicit Caputo-Hadamard fractional differential equations. Open Journal of Mathematical Analysis 3(2) (2019), 106-111.
10. A. Chidouh, A. Guezane-Lakoud and R. Bebbouchi: Positive solutions of the fractional relaxation equation using lower and upper solutions. Vietnam Journal of Mathematics 44(4) (2016), 739-748.
11. A. Guezane Lakoud, R. Khaldi and A. Kiliçman: Existence of solutions for a mixed fractional boundary value problem. Advances in Difference Equations 2017(164) (2017), 1-9.
12. M. Haoues, A. Ardjouni and A. Djoudi: Existence and uniqueness of solutions for the nonlinear retarded and advanced implicit Hadamard fractional differential equations with nonlocal conditions. Nonlinear studies 27(2) (2020), 433-445.
13. M. Haoues, A. Ardjouni and A. Djoudi: Existence, uniqueness and monotonicity of positive solutions for hybrid fractional integro-differential equations. Asia Mathematika 4(3) (2020), 1-13.
14. A. A. Kilbas, H. M. Srivastava and J. J. Trujillo: Theory and Applications of Fractional Differential Equations. Elsevier Science B. V., Amsterdam, 2006.
15. C. Kou, H. Zhou and Y. Yan: Existence of solutions of initial value problems for nonlinear fractional differential equations on the half-axis. Nonlinear Anal. 74 (2011) 5975-5986.
16. A. Lachouri, A. Ardjouni and A. Djoudi: Positive solutions of a fractional integrodifferential equation with integral boundary conditions. Communications in Optimization Theory 2020 (2020), 1-9.
17. D. R. Smart: Fixed Point Theorems. Cambridge Tracts in Mathematics, no. 66, Cambridge University Press, London-New York, 1974.
18. H. M. Srivastava: A survey of some recent developments on higher transcendental functions of analytic number theory and applied mathematics. Symmetry 13(12) (2021), 1-22.
19. H. M. Srivastava: An introductory overview of fractional-calculus operators based upon the Fox-Wright and related higher transcendental functions. J. Adv. Engrg. Comput. 5(3) (2021), 135-166.
20. H. M. Srivastava, M. S. Chauhan and S. K. Upadhyay: Asymptotic series of a general symbol and pseudo-differential operators involving the Kontorovich-Lebedev transform. J. Nonlinear Convex Anal. 22(11) (2021), 2461-2478.
