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ABSTRACT
How should we understand the social and political effects of the
datafication of human life? This paper argues that the effects of
data should be understood as a constitutive shift in social and
political relations. We explore how datafication, or quantification of
human and non-human factors into binary code, affects the identity
of individuals and groups. This fundamental shift goes beyond
economic and ethical concerns, which has been the focus of other
efforts to explore the effects of datafication and AI. We highlight
that technologies such as datafication and AI (and previously, the
printing press) both disrupted extant power arrangements, leading
to decentralization, and triggered a recentralization of power by
new actors better adapted to leveraging the new technology. We
use the analogy of the printing press to provide a framework for
understanding constitutive change. The printing press example
gives us more clarity on 1) what can happen when the medium of
communication drastically alters how information is communicated
and stored; 2) the shift in power from state to private actors; and 3)
the tension of simultaneously connecting individuals while driving
them towards narrower communities through algorithmic analyses
of data.
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1 INTRODUCTION
We are currently in the era of datafication. Datafication, as we use
it here, is the process by which the world is processed, quantified,
and stored digitally [24, 60, 61] and converted into binary code.
One important development of datafication is the proliferation
of AI technologies. Without the rise of “Big Data,” data-intensive
machine learning techniques would not have been able to make
the enormous strides that they have and continue to do. With
this increase in data production, analysis, and access, however, we
have at the same time struggled to develop strategies to govern
data, regulate AI, and articulate the social and political effects of
datafication and artificial intelligence. Already, a mounting pile of
quandaries have arisen about the scope and ethics around data with
very few good answers. In this paper, we show that comparing
datafication to the dynamics of the printing press’ development in
Europe can help to anticipate what might come from datafication
and AI.

We argue in this paper that fundamental shifts in information
technology – such as our current age of datafication – are char-
acterized by the tension of a sequential decentralization of power
enabled by the technology and recentralization of power as actors
adapt to the new possibilities. Datafication has given private eco-
nomic actors the ability to surveil individuals in ways we used to
typically understand as belonging to states only [33, 19]. These
changes in power are accompanied by changes in the identity of
individuals and groups, what we label constitutive shifts. As with
the printing press in Europe, datafication opened up the floodgates
of what we know, and how quickly we can know it. Literacy as
a minimal qualification was replaced with access – to devices, to
platforms, to the Internet. With this came an emancipatory sense, as
in the case of the printing press’ break of the Church’s stranglehold
on words and reproducible knowledge.

Datafication, however, has also ushered in a new centralization
of power, as those who developed the means to cull data most effi-
ciently andwidely have come to disproportionate amounts of power.
Social media firms, such as Facebook and Twitter, are designed for
gathering data [26], and they have come to dominate how we think
about freedom of expression. This came to the fore with their deci-
sions to allow Donald J. Trump and his allies to continue spreading
misinformation throughout his presidency, and their choices to
finally cut him off after the January 6, 2021 Capitol riots. Search
firms, such as Google, and e-commerce companies, such as Amazon,
determine how people see the world and to what they have access.
These dynamics have intensified since the COVID-19 pandemic
began.

To understand the extent to which datafication and AI might
reshape life as we know it, we can look to analogies with shifts
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wrought by the printing press. The printing press fundamentally
changed life in early modern society and politics in three consti-
tutive ways that are relevant to the current day. First, it moved
society from one of oral orientation to one of visual orientation.
It made communication individually contemplative, rather than
shared. It also committed ideas to paper as a medium [25], which
has its own organizational logics regarding how information is
conveyed. Second, it shifted power from the Church and state as
the keeper of knowledge to private actors. It realigned economic
interests and power as well, empowering publishers and printers
[79, 95]. Third, it allowed for greater possibilities for human imagi-
nation as “communities” with the growth of newspapers and the
novel. The archive, as a repository for select documents and publi-
cations, created for some social purpose, then became a source of
information, truth, and power [95].

The printing press is the most relevant technological change
to look for as an analogy because it is changed the production of
information, its reception and theway it is used, and its storage. Like
the printing press, datafication fundamentally alters our social and
political relationships because they store and share data in a much
more more efficient format. This allows for the massive gathering of
data. AI is the means by which we process and organize those data;
AI also trains on that archive of data [47]. First, datafication and
AI have moved us to a society of archiving and prediction, of the
action taking place on servers and through algorithms indiscernible
to the users. It is both more public on its face, and yet private in the
way that the data are stored and used. Second, these forces have
shifted power from states to private actors that develop and own
the algorithms, and it is these actors who invent the categories
of data that are to be collected, and implement the algorithms to
collect and analyze data from users. While it is true that individuals
have more access to data and information, it is also true that data
are being collected from individuals in a range of ways that are both
voluntary and involuntary [90]. Third, it has both created more
opportunities for communities to grow while also providing the
opportunity for deeper fractures as algorithms shuffle people into
different “filter bubbles.” Algorithms have become arbiters of truth
and power by determining what data are viewed, by whom.

In Section 2, we review two prominent, alternative ways to think
about the effects of datafication and AI, through their economic
and ethical implications. In Section 3, we explore the three con-
stitutive ways in which the printing press’ effect on social and
political structures in Europe hold key lessons for us as we face
a widespread shift in how information is conveyed and commu-
nications are conducted. In this section, we particularly focus on
the simultaneous decentralization forces of the technology that is
coupled with the countervailing tendency for actors to centralize
access and influence. Section 4 concludes with some proposals on
how to integrate insights from the constitutive changes wrought
by technological change to policymaking.

2 WAYS OF LOOKING AT DATAFICATION
AND AI

Datafication has many different definitional enhancements, depend-
ing on the author, but its main point often focuses on what Mejias
and Couldry call “[a] contemporary phenomenon which refers to

the quantification of human life though digital information, very
often for economic value” [61, 1]. The importance of datafication,
however, is not just in the generation of initial data, but the value
that can be extracted from that data [61]. Put differently, the value
of data lies in both collecting and drawing inferences from that
data. Thus, datafication would not have nearly as much influence
without the capabilities of AI to leverage the data into predictions.

2.1 Economics
The economics of datafication have focused on the financial imper-
atives and gains for those who create data from observable reality
[80, 88]. Terms such as “surveillance capitalism” [96] permeate the
public imagination to convey how companies are harnessing the
data we generate to create wealth for themselves while also con-
trolling our access to information. Others, such as Fourcade and
Healy emphasize the stratification and classification of consumers,
through the analysis of the data they generate, and the economy of
moral judgment that follows from categorizing “good” and “bad”
consumers [33].

The collection and flows of these datasets have been described by
Jo and Gebru as influenced by a laissez-faire attitude from practition-
ers and tech companies with little care about the social implications
of the data they collect [47]. This culture is related to the influence
of the idea that data is a nonrival good (not depleted by consump-
tion) and a by-product of economic activity [49, 89]. Some claim
that data can be “owned” privately by firms or consumers and trans-
acted in markets [46]. Put into practice, this conception of data as
a market good creates a pervasive environment for the collection
and processing of data to train machine learning algorithms that
do not account for the rigorous and ethical processes of other data-
intensive sectors and fields such as healthcare and social science
disciplines [72].

Another influence of economic and business thinking that perme-
ates the datafication process required for AI is the desire to create
scalable systems. Scalability is the expansion of a system without
the modification of core features [87]. This notion of economic
growth through the exploitation of nonrivalrous datafied goods has
become fundamental in the startup culture that fuels some recent
innovations in artificial intelligence. For Hannah and Park, this
scalable thinking permeates the development of predictive systems
with the following set of assumptions: that these systems are ethi-
cally desirable, depend exclusively on the quantification of human
experience, and that a system of any scale requires only a limited
number of core functions [38]. In practice, scalable thinking would
mean that a system developed in the Silicon Valley could poten-
tially grow to be implemented in other parts of the world without
changing its core features, being only necessary to adapt superficial
characteristics to the necessities of new markets.

The economic perspective on datafication does not take into ac-
count how these data-driven avenues pursued for market advantage
fundamentally alter the way that humans interact. The view from
here emphasizes why firms choose certain types of data collection
and analysis with a simplified (if any) account of the social and
political effects of these actions.



2.2 Ethics
There is also the political and ethical perspective on datafication,
which can be captured best by the phenomenon of “dataveillance.”
Dataveillance can be defined as “the name for the disciplinary
and control practice of monitoring, aggregating, and sorting data”
[76, 124]. Unlike surveillance, which monitors the physical being,
“dataveillance watches the shadow that the person casts as they
conduct transactions, variously of an economic, social or political
nature” [20, 20, 21]. Thus, technology is allowing for greater levels
of intrusions upon individual lives, at times justified by security
needs.

Since the applications of AI have become too important to be
ignored by governments, institutions, and corporations, there has
been an increasing interest in how the deployment of this tech-
nology would benefit society. In this context, discussions about
“ethical AI” have permeated a sector of academia and policy for
the past years. Carly Kind, director of the Ada Lovelace Institute,
has recently identified three different waves in these discussions,
each of them influenced by major academic disciplines [52]. Calling
them “waves” does not mean that research from these frameworks
has stopped. Instead, new disciplines and perspectives have com-
plemented these different research streams.

The first wave, heavily influenced by philosophy, has focused
on general ethical principles that AI systems should follow. These
principles came primarily from dominant industry and govern-
mental actors and converged in ideas such as transparency and
fairness [48]. However, these principles remained abstract and with
no clear consensus on how to implement them, leaving meaning-
ful discussions on policy and regulation behind [14]. Furthermore,
these discussions have been criticized as “ethics washing” because
of their lack of applicability [39] and funding from “big tech” [1].

A second wave tries to resolve some of the dilemmas from the
first technically. Computer science has focused on how algorithms
can become “fair” and “unbiased,” exploring ways to collect more
diverse data while solving algorithmic discrimination in mathemat-
ical models. Research on fairness from a computational perspective
has focused on developing models that address the difference in
“performance” between categories such as “sub-populations” and
“individuals” [19, 23, 30, 86]. However, while it is essential for these
mathematical models to address the data differently for categories
or sub-groups, thinking about “fairness” purely in statistical and
mathematical terms does not fully address AI’s societal implica-
tions. These predictive systems are sociotechnical in nature [52]. An
understanding of social contexts and relations that go beyond com-
putational models is necessary for constructing and implementing
algorithms [27, 37, 62].

The third wave is much more heavily influenced by the social
sciences. It explores the power relations behind the development
and deployment of artificial intelligence [8, 50, 63]. A subset of this
research on AI from a sociotechnical perspective looks at the data
supply chains that allow the creation of machine learning systems
from the datafication process for input, training, and feedback data
[2, 64]. Beyond the widely discussed issues of privacy in data col-
lection for consumers from the social sciences [5, 58] and computer
science [43], these data supply chains also involve a different array

of actors, including data workers [75], data brokers [4], and other
institutional and governmental actors.

This final wave draws attention to some of the directly-observable
trends that datafication and AI have brought on. We start from this
perspective, and theorize more broadly about the effects of these
technologies. Using the printing press’ history as a guide, we “widen
the lens” to consider the findings from the third wave for bigger,
constitutive effects of datafication and AI.

3 WHY DATAFICATION AND AI ARE
ANALOGOUS TO THE PRINTING PRESS
AND ARCHIVE

3.1 An Archiving and Predicting Society
Datafication provides the rawmaterial for AI to do what it does best:
provide predictions [2]. The data for these predictions, however,
are coming from participants in a relationship of unequals between
the companies that collect the data and make predictions, and
the individuals whose data are being gathered and analyzed. As
consumers, we have participated in helping the rise of Big Data and
the greater accuracy of machines [67]. Giving away this information
has the effect of transferring power to those who archive the data,
but it also has ramifications on individual agency. For example,
Cathy O’Neil provides an easily-accessible laundry list of ways
that discrimination and bias are replicated in the algorithms that
determine what jobs we are qualified for and whether we get home
loans [69]. Ruha Benjamin has powerfully demonstrated how these
dynamics reinforce existing racial inequities in what she calls “the
new Jim Code” [7]. However, much of our participation has not
occurred in a situation of transparency, awareness, or even the
ability to easily disentangle ourselves even if we were aware of the
situation.

As with the printing press, where the medium upon which ideas
were communicated also generated expectations of what knowl-
edge “looked like,” datafication has generated expectations about
the medium in which communications take place. These communi-
cations media are data-intensive. In 2019, 4,497,420 Google searches
were performed and 55,140 photos were posted on Instagram every
minute [29]. This is based on just over half of the world’s human
population being online. All of these data are providing new ways
in which information is communicated and absorbed by users of
the Internet. And these data generate more data about what users
want and do not want, how ideas trend, and what kinds of concerns
are of the moment. These are all reflections of individual taste, per-
sonality, preference – in short, the data give the collectors of that
data a good sense of “who” their users are [90]. They can also give
away what kinds of relationships people have to one another, and
the quality of those relationships, something that has been called
“relational big data” [54].

The strength of the prediction is only as good as the data the
algorithm trains on. Our society is increasingly geared towards
the collection of data, for the purposes of improving prediction
throughAI. These are quite frequently tied tomonetary imperatives,
because the entities doing the collecting are mostly companies.
Governments have also done their fair share of using data, but often
that data is provided by companies with technologies to gather data
[59].



The orientation towards sharing in public fora requires that users
interact with data-gathering technology. It also has the effect of
hiding where all the data go after we have provided them, whether
this is our behavior online as tracked by cookies, or the photos we
upload and share on social media. One particular example is with
facial data, and the use of facial recognition technology. Though
not a new technology – it started in the 1960s [77] – it has become
commonplace, showing up in apps like Facebook or iPhoto, in smart
home products like Google Nest, and in car safety applications like
the Subaru DriverFocus Distraction Mitigation System. It is used in
airports, on city streets, at Taylor Swift concerts [15], in retail stores,
and more [9]. It is also used by police to do their jobs. But police
had not had access to the numbers of faces and the volume of facial
data until Clearview AI stepped onto the scene. Clearview claims
it has amassed 3 billion face images, all scraped from websites such
as Facebook, YouTube, and Venmo [45]. Clearview works with over
2400 law enforcement agencies [55], and helps companies with
their security too [45]. These data – the archives of faces – are
sometimes voluntarily gotten in the first instance, as in the case
of Clearview’s database, which was taken from photos that users
had voluntarily uploaded, albeit for some other purposes. Once in
the face databases, it is not clear how one might get out, if ever,
creating questions about to whom a face’s data belong [92].

An important issue with facial recognition technology is how in-
dividuals within a datafied society consent to the collection, archiv-
ing, and use of the data they provide. There is not a good way to
think about this from a governance perspective, either in terms of
how one might consent to the myriad items that app and service
creators embed in their terms and conditions; or how devices such
as FitBit are collecting vital information that at worst constitute
surveillance and social conditioning, but at best are just invasive
[34, 21-26]; or from the view of how someone might be able to
just forfeit their right to privacy because of the way datafication
renders such a right quite difficult to protect [81]. Furthermore,
even if individuals did consent, the biases baked into the way our
data are collected and the algorithms are written continue to vex
the effectiveness and accuracy of technologies such as facial recog-
nition [7, 10, 18, 66]. Recent reports of false arrests of Black men,
based on facial recognition technology, for example, highlight how
the technique replicates existing discrimination and subjugation of
racialized groups [44]. In general, studies found that facial recog-
nition technology was just not very accurate in matching faces in
real time to those in the database. In one set of trials in the UK, the
accuracy rate was reported to be 19.05% [11].

Not surprisingly, our institutions have not caught up with the
sheer volume of datafication, or the technical advances made to
improve AI technologies to assess that data. We are being asked to
reevaluate how we live our lives, understand our rights, and know
where our data are going, when the entire system of datafication
of communications, social interactions, and knowledge transfer are
happening on a completely new medium that is not the same as the
ones with which we have more intimate knowledge, such as paper.
The move to datafication and the use of AI to move through those
vast stores of data can be better understood if we take the view
from the transition from hand-scribing to printing press. Where
prior to the printing press, the word was literally sacred because
very few could read [25, 49-52], the same applies to data today.

Data have been mysterious and the domain of technical specialists,
because they have been the ones creating the tools that are widely
used today. The bait-and-switch has been that individuals have all
been allowing their lives to be datafied, and very much giving away
some part of themselves in this technological transition. Thus, it
seems quite reasonable to say that everyone alive today has a very
real stake in how human lives are being converted into datafied
forms.

3.2 Changes in Power Structures Wrought by
Technology

The development of the internet and datafication has been com-
pared to the printing press by a multitude of scholars. New commu-
nications media not only establish the forms in which individuals
communicate, but also create new ways to interact and the possibili-
ties for new kinds of social ties [85]. Unlike other media innovations,
such as the telegraph or the related invention of the telephone, the
printing press produces communication on a mass level, intended
for a wide audience, and serves medium of communication that fun-
damentally shifted the way that human being relate to one another
in time and space. Datafication, as described above and discussed
below, has very much these same qualities. But unlike the print-
ing press, or telephone and telegraph, datafication’s link to AI has
the additional quality of culling data directly from all who use the
technology.

Research on the social and political effects of the printing press
are not new. Eisenstein argues that the effects of the printing press
were not fully appreciated, because scholars had focused mostly
on how the press affected the dissemination of ideas [31]. She
demonstrates that the press led to fundamental changes in what
people thought and how they thought about the world in such
profound ways that it influenced the Reformation, the Renaissance,
and the Scientific Revolution.

The printing press has also been connected to other massive
changes in social and political organization and the distribution
of power. In Imagined Communities, Benedict Anderson argues
that the newspaper led to the rise of nationalism, as it made it
possible for disparate individuals to share a common language,
time, calendars, and other factors that built a shared community
[3]. Deibert [25] also focuses on the role that the printing press had
on power relations to argue that it was an important cause in the
development of the modern nation-state system, and he argues that
new technologies are likely to disrupt current power relations.

More specific changes in power distribution were wrought by the
printing press. In the Russian Revolution context, the printing press
created a group of workers who were important to the structure and
organization of society but who did not exist prior to the creation
of the printing press [79]. In fact, printers were among the first to
organize. Their role in the production of reading materials gave
them a unique skillset both for the access to printing and also in
their high levels of literacy. They were instrumental in undermining
censorship laws early in the 20th century.

From Ruud’s history, we can see that the printing press created
a new class of employees that went from non-existent to politically
powerful in a short period of time. In the early 1900s Russian print-
ers took the lead in the development of a free press and therefore



this occupational group which had not even existed 50 years earlier
was now leading radical changes in Russian society. Ruud argues
that “the modern printing press was itself a powerful – but so far
little recognized – ‘agent’ of political change during the Revolution
of 1905 in Russia” [79, 395]. The printing press was not developed to
aid in revolutionary political change, but profoundly changed how
power was distributed. The case demonstrates how technologies
can have unanticipated consequences in terms of usership, skill
development, class creation, and group mobilization, all of which
can contribute to shifts in power. In the case of Russia, this new
class of printers were able to halt the repressive policies of the
czarship and foment support for the growing revolution.

The Russian example demonstrates how a new technology cre-
ated a class of private actors that changed society. Although the
process is different, datafication has likewise empowered individ-
uals and businesses that have the potential to change society and
politics. Corporate actors have become key players in the amassing
of data generated by individuals interacting with technology. The
biggest players in AI are just nine firms based in China and the US
[91]. The voracious data appetites of social media [26], search, and
platform providers have been well-documented [96]. Their impera-
tive to keep their user base (and keep growing) is understood [51],
as without users, these firms would not have their advantageous
positions in data access.

As with the printing press, the advent of datafication as a tech-
nology has ushered in actors who have been able to capitalize on
the environmental shift that privileges data collection, archiving,
and prediction. The current US Department of Justice anti-trust suit
against Google speaks to the ways that the company controls search
renders it the ubiquitous keeper of information. The outcome of
Google’s data collection, archiving, and predicting efforts is that
they effectively control the public record [66]. However, even as
it serves a public purpose in monopoly fashion, Google responds
to market incentives: its advertisers [66, 36]. Together with social
media giants such as Facebook, Tiktok, and Twitter and app gate-
keepers such as Apple and Amazon, they effectively gatekeep what
we know, how we know it, and if we know it. This is analogous to
how control over the printing press limited what information was
received, in what format, and by whom. For example, European
colonizers in Latin America regulated printed materials in order to
control the spread of information and ideas. Later on, clandestine
presses were fundamental in spreading revolutionary ideas that
sparked the wars of emancipation in the early 19th century [78].

This stands in contradiction with much early discussion of the
internet, which talked about it as a democratizing force in its ability
to diffuse power away from the elites and to mass citizens in a way
that appears analogous to the printing press from centuries earlier
[28]. While clearly information is more accessible than ever before
for ever larger segments of society, there is a countervailing trend
associated with the collection and analysis of massive amounts of
data. “Big Data” has created new economic actors: the (mostly) firms
that amass and analyze these data. Just as the press moved power
and information away from government and religious institutions
and into the hands of private actors such as printers, datafication
and AI have given certain kinds of technology companies a leg up
(so-called “Big Tech”). Perhaps most importantly, the more we use
these technologies, the more powerful they get [71, 14]. The users

use Google search or scroll through their Twitter feeds, the more
data these companies collect, the more analysis they provide, and
they more they understand about individuals and their users as a
collective.

Unlike today’s internet landscape, characterized by the preva-
lence of private enterprises and dominated by a handful of them,
sometimes called “Big Tech” or GAFAM (Google, Apple, Facebook,
Amazon, and Microsoft), the early infrastructure of the Advanced
Research Projects Agency Network (ARPANET), the ancestor of the
internet, and subsequent technical developments before its privati-
zation, were financed, developed, and maintained by public entities
and resources. The early infrastructure was a public good, financed
by the United States government through its military and devel-
oped primarily by universities and not-for-profit research centres
across the country [82]. Similarly, other developments that became
fundamental for today’s internet, such as the TCP/IP protocol and
the World Wide Web, were also conceived by researchers in in-
ternational and national publicly-funded institutions such as the
European Organization for Nuclear Research (CERN) [35].

The commodification and privatization of the Internet occurred
progressively in the 1980s and early 1990s followed the neoliber-
alization under Reagan in the United States [35, 41]. In the case
of the Internet, this shift challenged the idea that single networks
supervised by a national regulatory body were required to protect
the public interest [82]. The following years after the privatization
of the internet saw the emergence of today’s internet market and
the birth of contemporary Big Tech companies, despite the dotcom
bubble of the early 2000s. Today’s significant players profited from
early setbacks, from the purchase of patents from extinct or fail-
ing businesses and to their acquisition and integration into major
corporations [32].

Several economic, political, and social conditions coalesced that
brought about Big Tech. These conditions were produced by fed-
eral regulators not addressing the increasing size and power of
these companies, their steady accumulation of capital, and their
tax avoidance practices [82]. Along with these characteristics, as
mentioned above, major technology companies also based their
growth on their reliance on non-rivalrous goods [49], the reduction
of production costs, notably through the exploitation of labour [16],
and a “winner-take-all” form of competition characterized by the
acquisition of competitors or their suppression through coercion
and other means [32, 82]. These dynamics make oligopolies more
likely. Globally, the strategy of Big Tech has also been characterized
by its dependence on scalability, where their growth is not depen-
dent on major changes to their operations and business models
[38].

Another critical component of the concentration of wealth and
power in contemporary datafication is Big Tech’s reliance on the
socioeconomic and infrastructural model of the platform to coor-
dinate markets, social relationships, and information [17]. In this
context, platforms are “(re-)programmable digital infrastructures
that facilitate and shape personalised interactions among end-users
and complementors” [74, 3]. Thus, as platforms, Big Tech controls
the informational and material exchanges between the many ac-
tors in its markets, for instance, by regulating information flows
through algorithms with end-users [13, 53] and the interplay be-
tween platforms and back-end users [65]. Big Tech sits at the nexus



of datafication, having created the systems that others must use,
and the monitoring and maintaining of those systems.

This concentration of power and resources also influenced re-
cent developments in AI research and have stirred the direction
of the field. For instance, current discussions on the ethical impli-
cations of AI development were propelled by Big Tech funding,
especially after the Cambridge Analytica scandal gave evidence
of the large-scale social implications of platform power [42]. In
terms of technical and scientific developments in the field, Big Tech
also increased the number of partnerships with universities and
publicly-funded research institutions, the same that were funda-
mental in the development of the publicly funded infrastructures of
ARPANET during the dawn of the internet. However, these relation-
ships between academia and industry transacted by Big Tech are
now characterized by power imbalances in favour of these private
corporations. For instance, Ochigame argues that, in the “Partner-
ship on AI” initiative, a not-for-profit coalition between major tech
companies and universities, the latter has less decision-making
power than Big Tech members, contributing to the idea that some
ethical and research initiatives are funded primarily for the benefit
of the private sector [68].

Regarding the funding of academic research by Big Tech, Abdalla
and Abdalla found that faculty members in the areas of computer
science, AI ethics, and AI fairness from four leading R1 universi-
ties (MIT, Stanford, Berkeley, and the University of Toronto), who
disclosed funding sources, received grants from major technology
companies [1]. Counting the percentage of individuals who received
Big Tech funding during any moment of their careers, including
their doctoral studies, the number increased to 84% for computer
sciences faculty, 88% for those working on AI, and 97% for those
working on AI ethics [1]. Funding from private entities in academic
research raises questions about what type of advances are pursued
and funded and what outcomes are privileged over others.

More concretely, the trend seems to be that large models trained
with huge datasets that depend on the existing infrastructures of
major technology corporations are privileged over other types of
research. This was evidenced by the winner of best paper award
at the most recent Conference on Neural Information Processing
Systems (NeurIPS), one of the major conferences in artificial intel-
ligence, which presented OpenAI’s Generative Pre-trained Trans-
former 3 (GPT-3) language model [40]. Large models like GPT-3,
however, present environmental, economic, and social concerns.
First, because of their requirement of enormous processing power
and electricity that, in the case of language processing models,
can emit up to 626,000 pounds of carbon dioxide, the equivalent
of around five times the average emissions of a car in the United
States [84]. And, second, because these “state of the art” models
are also trained with large amounts of data that privilege quantity
over quality of content, paying little attention to social context,
and being difficult to audit [6]. Bender and colleagues also point
out that these large models can manipulate the application of their
outputs, potentially benefiting the companies behind them in social
and economic settings [6].

As in the case of the printing press, the initial euphoria of a
technology capable of breaking up powers in the status quo shifted
the distribution of power to a new equilibrium. The printing press
created new centers of power (around states, printers) and gutted

the old centers of power (religious institutions). Datafication and AI
initially gave way to relatively frictionless means to communicate
and link up with others (the Internet) that was created by the
state. As the shift towards datafication has intensified, however,
the corporations have seized power by controlling the currency
of power: data. Coupled with largely corporate-fronted advances
in AI, the corporations have taken on new roles in defining and
directing the lives of billions of people.

3.3 Communities of Individuals?
The printing press and the communication revolution it created laid
the groundwork for what Anderson calls “imagined communities”
in which members of a large geographic area develop a socially-
constructed concept of themselves as members of a group, in that
context a nation-state [3]. The internet and datafication has ushered
in a time in which geographic proximity is no longer essential to
the ability to create community. This creates opportunities for com-
munities to develop while also providing the opportunity for these
communities to coalesce around potentially narrower interests and
information creating concern among some about the development
of “filter bubbles.”1

At the same time, the communities that are created (by con-
scious choice and by interaction with unknown algorithms) can
now involve ever narrower groups of people with similar beliefs,
interests and behaviors, because geography is no longer a condition
for interaction. In one sense, this allows people to find and identify
with the people with whom they share the most similarity and can
be very valuable in that regard. For example, this gave activists an
edge in online protests, using methods such as doxing and DDoS
attacks on targets [93]. On the other hand, the ubiquity of infor-
mation combined with datafiction and predictive algorithms that
generate internet search results, recommended new purchases, and
help introduce our online personas to others can lead to the creation
of “filter bubbles,” which are a “personal ecosystem of information
that’s been catered by these algorithms” [70].

The printing press facilitated the opening of communication and
knowledge, breaking the stranglehold of the Church on “the word”
and letting new social classes rise with the newfound capability to
acquire and spread information. The Internet, in part, has done this
as well [25]. Media companies, which previously held the key to
accessing mass communications such as news and entertainment,
were subsumed by the competition created by the entry of Internet-
based firms [94]. Yet, because of the way that search, advertising,
and newsfeed technologies have pivoted to data-intensive processes
of personalized advertising and exposure to information, this has
resulted in the somewhat discordant result of simultaneously allow-
ing for new sources of information to emerge and driving people
into groups that share a common data stream with each other but
not one that is broadly shared with others. Thus, there are both
more data sources and fewer options at the same time, driven by

1There is some disagreement about whether filter bubbles are an appropriate term
or more akin to a term to incite concern about a new technology [12], but for our
purpose we use the term because it connotes the idea that there is a filtering process
(both by individuals and algorithms) that can create an information and interaction
bubble for people.



datafication and AI. We both know more about the individuals par-
ticipating in digital technologies and are better able to push them
towards their respective interests.

In studying the online media and information environment, Sood
and Lelkes discuss how the development of narrowcasting and the
replacement of a few, well-known media sources with a multitude
of less-known media sources has given consumers greater choice
but also allowed them to choose to consume their information from
more congenial information sources, which can create a filter bub-
ble of information [83]. In the context of the current information
environment with its thousands of possible websites and sources
of information, datafication and predictive algorithms play an in-
dispensable (if unappreciated by many) role in influencing what
people see, read, or otherwise consume. The information sources
to which people are exposed are necessarily heavily influenced by
the personalization algorithms that determines what choices are
available to us.

The choice of more congenial media sources could be driven by
either a preference for congenial news or the belief that congenial
information sources are more trustworthy [83]. While there is some
evidence that in the aggregate people are reasonable arbiters of
quality news sources [73], this does not imply that all individuals
are good arbiters or that when presented with an algorithmically
chosen list of news stories/sources that we choose wisely. In fact,
Luca et al. demonstrate that some individuals actually prefer low-
quality “click bait” stories because they believe them to be more
trustworthy [56]. Perceived trust in an information source is a
necessary condition for persuasion [57] and therefore these sources
can still influence behavior and beliefs.

The combination of preferences for low-quality (but trusted)
sources and predictive algorithms may be particularly negative as
it pushes people towards inferior information sources. The algo-
rithms are designed to encourage clicks rather than information
quality and therefore, if an individual chooses information from a
less reliable source and the algorithm then feeds the person more
information from similar sources, then they will be increasingly
likely to see stories from unreliable, but perceived to be trustwor-
thy, sources. Although people have agency over what stories to
click on and what to read, the options presented to them are deter-
mined by algorithms that have no concern with the accuracy of the
information or its effects.

Of course the information streams are not fully individualized,
rather datafication allows the creation of communities of individu-
als who share the same media sources (and which may be quite low
quality) and who may be geographically distant from one another.
Pushing people into communities and information environments
that are persuasive but full of misinformation can have significant
real-world implications. For example, Hillary Clinton, as we know,
lost the 2016 Presidential election to Donald Trump. Yet, that was
not the end of her importance in that year, at least among some
circles. An online conspiracy theory flourished on platforms such
as Reddit, 4Chan, and Facebook, based on the leaked Clinton emails.
The theory put Clinton at the center of a child trafficking ring that
was centered in the basement of Comet Ping Pong, a pizzeria on
Connecticut Avenue in Washington, D.C. Reddit users concluded
that “cheese pizza” was code phrase for “child pornography.” These
theories became so widespread, and the allegations so animated

that on December 4, 2016, North Carolinian Edgar Maddison Welch
walked in with a military-style rifle and handgun and fired several
shots. No one was hurt. In January 2019, Californian Ryan Jaselskis
set Comet Ping Pong on fire. Although other platforms had shut
down Pizzagate by this time, a group on Facebook, “PizzagateUn-
compromised,” remained alive and well, even after the theory had
been debunked by multiple sources, including The New York Times
and Snopes.com. The Pizzagate example demonstrates the power
of datafication and the creation of communities that turned on-
line interaction into “real-world” social action. While the Pizzagate
episode demonstrates a dangerous combination of community and
information, it serves as a vivid illustration of how datafication will
affect social and political worlds.

4 GOING FORWARD
The datafication of the world portends social, economic, and politi-
cal changes that are foreshadowed by the upheaval caused by the
printing press. These changes will have both normatively good and
bad implications, and our focus in this paper is to argue that we
think carefully about the changes that datafication will cause; not
because we can stop it (or might even want to) but rather because
we need to build a new legal and regulatory infrastructure [36].
Already, rules are shifting as they adapt to the information age
[22], but our analysis shows that the slow shift as laws catch up to
realities may be too leisurely for anticipating the deep social and
political changes that are possible.

An important takeaway from our argument is that in thinking
about how to address the challenges of datafication from a pol-
icy perspective we need to recognize that the changes wrought
by it will be no less profound. Therefore, when designing policy
responses to manage datafication we need tomove away from think-
ing about datafication as just a faster printing press and instead we
need to incorporate technical and social insights. It is one thing to
think about regulating a technology, such as facial recognition, but
another thing to truly assess what it means to have data about a
person’s face sitting, even regulated, on servers. What status quo
powers are disrupted, or decentralized, and what actors are poised
to seize power in the vacuum and create a world to their liking?
Already, Big Tech’s major players have taken advantage of ideologi-
cal frameworks, a relatively sanguine attitude towards datafication,
and a hands-off attitude towards AI to shape the world as they see
fit. The many of us are captive in those platforms without much
protection, but that is not the only way.

The way we discuss potential regulatory frameworks about these
issues should harken back to the analog world of the printing press.
What rules became possible in a world of print that was impossible
in a world of spoken words? What rules have become impossible
in a world of digital data that were possible in the world of print?
A number of basic human rights – freedom of expression, right
to privacy/consent – have already come to the fore as problems
of portability into the digital era. We simply cannot assume that
our rules from twenty years past will apply now or twenty years
hence. Instead, learning from the effects of the printing press, we
should look to who holds the power in a digital world, why, and
what constitutive changes to expect from the technology.
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