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Referat:
Im Rahmen dieser Arbeit wurden niedrige arktische Mischphasenwolken und ihre Wechselwir-
kung mit Aerosolen und Strahlung untersucht. Dazu wurden Messungen mit der schiffsge-
stützten Fernerkundungs-Supersite OCEANET-Atmosphere während der PS106-Expedition
im arktischen Sommer 2017 durchgeführt. OCEANET-Atmosphere vereint, u.a., ein Multi-
wellenlängen-Polarisations-Lidar PollyXT und ein Mikrowellen-Radiometer HATPRO. Für
PS106 wurde OCEANET-Atmosphere erstmalig um ein stabilisiertes, vertikal ausgerichtetes
Doppler-Wolkenradar Mira-35 erweitert. Die Doppler-Geschwindigkeit wurde in Bezug auf
die Vertikalbewegung des Schiffes korrigiert. Dank Stabilisierung und Korrektur war, z.B.,
die Ableitung von Wirbeldissipationsraten aus den Doppler-Geschwindigkeiten möglich.

Unter Anwendung des synergetischen Cloudnet-Algorithmus wurde aus den kombinierten
Wolkenradar, Lidar und Mikrowellenradiometer Messungen ein Datensatz der mikro- und
makrophysikalischen Wolkeneigenschaften für PS106 erstellt. Im Rahmen dieser Arbeit
wurde Cloudnet verbessert, um der komplexen Struktur der arktischen Wolken Rechnung zu
tragen. Ein neuer Ansatz zur Erkennung der häufig beobachteten niedrigen Stratuswolken
wurde entwickelt, basierend auf dem Lidar-Signal-zu-Rausch-Verhältnis. Diese Wolken, die
unterhalb des untersten Höhenlevels des Wolkenradars auftraten, wurden während 50% der
Beobachtungszeit identifiziert. Ein neuer Ansatz für die kontinuierliche Bestimmung des
effektiven Radius der Eiskristalle wurde eingeführt. Dank dieser neuen Methode eignet sich
der erstellte Datensatz für die Durchführung von Strahlungstransfersimulationen.

Zum ersten Mal wurde eine Temperaturbeziehung für heterogene Eisbildung in arktischen
Mischphasenwolken in Abhängigkeit ihres Oberflächen-Kopplungsstatus abgeleitet. Bei Tem-
peraturen über −15 ◦C war die relative Häufigkeit von Eis beinhaltenden Wolken doppelt so
hoch und die Anzahl fünf Mal höher wenn sie mit der Oberfläche gekoppelt waren, als bei
entkoppelte Wolken. Mögliche Ursachen für den beobachteten Effekt wurden anhand von
Sensitivitätsstudien und einer Literaturanalyse diskutiert. Instrumentelle und methodische
Effekte sowie früher veröffentlichte ähnliche Beobachtungen konnten als mögliche Erklärung
ausgeschlossen werden. Die wahrscheinlichste Ursache für den beobachteten Effekt wurde
auf ein größeres Reservoir an biogenen Eiskristallisationskeimen in der oberflächengekop-
pelten marinen Grenzschicht zurückgeführt. Dieses größere Reservoir hat zu einer höheren
Gefriereffizienz in Wolken geführt, die zumindest ihre Basis in dieser Schicht hatten.

Die Bedeutung der detaillierten Klassifizierung von tiefliegenden Wolken auf Strahlungs-
transfersimulationen wurde hervorgehoben. Der simulierte Effekt der Wolken auf den Strah-
lungshaushalt unterschied sich bis zu 100Wm−2, unter Berücksichtigung dieser Wolken.
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Abstract:
In the course of this thesis, Arctic low-level mixed-phase clouds and their interaction with

aerosol and radiation have been investigated. To do so, measurements with the shipborne
remote sensing supersite OCEANET-Atmosphere were conducted during the PS106 expedition
in the Arctic summer 2017. OCEANET-Atmosphere comprises among other instruments
a multiwavelength polarization lidar PollyXT and a microwave radiometer HATPRO. For
PS106 the OCEANET-Atmosphere facility was complemented for the first time with a
motion-stabilized vertically pointing Doppler cloud radar Mira-35. The cloud radar Doppler
velocity was corrected for the ship’s vertical movement. The stabilization and the correction
enabled, e.g., the derivation of eddy dissipation rates from the Doppler velocities.

A data set of cloud microphysical and macrophysical properties was derived by applying
the synergistic Cloudnet algorithm to the combined measurements of cloud radar, lidar, and
microwave radiometer. Within this thesis, the set of the Cloudnet retrievals was improved
to account for the complex structure of the Arctic cloud system. A new detection approach
for the frequently observed low-level stratus clouds was developed based on the lidar signal-
to-noise ratio. These clouds, which were below the lowest range gate of the cloud radar
were observed during 50% of the observational time. A new approach for the continuous
determination of the ice crystal effective radius was introduced. This new retrieval made the
data set suitable to perform high-resolved radiative transfer simulations.

The retrieved data set was utilized to derive the first temperature relationship for heteroge-
neous ice formation in Arctic mixed-phase clouds. A strong dependence of the surface-coupling
state for high subzero ice-formation temperatures was found. For an ice-formation tempera-
ture above −15 ◦C, surface-coupled ice-containing clouds occur more frequently by a factor of
5 in numbers of observed clouds and by a factor of 2 in frequency of occurrence. Possible
causes of the observed effect were discussed by sensitivity studies and a literature survey.
Instrumental and methodological effects, and previously published similar observations of an
increased ice occurrence at such high subzero temperatures have been ruled out as a possible
explanation. The most likely cause of the observed effect was attributed to a larger reservoir
of biogenic ice-nucleating particles in the surface-coupled marine boundary layer. This larger
reservoir led to a higher freezing efficiency in these clouds which had at least their base in
that layer.

Finally, the importance of the detailed classification of the low-level clouds was highlighted
by the evaluation of radiative transfer simulations. A difference in the cloud radiative effect
of up to 100Wm−2 was calculated when these clouds were considered.





iv

Table of Contents

1 Introduction 1

2 Arctic — Amplified climate change 7
2.1 The Arctic climate system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Cloud radiation budget . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Arctic mixed-phase clouds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Heterogeneous ice formation in Arctic mixed-phase clouds

— constraints and previous findings . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Motivating research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Data set — Applied instrumentation, processing, and retrievals 19
3.1 Introduction to ground-based active remote sensing of aerosol and clouds . . 19

3.1.1 Lidar principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.2 Radio Detection and Ranging — Radar . . . . . . . . . . . . . . . . . 24

3.2 The Arctic expedition PS106 . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Instrumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3.1 The OCEANET-Atmosphere observatory . . . . . . . . . . . . . . . . 28
3.3.2 Other instruments used in this study . . . . . . . . . . . . . . . . . . . 32

3.4 Data processing and synergistic retrievals . . . . . . . . . . . . . . . . . . . . 33
3.4.1 Correction of vertical-stare cloud radar observations for ship motion . 33
3.4.2 Retrieval of eddy dissipation rate from Doppler radar spectra . . . . . 37
3.4.3 Cloud macro- and microphysical properties from instrument-synergies 41

3.5 Summary of the data processing for PS106 . . . . . . . . . . . . . . . . . . . . 46

4 Cloud and aerosol observations during PS106 49
4.1 Meteorological conditions during PS106 . . . . . . . . . . . . . . . . . . . . . 49
4.2 Case studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 Cloud and aerosol statistics during PS106 . . . . . . . . . . . . . . . . . . . . 64
4.4 Discussion of the observational data sets . . . . . . . . . . . . . . . . . . . . . 66

5 Contrasting surface-coupling effects on heterogeneous ice formation 73
5.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74



5.1.1 Ice-containing cloud analysis . . . . . . . . . . . . . . . . . . . . . . . 74
5.1.2 Surface-coupling state . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.2 Results: influence of surface coupling on heterogeneous ice formation temperature 78
5.3 Discussion of the observed surface-coupling effects . . . . . . . . . . . . . . . 80

5.3.1 Methodological and instrumental effects . . . . . . . . . . . . . . . . . 80
5.3.2 Possible causes for increased ice occurrence in surface-coupled clouds . 84

6 Application of the data set in collaborative studies and radiative transfer
simulations within (AC)3 91
6.1 Radiative transfer simulations and cloud radiative effect . . . . . . . . . . . . 92
6.2 LLS treatment for improved radiative transfer simulations . . . . . . . . . . . 93
6.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

7 Summary and outlook 106

Appendices 110

A Determination of a volume depolarization threshold for
lidar-based ice detection 110

Bibliography 113

List of abbreviations and acronyms 137



1

Chapter 1

Introduction

Already more than a century ago, Arrhenius [1897] predicted that an increase in the
atmospheric carbon dioxide (CO2) concentration will cause a global temperature rise, which
will be especially pronounced in the Arctic. Today, global warming is one of the greatest
threats to society [IPCC, 2014]. The mean global surface temperature of the period of 2011
to 2020 was increased by more than 1 °C compared to the period of 1850 to 1900, caused
almost exclusively by human activities [IPCC, 2013]. Heavy precipitation events, floods,
and hot extremes have become more frequent, while at the same time the risk of droughts
increased over many regions of the world [IPCC, 2019], just to name a few impacts. Also, the
hypothesis that the Arctic will be a hotspot of global climate change has proven to be true.
This fact is observable in the change of several parameters such as the drastic decline of the
Arctic sea ice during all seasons, but especially in summer, in both extent and thickness
[Meier et al., 2014]. In the past 30 years, the mean Arctic near-surface air-temperature
anomaly increased at least by a factor of two faster compared to the global mean [Serreze
and Barry, 2011]. For example, the surface temperature anomaly of 2013 with respect to
the mean of 1970 – 1999 was 2 – 3K above the one of the mid-latitudes [Francis and Skific,
2015]. Moreover, the impacts of the changes in the Arctic climate system are not restricted
to the high northern latitudes. The differential heating will likely have consequences for the
mid-latitudinal circulation, leading to reduced zonal winds, and consequently more-steady
weather periods with the accompanied larger regional risk of severe droughts or wet periods
[Francis and Skific, 2015].

The changes in the Arctic are summarized by the term Arctic amplification and are
assumed to be driven by several feedback mechanisms [Wendisch et al., 2017]. A major
feedback, for example, is associated with the ice and snow loss, and the respective decrease
in surface albedo [Flanner et al., 2011]. Yet, the understanding of the causes and impacts
of climate change, whether globally or Arctic-wide, is still a challenge in atmospheric
science [IPCC, 2013]. The largest uncertainty is associated with aerosol particles and their
interactions with clouds and radiation. These interactions are assumed to be among the few
forcing agents that can have a negative impact on the radiation budget [IPCC, 2013]. The
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68% confidence interval for the present-day total aerosol forcing based on model comparisons
and satellite observations was reported to spread between −1.6Wm−2 and −0.6Wm−2

[Bellouin et al., 2020]. Reasons for the uncertainties are on the one hand related to aerosol
particles which directly change the atmospheric radiation fluxes by scattering and absorbing
incoming and outgoing radiation [e.g., Anderson et al., 2005; Satheesh and Krishna Moorthy,
2005], which is called aerosol-radiation-interaction (ARI). When the particles sediment to
snow and ice surfaces, they can decrease the surface albedo and hence increase the absorbed
radiation [Hansen and Nazarenko, 2004] with the consequence of accelerated melting. On the
other hand, aerosol particles have numerous indirect effects on the Earth’s climate, e.g., by
influencing the geochemical cycle, the cryosphere, and, most prominent in terms of radiative
impact, the cloud microphysical and radiative properties via aerosol-cloud-interaction
(ACI) mechanisms [IPCC, 2013]. Given the possible widespread consequences of Arctic
amplification, it is essential to understand the physical processes leading to this rapid change.
There is still a lack of understanding in the interplay of these feedback mechanisms, their
seasonality, as well as in quantifying their relative importance and magnitude [Goosse et al.,
2018; Pithan and Mauritsen, 2014; Serreze and Barry, 2011].

An increase in the abundance of atmospheric aerosol particles that can activate droplet
formation, so-called cloud condensation nuclei (CCN), will lead to the formation of numerous
but smaller droplets which increases, in turn, the cloud albedo [Twomey, 1974, 1977].
This Twomey effect can be observed for example in the case of stratiform cloud decks,
which were influenced by exhaust particles along ship tracks [Radke et al., 1989]. Also,
smaller droplets are less likely to form precipitation and thus increase the cloud lifetime
[Albrecht, 1989]. These effects on liquid-water clouds might even play a larger role in the
Arctic, where cloud regimes have been observed in which droplet formation was rather
limited by CCN availability than by liquid-water abundance [Mauritsen et al., 2011].
At the same time, another population of aerosol can initiate ice crystal formation, the
ice-nucleating particles (INPs). Different processes involving INPs are known to trigger ice
formation. These mechanisms are summarized by the term heterogeneous ice formation
which takes place in the temperature regime between approximately −38 °C to 0 °C [Hoose
and Möhler, 2012; Pruppacher and Klett, 1997]. In this temperature range, clouds may
be composed of either pure ice, liquid, or both. The coexistence of liquid and ice inside
a single cloud is referred to as mixed-phase. The Wegener-Bergeron-Findeisen process
[Bergeron, 1935; Findeisen, 1938; Wegener, 1912], describes the growth of ice crystals
at the expense of liquid-water droplets if both phases are present. Thus, mixed-phase
clouds without significant vertical air motions or a moisture source from above or below
the cloud are assumed to glaciate completely [Fan et al., 2011; Korolev and Field, 2008;
Solomon et al., 2011]. Below approximately −38 °C, ice formation can also happen via
homogeneous freezing processes for which no INPs are necessary [Pruppacher and Klett, 1997].

Besides the evident role of sea ice loss in the warming process, a key role in Arctic
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amplification is attributed to the radiative effects of clouds [Vavrus, 2004]. Kay and L’Ecuyer
[2013] obtained a climatology of Arctic clouds and radiation conditions for the first decade
of the 21st century. They highlight the importance of clouds in the Arctic climate system
but they also note that both conditions — presence as well as the absence of clouds — can
contribute to Arctic amplification, depending on season and sea-ice conditions. Moreover,
Goosse et al. [2018] showed that the impact of clouds on the Earth’s energy budget can
be both, positive or negative, depending on the clouds macrophysical and microphysical
properties. They reported that a higher fraction of low clouds, e.g., caused by decreased
sea-ice extent increases the downwelling longwave radiation during polar night, which is
a positive feedback. During polar day, in contrast, a higher fraction of liquid water in
mixed-phase clouds was found to increase the cloud albedo which, in turn, enhances the
reflection of incoming shortwave radiation at the top of the atmosphere (TOA) [Goosse et
al., 2018], and thus produces a negative feedback. Yet, the underlying processes controlling
Arctic cloud phase and occurrence, and hence the connected feedback mechanisms driving
Arctic amplification are not completely understood [Goosse et al., 2018; Kalesse et al., 2016a;
Pithan and Mauritsen, 2014; Serreze and Barry, 2011; Shupe et al., 2013; Stuecker et al., 2018].

Detailed observations of Arctic clouds are key requirements to study the Arctic energy
budget but they are still rare. Measurements from ground-based stations, such as the
observatories of the International Arctic Systems for Observing the Atmosphere (IASOA)
[Uttal et al., 2016] are of great value, e.g., due to their long-term data sets. However, they
are limited to one location of observation, influenced by their surrounding orography [e.g.,
Gierens et al., 2020], and local anthropogenic contamination, such as traffic and industry
[Creamean et al., 2018b; Herenz et al., 2018]. A new development are drifting buoys,
which can enter any place in the Arctic ice and provide valuable observations in this harsh
environment. Their equipment is steadily optimized and becomes increasingly sophisticated.
The latest developments are buoys equipped with autonomous lidar systems [Mariage et
al., 2017], allowing measuring vertical profiles of clouds and aerosol. But, their movement
depends on the ice drift and they are limited in their payload and cannot yet replace intricate
measurements from observatories or campaigns. Observations of spaceborne cloud radar and
lidar, as done aboard CloudSat [Stephens et al., 2008] and CALIPSO (Cloud-Aerosol Lidar
and Infrared Pathfinder Satellite Observation) [Winker et al., 2010] provide, in addition, a
large-scale overview of the Arctic cloud coverage [Liu et al., 2012]. However, the respective
data sets lack information on the lowest cloud levels as well as the highest latitudes. To
study Arctic clouds, different aircraft campaigns have been conducted in recent years [e.g.,
Curry et al., 2000; Jacob et al., 2010; McFarquhar et al., 2011; Wendisch et al., 2019]. While
airborne measurements yield a unique, accurate description of the observed cloud, they
cannot measure continuously the entire tropospheric column over a long period, a feature
active remote sensing can offer. Given their capability, ground-based remote-sensing methods
are suitable to investigate the spatiotemporal distribution of clouds [Bühl et al., 2013], their
phase partitioning [de Boer et al., 2009; Kalesse et al., 2016a; Zhang et al., 2014], and their
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interaction with aerosol particles [Ansmann, 2019; Engelmann et al., 2021; Radenz et al.,
2021; Seifert et al., 2010; Zhang et al., 2018]. The wide range of variability in the processes
involved in ACI and cloud formation require detailed observations from small particles
to large hydrometeors. However, a single instrument only measures a specific parameter.
Therefore, instrument synergy will result in insights that are more accurate. The presence
and characterization of ice crystals, vertical motions inside clouds, and multilayer situations
are best observed using a cloud radar. A lidar, in turn, is highly sensitive to aerosol particles
and liquid-water cloud droplets, and can, depolarization capabilities provided, be used for
cloud-phase partitioning. Synergistic processing of lidar and radar measurements, such as
within Cloudnet as proposed by Illingworth et al. [2007] and ARSCL (Active Remote Sensing
of Clouds) [Shupe, 2007], can deliver data sets of cloud macro- and microphysical properties.
These data sets serve, e.g., as a basis for model evaluation [Illingworth et al., 2007; Neggers
et al., 2019] and radiative transfer calculations [Barrientos Velasco et al., 2020; Ebell et al.,
2019]. Hence, in addition to the airborne campaigns, several shipborne campaigns equipped
with remote-sensing instrumentation have been conducted in the past few years in the Arctic
[e.g., Achtert et al., 2015; Granskog et al., 2018; Sotiropoulou et al., 2016; Tjernström et al.,
2014, 2004; Uttal et al., 2002; Vüllers et al., 2021; Wendisch et al., 2019].

To study the feedback mechanisms causing Arctic amplification, the collaborative research
centre (AC)3 (Arctic Amplification: Climate Relevant Atmospheric and Surface Processes
and Feedback Mechanisms) conducted two complementary field campaigns in the Arctic
summer of 2017: ACLOUD (Arctic Cloud Observations Using Airborne Measurements
during Polar Day), an airborne campaign performed with the research aircraft Polar 5
and Polar 6, and the PASCAL (Physical Feedbacks of Arctic Boundary Layer, Sea Ice,
Cloud and Aerosol) expedition deployed on and around the research icebreaker Polarstern
[Macke and Flores, 2018; Wendisch et al., 2019]. These campaigns took place in May
and June 2017 in the regions north and northeast of Svalbard with the aim to combine
remote-sensing and in-situ observations. During PASCAL, a 2-week ice floe camp was
performed in the vicinity of Polarstern and a large number of measurements were conducted
on the ice. PASCAL took place from 25May until 21 June 2017 and was the first part
of the split Polarstern cruise PS106. The second leg of PS106 was the Survival of Polar
Cod in the Arctic Ocean (SiPCA) campaign, which ended on 20 July 2017. During the full
period of PS106, continuous remote sensing of aerosol and clouds was performed with the
OCEANET-Atmosphere platform from the Leibniz Institute for Tropospheric Research
(TROPOS), Leipzig, Germany, aboard Polarstern. Measurements with the multiwavelength
polarization lidar PollyXT_OCEANET, a 35-GHz cloud radar Mira-35, and a microwave
radiometer (MWR) HATPRO (Humidity And Temperature Profiler) were conducted. Within
(AC)3 the OCEANET-Atmosphere observations have the essential role to describe the
temporal evolution of the vertical structure of aerosol and clouds in the central Arctic.
They constitute the prerequisite for further studies of aerosol-cloud interaction, model
evaluation, or radiative transfer modeling, which are partly covered by other projects of (AC)3.
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The following thesis evolved around the OCEANET-Atmosphere data from the
PASCAL/PS106 campaign. Chapter 2 provides an overview of the processes driving Arctic
amplification and the role of clouds therein, which leads to the formulation of motivating
research questions for this work. Chapter 3 introduces the measurements performed during
PS106 and presents the data set obtained. A brief introduction to active remote-sensing
techniques used in this study is given. Afterward, the applied processing steps and retrieval
algorithms are presented. A crucial part of this work was to overcome the challenges of
conducting continuous remote sensing on an icebreaker in the High Arctic. A method was
developed for the correction of the influence of the ship’s movement on the cloud radar
Doppler velocity, which is explained and extensively evaluated. An approach to derive a
measure of turbulence in terms of eddy dissipation rate from the vertical Doppler velocity
is given. Additionally, retrievals of microphysical and macrophysical cloud properties
are explained. This Section covers, besides existing retrievals, the introduction of newly
developed retrievals for 1) quantifying the frequent occurring low-level cloud decks and 2) the
derivation of the effective radius of ice crystals from cloud radar observations. Chapter 4
shows the application of the prepared synergistic data set. Three case studies and a
statistical overview of the cloud situation during the cruise are presented and show the
capabilities of the observations and retrieved products. The focus of Chapter 5 are the
frequently observed low-level clouds and heterogeneous ice formation events therein. Links
between thermodynamic surface-coupling of low-level Arctic clouds and cloud ice occurrence
are presented. For the first time it has been shown, that surface-coupled clouds in the
Arctic show a higher fraction of ice-containing clouds at temperatures above −15 °C than
decoupled clouds. Possible explanations of the observed different ice-formation temperature
for surface-coupled and free-tropospheric clouds are discussed. The focus of Chapter 6 are
radiative transfer simulations and how a more detailed characterization of the low-level
clouds can improve their results. Radiative closure for a multilayer cloud situation was found
by implementing the novel low-level cloud detection into the radiative transfer simulations.
A conclusion and summary are given in Chapter 7. Parts of this thesis are based on work
published in Griesche et al. [2020a] and Griesche et al. [2021].
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Chapter 2

Arctic — Amplified climate change

The role of the Arctic system and the complex interactions between aerosol particles, clouds,
and radiation but also surface properties in the context of global climate change were
emphasized in the introduction chapter. Here, an introduction to the Arctic climate system
is given, the construct of feedback mechanisms is exemplified, and factors that can vary the
radiation budget in the Arctic are summarized. Subsequently, the role of mixed-phase clouds
in Arctic amplification with a focus on heterogeneous ice formation is presented.

2.1 The Arctic climate system

An above global average Arctic warming can be observed since about 1990 from long-term
observations and model reanalysis data as shown in Figure 2.1. The reason for the enhanced
warming in the Arctic (called Arctic amplification) is assumed to be related to several
feedback mechanisms [e.g., Goosse et al., 2018]. The principle of such a feedback is based
on an initial radiative forcing, which leads to a change in the global mean near-surface
air-temperature. This temperature change in turn can trigger a transformation in other
components of the Earth’s system causing further temperature variations. The magnitude of
this temperature change, which is needed to establish an energy balance following the forcing
or in response to a feedback is called climate sensitivity [IPCC, 2013].

One example of such a forcing is the increase in greenhouse gas concentration in the
atmosphere, which leads to an increase in the global energy budget and eventually the
global mean temperature [Donohoe et al., 2014]. A vertical homogeneous rise of the
atmospheric temperature profile increases the Earth’s black body emission and counteracts
the temperature rise, an effect that is called the Planck feedback [Goosse et al., 2018].

A vertical inhomogeneous alternation of the temperature profile, by a global warming
trend, leads to changes in the downward directed longwave radiation, the so-called lapse rate
feedback [Mauritsen et al., 2013]. Due to the convective nature of the tropical troposphere
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Figure 2.1: Annual mean near-surface air-temperature anomaly globally (green) and only for the
Arctic region (>64°N, blue) relative to the 1951 – 1980 mean. Data from the Goddard Institute
for Space Studies Surface Temperature Analysis version 4 [GISTEMP-Team, 2021; Lenssen et al.,
2019].

and the stable nature of the Arctic troposphere, the lapse rate feedback has a different
sign at high latitudes compared to lower ones. Deep convection in the Tropics leads to
enhanced warming in higher altitudes, which increases the outgoing longwave radiation
[Manabe and Wetherald, 1975]. Accordingly, the lapse rate feedback is negative close to
the equator [e.g., Pithan and Mauritsen, 2014]. In contrast, the stable stratification of
the lower Arctic troposphere causes warming, which is bottom-heavy, i.e., the warming
close to the surface is higher than at the TOA. The energy flux leaving the Earth system
is smaller for this case when compared to a theoretical radiation perturbation with
vertically uniform warming. Hence, the lapse rate feedback is positive at high latitudes.
The Planck feedback and the lapse rate feedback together are called the temperature feedback.

Higher temperatures in the Arctic will lead to a decrease in sea-ice and snow concentration,
exposing darker surfaces, and decreasing the surface albedo. More incoming radiation will
be absorbed and the warming will be amplified. This so-called ice-albedo feedback [Curry
et al., 1995] is a positive feedback in the Arctic. Also, a warmer atmosphere can contain
more water vapor, which itself is a potent greenhouse gas [e.g., Manabe and Wetherald, 1967;
Schneider et al., 1999]. Furthermore, the climate sensitivity due to clouds is still rather
uncertain [Block et al., 2020] and is discussed in Section 2.2. Further important feedbacks are
connected to a change in the meridional atmospheric and oceanic mass and energy transport
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pattern and aerosol occurrence [Pithan and Mauritsen, 2014].

Quantification of the single feedbacks in the Arctic is challenging as these processes
most likely do not occur independently [Feldl et al., 2017, 2020; Graversen et al., 2014].
Mauritsen et al. [2013] showed for example that both the surface albedo and the lapse rate
feedback are strongly dependent on the cloud and water-vapor occurrence. Interactions of
different feedbacks can introduce synergy effects such that the sum of two feedbacks can
be larger (or smaller) than the individual impact. Also, Chung et al. [2021] suggest that a
major contribution to Arctic amplification is the seasonal linkage between the summertime
ocean heat uptake and wintertime heat release. In addition, some of these feedbacks follow
a seasonality. While for example, the ice-albedo feedback requires sunlight conditions,
the warming in the Arctic, and thus the vertical temperature structure that induces the
lapse-rate feedback is most pronounced in wintertime [Pithan and Mauritsen, 2014; Stuecker
et al., 2018]. Additionally, the feedbacks show significant intermodel differences [Block et al.,
2020], which reveals that the physical processes behind Arctic amplification are still not well
understood and represented in models.

Seven Arctic ship campaigns, which were conducted between 1997 – 2020 to study Arctic
atmospheric processes and ocean-ice-atmosphere interactions, are depicted in Figure 2.2:
Surface Heat Budget of the Arctic (SHEBA) [1997 – 1998, Uttal et al., 2002], Arctic Ocean
Experiment (AOE) [2001, Tjernström et al., 2004], Arctic Summer Cloud Ocean Study (AS-
COS) [2008, Tjernström et al., 2014], Arctic Clouds in Summer (ACSE) [2014, Sotiropoulou
et al., 2016], Arctic Ocean 2018 (AO2018) [2018, Vüllers et al., 2021], Multidisciplinary
Drifting Observatory for the Study of Arctic Climate (MOSAiC) [2019 – 2020, Shupe et
al., 2018], and PS106 (2017, PASCAL + SiPCA). To the knowledge of the author, these
are the only campaigns performed in the Arctic Ocean that have been equipped with a
cloud radar and a collocated lidar. Moreover, there have been even fewer studies in the
Arctic with sea-motion-stabilized cloud radars, whose availability is a requirement to also
determine cloud vertical dynamics accurately from a shipborne platform. From the seven
campaigns introduced, only two were equipped with a stabilized cloud radar: ACSE with a
94-GHz cloud radar and PS106 a 35-GHz cloud radar. The few comparable observations
available in the Arctic highlight the importance of the PS106 cruise. The background color
of Figure 2.2 shows the near-surface air-temperature anomaly for the year 2017, which in-
dicates that the area where PS106 was performed is one of the hot spots of Arctic amplification.

2.2 Cloud radiation budget

The radiation budget at the surface, or respectively at the TOA, is defined as the sum
of the incoming and outgoing short- and longwave radiation. Two variable components,
which can strongly modulate these fluxes are the surface albedo and clouds. The ice-albedo
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Figure 2.2: Near-surface air-temperature anomaly in the Arctic (north of 75°N) for the year 2017
relative to the climatological mean of 1981 – 2010. Colored lines represent the tracks of Arctic ship
campaigns, which were equipped with a cloud radar and lidar since 1997. The numbers represent
different permanent Arctic research stations (1: Atqasuk, 2: Utqiaġvik (formally known as Barrow),
3: Oliktok Point, 4: Eureka, 5: Alert, 6: Summit Station, 7: Station Nord, 8: Ny-Ålesund, 9:
Pallas, 10: Sodankylä, 11: Tiksi, 12: Cherskii, 13: Cape Baranova). Map created with the generic
mapping tool [GMT, Wessel et al., 2019].

feedback was introduced at the beginning of this chapter. A major source of uncertainty
when quantifying Arctic amplification [Goosse et al., 2018; Tan and Storelvmo, 2019] is the
climate sensitivity of clouds due to their high variability and their complex and non-linear
interactions with other feedbacks. Even the sign of the cloud climate sensitivity is still
unclear [Block et al., 2020]. A brief discussion of the cloud radiative effects will be given
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below because they are a relevant topic for this thesis.

Clouds can directly influence the radiation budget in two ways. They can cool the surface
by shading incoming shortwave radiation (cloud-albedo-effect), and they can warm the
surface by hindering the emission of longwave radiation (cloud-greenhouse effect). The net of
the cloud-greenhouse effect and the cloud-albedo effect is called the cloud radiative effect or
cloud-feedback. These two competitive processes, which work against another, cause the cloud-
feedback to be the origin of the largest uncertainties and intermodel spread [Block et al., 2020].

Shortwave cooling at the surface is only effective during summertime when sunlight is
available. The longwave heating however, is active during the entire year. Hence, except
for the summer months, the net effect caused by the presence of clouds will be a warming
factor [e.g., Curry et al., 1996; Intrieri et al., 2002; Schweiger and Key, 1994]. The role of
clouds on the surface radiation budget is a function of their vertical extent, their shape, and
their microphysics. Further critical parameters, which impinge on the cloud radiative effect
are the surface albedo and the solar zenith angle. Highly reflective surfaces below clouds
can introduce multiple reflections between the cloud and the surface and thus increase the
incoming solar radiation on the ground [e.g., Rouse, 1987; Shine, 1984].

The cloud phase is a key parameter in assessing the cloud radiative impact [e.g., Sun
and Shine, 1995]. Especially the liquid-to-ice ratio in mixed-phase clouds has, besides the
absolute amount of ice and liquid water, a large influence on the cloud radiative effect [Choi
et al., 2014; Komurcu et al., 2014; Yoshida and Asano, 2005]. Additionally, the vertical
distribution of liquid water and ice influences the cloud radiative properties. Yoshida and
Asano [2005] found a change of the near-infrared cloud reflectance and absorptance of up
to 10% by varying the vertical distribution of liquid and ice-water occurrence even when
the column-integrated amount of liquid water and ice was kept constant in their model.
Also, the strong dependence of the cloud radiative effect on cloud microphysics is a major
challenge for models to accurately determine the effect of clouds [Hashino et al., 2016]. The
larger the amount of liquid water in mixed-phase clouds, relative to ice (but also in total),
the more the cloud reflects incoming solar radiation [e.g., Goosse et al., 2018]. Yet, when
it comes to simulating the supercooled liquid-water fraction of Arctic mixed-phase clouds,
global climate models exhibit great biases towards lower values [e.g., Morrison et al., 2019;
Tan and Storelvmo, 2019] and thus introduce an underestimation of the cloud radiative effect
[e.g., Cesana et al., 2012]. Tan et al. [2016] showed that when the supercooled liquid-water
fraction in the National Center for Atmospheric Research’s Community Atmosphere Model
version 5.1 (CAM5.1) [Neale et al., 2012] is constrained by satellite observations (i.e.,
increased) the cloud-induced warming increases globally stronger compared to the Arctic.
Furthermore, the increase of liquid water at the expense of ice decreases the precipitation,
as liquid-water droplets tend to be smaller than ice crystals and hence are less likely to
precipitate [Pruppacher and Klett, 1997]. This effect increases the warming of the Arctic by
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increasing the cloud fraction and thus the downwelling longwave radiation at the surface [Tan
and Storelvmo, 2019]. Intrieri et al. [2002] analyzed the annual circle of the cloud radiative
effect during the SHEBA campaign and found a net warming effect at the surface. The
cloud-greenhouse effect of these clouds was most sensitive to the liquid-water path (LWP)
for LWP < 30 gm−2, while the cloud-albedo effect increased with increasing LWP even for
higher values [Shupe and Intrieri, 2004]. Also, decreasing surface albedo and increasing solar
elevation angle increased the shortwave cloud forcing [Shupe and Intrieri, 2004]. Mauritsen et
al. [2011] showed by alternating the CCN concentration in radiative transfer simulations that
under the unique atmospheric composition in the Arctic droplet formation and hence cloud
forcing can be limited by the CCN availability. They found a lower threshold (depending
on the choice of parameters, in their case 10CCNcm−3), below which an increase of CCN
caused a net warming effect. In this low-CCN regime, the longwave warming was dominating
over the shortwave cooling. Above this threshold, the observed effect was a cooling one, as
the longwave forcing was constant with CCN alternations while the shortwave effect was still
increasing.

To summarize, there are numerous ways how clouds can change the radiative budget in
the Arctic, which are not yet completely understood. Detailed observations of the cloud
phase, but also in-cloud motions and vertical and temporal occurrence is inevitable to study
the Arctic cloud radiative effects.

2.3 Arctic mixed-phase clouds

The main feature of Arctic clouds is associated with the frequent occurrence of multi-layer
temperature and humidity inversions, which lead to the formation of temporally stable
multi-level mixed-phase cloud decks [Morrison et al., 2012; Shupe et al., 2011; Verlinde et al.,
2013]. These cloud layers are of complex macro- and microphysical structure and frequently
occur at heights close to the ground, which are not easily trackable. Liu et al. [2017] pointed
out that space-borne remote-sensing techniques fail to detect 25 to 40% of the clouds below
500m height and underestimate the fraction of mixed-phase and ice clouds between the
surface and 1000m height. In turn, ground-based profiling studies from the Arctic, which
rely on lidar and radar observations, usually provide reasonable data only at heights above
100 – 150m above ground. This is for example the case for the 35-GHz Ka-band ARM zenith
radar (KAZR) of the US Department of Energy (DOE) Atmospheric Radiation Measurement
(ARM) program at the NSA (North Slope of Alaska) site in Utqiaġvik, USA. Cloud processes
that take place at lower heights can thus not thoroughly be characterized with common
remote-sensing techniques.

Shupe and Intrieri [2004] found for the SHEBA campaign that the amount of liquid
water in mixed-phase clouds mostly controls the cloud effect on both the shortwave and
longwave radiation. Using observational and reanalysis data from the SHEBA campaign,
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Engström et al. [2014] showed that an accurate representation of cloud microphysical
properties in atmospheric models is important to understand and accurately simulate the
Arctic climate. Especially the longevity of these clouds puts high demands on the research
community. Big efforts were needed to establish model frameworks that are capable of
simulating such cloud systems [e.g., Diedenhoven et al., 2009; Fridlind et al., 2007; Klein et
al., 2009; Morrison et al., 2011; Neggers et al., 2019], even in the case of single-layer clouds
of low complexity. The different processes involved in forming and sustaining supercooled
liquid-water or mixed-phase clouds were thoroughly discussed by Morrison et al. [2012].
Large-scale advection of water vapor is considered to be the prerequisite for formation and
persistence of Arctic stratus decks, especially over closed ice surfaces.

Shupe et al. [2011] provided a comparison of the macrophysical cloud properties using
ground-based remote-sensing measurements from different periods for six of the observatories
and field campaigns presented in Figure 2.2 (Atqasuk, Utqiaġvik, Eureka, Ny-Ålesund,
Summit Station, and SHEBA). The observed annual cloud fraction ranged from 58%
(Summit Station) to 83% (Utqiaġvik). At most sites, the annual cycle showed a maximum
during the late summer to fall month (August – October) and a minimum during the late
winter month (December – March). In a companion paper, Shupe [2011] analyzed the
microphysical properties of the observed clouds at three of these sites, which were equipped
with a cloud radar, a lidar, and a microwave radiometer: Utqiaġvik, Eureka, and SHEBA.
Distinct differences in the occurrence of pure liquid-water, mixed-phase, and pure-ice clouds
have been found. Pure ice clouds were observed at least 40% and on average during 60 – 70%
of the time during any month at any site. The liquid-water cloud occurrence was lowest
during winter with 10 – 20%. The highest occurrence of pure liquid-water clouds was
observed at Barrow in the summer with 40 – 50% of the time. Pure liquid water was confined
to the lowest 3 km height at temperatures and down to −24 °C. At SHEBA the mixed-phase
fraction was highest and mixed-phase clouds have been found up to 7 – 8 km height and
down to −40 °C. The highest cloud top followed the annual cycle of the tropopause and
reached up to 11 km height.

2.4 Heterogeneous ice formation in Arctic mixed-phase clouds
— constraints and previous findings

In the Arctic, the marginal sea ice zone (transition zone between closed ice surface and
open sea) plays a crucial role due to its complex ocean-ice-atmosphere interactions. But
the role of surface sources of heat and moisture in promoting cloud processes relative to
in-cloud or advective sources is still uncertain [Harrington and Olsson, 2001; Shupe et al.,
2013]. The microphysical evolution of the Arctic stratiform cloud decks is subject to the
availability of CCN and INP [Fridlind et al., 2007; Kalesse et al., 2016a; Stephens, 2005].
Numerous studies provide evidence that the occurrence and efficiency of heterogeneous
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ice formation at ambient conditions depends strongly on both temperature [Shupe, 2011;
Zhang et al., 2017] and the type and quantity of the aerosol burden present at cloud
level [Ansmann, 2019; Kanitz et al., 2011; Sassen, 2005; Seifert et al., 2010; Zhang et
al., 2018]. Recently, the first remote-sensing-based closure study of aerosol effects on
Arctic cloud microphysical properties was presented by Engelmann et al. [2021] based
on MOSAiC observations. The INPs for heterogeneous ice formation of different origins
start to be ice active at different temperatures. Mineral dust, e.g., tigers heterogeneous
ice formation below a temperature of about −15 °C [Hoose and Möhler, 2012] while
sea spray aerosol INPs have been found to be already ice active at −5 °C [DeMott et
al., 2016]. INPs from biological origin are assumed to be one of the most ice active
ones at low to moderate supercooling [Hartmann et al., 2021; Murray et al., 2012; O’Sul-
livan et al., 2018; Schnell and Vali, 1976; Szyrmer and Zawadzki, 1997; Zeppenfeld et al., 2019].

Many studies report that respective INP reservoirs for Arctic clouds are mainly provided
from long-range transport from lower latitudes [Morrison et al., 2012]. An increasing
number of studies, however, suggest that also local aerosol sources can provide significant
numbers of CCN and INPs that stem from marine processes [Bigg, 1996; DeMott et al.,
2016; Hartmann et al., 2020] or even from ship emissions or industry [Creamean et al.,
2018a; Thomson et al., 2018]. These findings suggest that also Arctic clouds are subject
to anthropogenic emissions [Lohmann, 2017]. Wex et al. [2019] found an annual cycle in
INP number concentration (INPC) at four different land-based stations in the Arctic, with
the largest INPC in summer. Hartmann et al. [2020] analyzed filter measurements from the
Arctic airborne campaign PAMARCMiP 2018 (Polar Airborne Measurements and Arctic
Regional Climate Model Simulation Project 2018), performed in late winter in the vicinity of
the Villum Research Station, Greenland (81°N, 16°W) above the Arctic Ocean and Fram
Strait. They found the highest INPC during low-level flights above open leads and polynyas.
Heat sensitivity of the sampled INPs as well as high-temperature freezing onset hints towards
biogenic origin. Low flight altitudes, a large number of open leads in the vicinity of the
aircraft flight track, and detected sea salt in the aerosol samples suggest that these INPs
originate from local marine sources rather than from long-range transport. The occurrence
of mixed-phase clouds is constrained to the presence of layers of supercooled liquid water,
which is the case for the majority of cloud layers with top temperatures above −25 °C
[Ansmann et al., 2008; de Boer et al., 2011; Westbrook and Illingworth, 2011]. Changing
aerosol conditions in the Arctic thus have the potential to modify the general occurrence of
heterogeneous ice formation. This question sets a definite requirement to advance the under-
standing of the current state of how heterogeneous ice formation can be described in the Arctic.

One way of evaluating the relationship between temperature, aerosol conditions, and
the efficiency of heterogeneous ice formation is the utilization of remote sensing. From
combined cloud radar, lidar, and microwave-radiometer observations, the vertical structure
and microphysical composition of clouds and precipitation over a specific site can be
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obtained [Illingworth et al., 2007; Shupe, 2007]. For optically thin cloud layers also
the application of single systems such as polarization lidar can be used to obtain the
required information [Ansmann et al., 2009; Sassen, 2005]. Thermodynamic properties
of the atmosphere are provided by radio soundings or model data. Studies suggest that
aerosol particles potentially influence the structure and microphysics of Arctic clouds.
Norgren et al. [2018] show that aerosol might be responsible for the reduction in the cloud
ice content in low-level Arctic mixed-phase clouds. They analyzed a 9-year data set of
ground-based aerosol, clouds, and atmospheric-state observations from Utqiaġvik and
found that mixed-phase clouds that were present in a clean aerosol state have a higher
ice-water content (IWC) at cloud base compared to similar clouds in cases with higher
aerosol loading. In the case of the clean aerosol state, the IWC was increased by a factor of
1.22 to 1.63, for which they suggested more efficient ice mass growth processes throughout
the cloud layer. Furthermore, Jouan et al. [2014] hypothesized that emissions of sulfur
dioxide (SO2) may reduce the ice-nucleating properties of INPs through acidification, re-
sulting in a smaller concentration of larger ice crystals that lead to an increase in precipitation.

A unique characteristic of low-level Arctic mixed-phase stratocumulus clouds is their
ability to persist for several days [Morrison et al., 2012], a feature that still is not completely
understood. A key question to understand the longevity of these clouds is, besides the
source of water vapor, attributed to the (limited) supply of INPs, which are necessary to
maintain the cloud for such a long period [Westbrook and Illingworth, 2013]. Steady ice
precipitation observed below these clouds would otherwise lead to a depletion of INP in the
cloud. The two different aerosol regimes identified in the Arctic, which may supply INP, are
long-range transport or locally produced aerosol. The INP differ in their origin but also in
their vertical distribution and seasonal abundance [e.g., Creamean et al., 2021; Shaw, 1995;
Willis et al., 2018]. During winter and spring, Arctic haze (aged pollution aerosol from
mid-latitude sources with relatively high mass concentrations) can be found in the entire
tropospheric column, while the summertime planetary boundary layer is characterized by
locally produced particles. During fall, the aerosol concentration usually reaches its minimum
when local biogenic sources become less active and the long-range transport from lower
latitudes is limited. Additionally, the process of INP recycling (INPs from precipitated and
sublimated ice crystals, which are mixed back into the cloud) is assumed to play a role in
heterogeneous ice formation in Arctic clouds [Solomon et al., 2015]. Also, cloud top cooling
may cause a continuous activation of INPs [Fu and Xue, 2017]. The strong stratification
of the Arctic lower troposphere limits the vertical mixing of INPs from local sources into
the free troposphere and vice versa. Only in the case of surface-coupling, when the layer
between the surface and cloud base is vertically well mixed, an exchange of cloud-active parti-
cles between surface sources and the cloud is likely [e.g., Brooks et al., 2017; Shupe et al., 2013].

Even though indications are given that local aerosol sources may play a role in
heterogeneous ice formation, none of the studies available so far investigated any potential
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effects of the surface-coupling state of Arctic clouds on the frequency and efficiency of ice
formation. Investigations of potential effects of the surface-coupling were so far restricted to
bulk properties such as ice-water path or liquid-water path, without clearly referencing any
relations between ice formation and temperature, or even aerosol conditions.

Shupe et al. [2013] found only moderate differences in surface-coupled versus decoupled
clouds. They report that clouds, which are thermodynamically linked with the surface, tend
to show colder temperature profiles within the cloud and slightly weaker in-cloud turbulence.
These clouds often have a higher LWP and ice-water path (IWP), for which the authors
suggest as a reason the additional moisture supply from below. Qiu et al. [2015] studied
the occurrence of Arctic mixed-phase clouds in relation to the presence and strength of
humidity and temperature inversions but they did not provide any information about the
overall frequency of ice formation in the different coupling states. Similar to Qiu et al. [2015],
Qiu et al. [2018] used the opportunity to study the influence of both surface conditions and
different air masses on thermodynamic variables and on the properties of Arctic mixed-phase
clouds. At the coastal location of the Utqiaġvik site in northern Alaska, where the data
set for their study was obtained, marine air masses are transported by northerly winds,
while more continental air masses are transported by southerly winds. The authors reported
stronger precipitation processes during advection from the north. They attributed this
finding to the less polluted air masses in this case. The authors suggested also that increased
stability in the lower atmosphere might cause a lower occurrence of Arctic mixed-phase
clouds during southerly wind conditions. However, this study investigated mixed-phase cloud
properties only. The efficiency of ice formation was not investigated. Sotiropoulou et al.
[2014] provide a detailed study of the properties of coupled and decoupled Arctic clouds
utilizing ground-based remote-sensing and in-situ measurements and radiosonde profiles. The
authors found for the thermodynamic-phase partitioning, that the LWP and IWP as well
as their ratio of coupled and decoupled clouds are similar. Gierens et al. [2020] studied
surface-coupling effects on mixed-phase clouds based on a 2-year data set from ground-based
remote sensing in Ny-Ålesund, Svalbard. They found a seasonal cycle of the coupling state,
with most surface-coupled clouds observed during summer. The LWP in coupled clouds
was roughly 40% higher compared to decoupled clouds, but only minor differences have
been found in the IWP. Their findings are affected by the surrounding orography of the
measurement site. Glacier outflows tend to be decoupled, while for clouds transported from
the open sea towards Ny-Ålesund coupling was most common. The open sea west of Svalbard
also might act as a local humidity and heat source.

Furthermore, models have difficulties accurately reproducing heterogeneous ice for-
mation in clouds. Nomokonova et al. [2019] reported in agreement with Sandvik et
al. [2007] that single-layer mixed-phase clouds tend to be underestimated in models
compared to results from the synergy of different ground-based instruments. Without
considering any surface-coupling effects in their study, they found in a temperature regime
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between −20 °C and −5 °C a lower occurrence of mixed-phase clouds in favor of pure-ice clouds.

2.5 Motivating research questions

From the literature debate on the role of clouds and aerosol in Arctic amplification above
different topics arise, which are addressed in this thesis.

1. The height limitation of remote-sensing instruments is crucial for Arctic mixed-phase
clouds. How is an improved quantification of such low-level clouds possible?

2. Aerosol particles play a dominating role in the heterogeneous ice formation process
and Arctic clouds are frequently occurring either coupled or decoupled to the surface
and to corresponding local aerosol sources. Are differences in the characteristics of
heterogeneous ice formation processes observable between surface-coupled and surface-
decoupled clouds?

3. How can advanced remote-sensing methods of aerosol and clouds improve current
radiative transfer simulations?

The answers to these questions require sophisticated measurements of high quality. Given
the rough environment of the Arctic and the challenges conducting remote sensing on a moving
platform, not only a careful preparation of the instrumentation was necessary, but also an
in-depth processing of the data and the correction of the ship movement was inevitable. The
scope of this thesis was thus also to apply the new instrumentation and data-analysis methods,
to produce the OCEANET-Atmosphere based cloud and aerosol data sets for the cruise
PS106. Thanks to the polarization lidar operated during PS106, in this study a temperature
relationship of the frequency of ice occurrence in Arctic clouds and their surface-coupling
state is presented for the first time.
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Chapter 3

Data set — Applied
instrumentation, processing, and
retrievals

As stated in the introduction, sophisticated measurements of clouds and aerosol are still
scarce in the High Arctic. Two complimentary field campaigns were conducted in the Arctic
summer 2017 by the initiative (AC)3 in order to fill parts of this data gap: the airborne
ACLOUD campaign and the ship-borne PASCAL cruise. PASCAL was the first of two legs
of the PS106 expedition during which the remote-sensing OCEANET-Atmosphere platform
of TROPOS was operated. In this chapter, the instrumentation and data analysis methods
that were used to produce the Cloudnet-based cloud and aerosol data sets for the cruise
PS106 are introduced. The majority of the material presented in this chapter was published
in Griesche et al. [2020a].

3.1 Introduction to ground-based active remote sensing of
aerosol and clouds

Active remote sensing is based on the transmission of an electromagnetic radiation pulse and
the detection of a backscattered signal. When applying active remote-sensing methods to at-
mospheric research, the respective scatterers are usually molecules, particles, or hydrometeors.
The pulse emitted by the instrument is scattered at different distances from the instrument.
Using the time ts between the emission and the detection of the signal and knowing the speed
of light cL, the distance z to the scatterer can be determined:

z = cL · ts
2 (3.1)
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Two common active remote-sensing instruments are radar (radio detection and ranging)
and lidar (light detection and ranging). The received signal sensitivity differs strongly for
a lidar and a radar due to the large difference in the applied wavelengths: The lidar used
in this thesis, a PollyXT, emits light at 355, 532, and 1064 nm, while the specific type of
radar used in this thesis, a cloud radar Mira-35, operates at 35GHz or with a wavelength of
8.6 mm, respectively. The lidar signal from a liquid-water droplet with a diameter of D is
proportional to D2 while for the cloud radar the signal is proportional to D6 [O’Connor et al.,
2005]. In the following, introductions to atmospheric remote sensing by lidar and cloud radar
are given in Sec. 3.1.1 and in Sec. 3.1.2, respectively.

3.1.1 Lidar principle

A lidar emits light at or close to the visible spectrum and makes use of elastic backscattering
and in the case of a Raman lidar also of inelastic Raman backscattering. Following Weitkamp
[2005] the received lidar signal power P (z, λ) can be expressed by the lidar equation

P (z, λ) = P0(λ)τcL
2 Aη(λ)O(z)

z2 β(z, λ)exp
[
−2
∫ z

0
α(z′, λ)dz′

]
, (3.2)

with

λ — wavelength of the laser beam,
P0(λ) — average power of a single laser pulse at wavelength λ,
τ — temporal laser pulse length,
A — area of the receiver telescope,
η(λ) — wavelength-dependent receiver efficiency,
O(z) — overlap function of the lidar system,
β(z, λ) — wavelength-dependent backscatter coefficient at distance z,
α(z, λ) — wavelength-dependent extinction coefficient at distance z.

The overlap function O(z) limits the lowest detection height of the lidar and hence is
particular crucial for the study of low-level Arctic clouds. The optical lidar geometrical
determines that at short distances to the lidar, the emitted laser beam can only be partially
imaged onto the receiver. This part is described by O(z), which is zero at the lidar and
becomes unity when the complete laser beam can be imaged on the detector. Below the
height where O(z) reaches a value of 1, an overlap correction can be applied, yet, not to
arbitrary low heights. The strong increase of the lidar signal strength close to the emitter
also limits the detector’s dynamic range at high altitudes. This is a reason why the height
of the complete overlap is intentionally designed to be at a certain distance from the lidar.
To overcome this compromise, lidar systems are sometimes equipped with different receiver
telescopes to cover multiple altitude ranges, as the PollyXT [e.g., Engelmann et al., 2016],
which is used in this thesis.
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The lidar equation is in general composed of system-dependent and atmospheric pa-
rameters. When Eq. (3.2) is transformed in such a way that all known system-dependent
parameters are resolved, the attenuated backscatter coefficient βatt is obtained:

βatt(z, λ) = β(z, λ)exp
[
−2
∫ z

0
α(z′, λ)dz′

]
= 2P (z, λ) z2

τcLP0(λ)Aη(λ)O(z) . (3.3)

The backscatter coefficient β and the extinction coefficient α are the two optical parameters
of interest in the scattering air volume. The remaining parameters of Eq. (3.2) are instrument
characteristics and can be considered as constant during the measurement. β and α can be
decomposed as the sum of the respective molecular (mol) and particle (par) contribution

β(λ) = βmol(λ) + βpar(λ), (3.4)

and
α(λ) = αmol(λ) + αpar(λ). (3.5)

The molecule backscattering and extinction coefficients can be calculated, e.g., from ra-
diosonde data because the scattering cross-section of air is well known. To derive the particle
contribution of Eq. (3.4) and (3.5), two methods are common: the Raman and the Klett-
Fernald-Sasano methods. Both are described in detail in Weitkamp [2005] and will only be
summarized here.

Klett-Fernald-Sasano method

The Klett-Fernald-Sasano method [Fernald, 1984; Klett, 1985; Sasano et al., 1985], often
simply called Klett-method, only uses the elastic-backscatter signal. It makes use of an
assumed particle lidar ratio Spar, which is the extinction-to-backscatter ratio

Spar(z) = αpar(z)
βpar(z) . (3.6)

The lidar ratio is a characteristic quantity for specific aerosol types. For example,
marine sea-salt aerosol has a typical lidar ratio of 20 sr, mineral dust of 40 – 60 sr, and
highly absorbing smoke particles can reach values of up to 70 – 100 sr [e.g., Müller et al., 2007].

Analog to Spar the molecule extinction to backscatter ratio Smol is defined and has a
constant value of

Smol(z) = αmol(z)
βmol(z) = 8

3π. (3.7)
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The profile of the particle backscatter coefficient for a specific wavelength can be obtained
by assuming a reference value β(zref) at a reference height zref . By solving Eq. (3.2) β(zref)
can be derived as

βpar(z) = −βmol(z) + ζ1(z, zref)
ζ2(zref) + 2

∫ zref
z Spar(z′)ζ1(z′, zref)dz′ (3.8)

with
ζ1(x, zref) = P (x)x2exp

{
2
∫ zref

x

[
Spar(x′) − Smol

]
βmol(x′)dx′

}
(3.9)

where x represents either z or z′ and

ζ2(zref) = P (zref)z2
ref

βpar(zref) + βmol(zref)
. (3.10)

The reference height is usually chosen at an altitude that is assumed to be aerosol-free
and the backscatter coefficient can be obtained by applying the estimate βpar(zref)«βmol(zref).
However, any region with a known particle backscatter coefficient also satisfies the
requirements of this method.

Raman method

The Raman method makes use of the inelastic backscatter signal at the Raman-shifted
wavelength λRa. The intensity of the returned signal at λRa is much smaller compared to
the elastic signal. Therefore, longer averaging times and low background noise (e.g., during
measurements without sunlight) are required. In doing so, the backscatter and extinction
coefficients can be obtained independently from each other, i.e. the lidar ratio Spar can be
directly derived. Thus, a particle-type classification is possible. The measured power of the
inelastic scattered return signal PRa can be expressed as [Ansmann et al., 1990]

PRa(z, λRa) = NRa(z)dσ(π, λ)
dΩ P0

cLτ

2 Aη(λRa)O(z)
z2

· exp
{

−
∫ z

0
[α(r, λ) + α(r, λRa)] dr

}
.

(3.11)

Here, NRa is the number density of the desired Raman scattering molecule (usually
nitrogen or oxygen), dσ(π,λ)

dΩ the corresponding molecular backscattering cross-section.

From Eq. (3.11) the particle extinction coefficient can be derived after Ansmann et al.
[1990] as

αpar(z, λ) =
d
dz ln

[
NRa(z)O(z)
z2PRa(z,λRa)

]
− αmol(z, λ) − αmol(z, λRa)

1 +
(

λ
λRa

)Å
, (3.12)
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where
Å = ln [αpar(λ)/αpar(λRa)]

ln(λRa/λ) (3.13)

describes the wavelength dependence of the particle extinction coefficient, also known as
particle-extinction-related Ångström exponent.

Similar to the Klett-method, to obtain the particle backscatter coefficient a reference
value β(zref) at distance zref needs to be defined, where ideally the absence of scattering
particles can be assumed. The solution for particle backscatter coefficient βpar is [Ansmann
et al., 1992a]

βpar(z, λ) = − βmol(z, λ) + [βpar(zref , λ) + βmol(zref , λ)]

· P (zref , λRa)P (z, λ)NRa(z)
P (zref , λ)P (z, λRa)NRa(zref)

·
exp{−

∫ z
zref

[αpar(r, λRa) + αmol(r, λRa)]dr}
exp{−

∫ z
zref

[αpar(r, λ) + αmol(r, λ)]dr} .

(3.14)

Polarization lidar

Modern lidar systems can determine the ratio at which the emitted radiation is depolarized by
in the scattering volume. The volume linear depolarization ratio δvol is defined as [Schotland
et al., 1971]

δ(z, λ)vol = β⊥(z, λ)mol + β⊥(z, λ)par

β‖(z, λ)mol + β‖(z, λ)par . (3.15)

The parallel polarization plane of the detected light with respect to the laser-polarized
plane is denoted with the subscript ‖ and the perpendicular plane with ⊥. In the case of
the PollyXT system, the volume depolarization ratio δvol is determined using the ratio of the
cross-polarized (⊥) and total backscattered light [no subscript, Engelmann et al., 2016]

δvol(z, λ) =
Cδ(λ) − P⊥(z,λ)

P (z,λ)

χ(λ)P⊥(z,λ)
P (z,λ) − χ⊥(λ)Cδ(λ)

, (3.16)

where Cδ(λ) denotes the calibration constant, which is determined using the
∆90° calibration method following Freudenthaler et al. [2009]. In order to correct the
polarization cross-talk between the real lidar detection channels, the transmission ratios χ(λ)
and χ⊥(λ) (which have been measured under laboratory conditions) have to be considered
[Engelmann et al., 2016].
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From δvol the particle linear depolarization ratio δpar = β⊥(z,λ)par

β‖(z,λ)par can be determined. The
particle linear depolarization ratio is characteristic for particles shapes. δpar close to 0 is
typical for spherical particles. Mineral dust produces a particle linear depolarization ratio
up to 0.35 and ice crystals show values of δpar of up to 0.5 [e.g., Freudenthaler et al., 2009;
Mishchenko and Sassen, 1998]. Hence, δpar is suitable for aerosol typing and cloud phase
determination.

3.1.2 Radio Detection and Ranging — Radar

The emitted electromagnetic radiation of a cloud radar (also called millimeter-wave
radar) is usually in the GHz frequency range. The cloud radar utilized in this thesis,
a Mira-35, operates at 35GHz [Görsdorf et al., 2015]. Due to the relatively large
wavelength of 8.6mm, compared for example to a lidar, the attenuation by clouds is
less pronounced and hence cloud radars can provide valuable information of the cloud
structure and microphysical properties even in the case of multilayer and optically thick clouds.

According to Görsdorf et al. [2015] the calibrated power PR at the antenna feed of Mira-35
is calculated by

PR = RSN · kBT0BFN, (3.17)

where RSN denotes the signal-to-noise-ratio and is defined as

RSN = P ∗
R
PN

=
∑v2
vk=v1 [S(vk) − SN]∑v2
vk=v1 SRN(vk) (3.18)

with

kB — Boltzmann constant,
T0 — system temperature,
B — receiver bandwidth,
FN — noise of the receiver,
P ∗

R — uncalibrated signal power,
SN — noise level determined by the Hildebrand-Sekhon algorithm (may vary due to

atmospheric condition or wet antenna),
PN — noise power,
SRN — noise level measured at the receiver,
v1,2 — Doppler velocity integration limits.

The cloud radar determines the Doppler spectrum from the received signal S(vk) from
which the probed volume can be characterized. S(vk) usually is expressed as a function of
velocity vk = fk(cLfp)/(2NF). With fk denoting the Doppler frequency, cL the speed of light,
fP the pulse repetition frequency, and NF the number of Fast Fourier Transformation (FFT)
points.
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A cloud radar with polarization capabilities determines the reflectivity in the co- and
cross-channels, which are perpendicular to one another. An example Doppler spectrum for
the co- (‖, green) and cross-channel (⊥, red) is given in Figure 3.1, with positive Doppler
velocity denoting upward motion. The Gaussian shape of both spectra indicates that
the measured signal is dominated by one hydrometeor species. The presence of different
hydrometeor species would skew the spectrum to either side or produce a secondary
peak if those species fall with different velocities. The mean Doppler velocity of the
peak of roughly −0.7ms−1 points towards smaller cloud particles and the strong signal
in the cross-channel indicate ice particles rather than liquid-water droplets. Larger
hydrometeors like rain or snow would shift the spectrum towards more negative (fast
falling) velocities and in-cloud turbulence would cause a broadening of the spectrum.
Also, downward or upward air-motion (with the cloud particles therein) can shift the
spectrum towards more negative or positive Doppler velocities, respectively. A spectrum
is calculated for each cloud-radar range gate and is used to derive the radar moments,
like radar reflectivity factor Z, mean Doppler velocity v, and linear depolarization ratio (LDR).

The radar reflectivity factor Z is dependent on the droplet size distribution of the sample
volume NV(D) and can be expressed in a general form as

Z =
∫ ∞

0
D6NV(D)dD, (3.19)

where D is the equivalent droplet spherical diameter [e.g Battan, 1973]. Z is the integral
of the Doppler spectrum, after noise- and range-correction and the multiplication with the
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Figure 3.1: Example Doppler spectrum, measured with Mira-35 on 8 June 2017 20:24UTC at
935m height. The spectra of the co- (green) and cross-channels (red) are shown. Negative velocities
indicate falling particles.
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system constant of the radar. Since the droplet size distribution of the probed volume usually
is unknown, the equivalent reflectivity Ze, the reflectivity uniformly distributed cloud droplets
would return, is used instead of the actual reflectivity. Ze can be expressed as [Görsdorf et
al., 2015]

Ze = 27λ2ltlrlMFz
2kBT0BFNRSN

π2PtG2cLτ |Kw|2I
(3.20)

with

λ — wavelength,
lt/r — losses due to the transmitting (t) and receiving (r) waveguides,
lMF — matched filter loss,
Pt — transmitted power,
G — antenna gain
cL — speed of light
τ — pulse width,
Kw — constant depending on the complex refractivity index of water,
I — integral of the antenna radiation pattern.

Ze can span over several orders of magnitude and is commonly expressed in terms of
decibel

dBZe = 10log10(Ze). (3.21)

The Doppler velocity v is the mean weighted velocity between the integration limits of
the Doppler spectrum and calculated by

v = 1
P ∗

R

v2∑
vk=v1

vk[S(vk) − SN] (3.22)

also called the second moment of the spectrum.

Comparable to a depolarization lidar, a polarimetric cloud radar can determine the
depolarization ability of the scatterers by emitting linearly polarized radiation and measuring
the co- (‖) and cross-component (⊥) of the received signal and thus determining the LDR.
The LDR is the ratio of the calibrated signals received in the channel parallel and the channel
perpendicular to the emitted linear polarized signal

RLD = PR,⊥
PR,‖

(3.23)

with RLD denoting the linear depolarization ratio.
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Figure 3.2: (a) Track of RV Polarstern during PS106. PASCAL (PS106.1, yellow) was the first
part of PS106, comprising a 2-week drift [black box in (a)] during which the ice-floe camp was
maintained. SiPCA (PS106.2, orange) was the second leg of PS106. In (b) the track of the ice
drift is shown. The dark blue line marks the average ice edge for June 2017. The map was created
with GMT [Wessel et al., 2019].

During the emission of the pulse, no detection is possible and the radar, therefore, has a
minimum detection limit. In the case of the Mira-35, the minimum range gate is located
155m above the instrument [Görsdorf et al., 2015].

3.2 The Arctic expedition PS106

The measurements that are subject of the presented thesis have been conducted during
the 8-week cruise PS106 of the research icebreaker Polarstern. The PS106 expedition was
split into two legs. The first leg was the PASCAL campaign conducted in the framework of
(AC)3 and the second leg was called SiPCA. PS106 was performed in the marginal ice zone
between Greenland and Svalbard in May – July 2017. The campaign started on 24May 2017
in Bremerhaven. Polarstern crossed 60°N on 26May, and the ice edge was reached on 31May.
A central part of PASCAL was an ice-floe camp, which was installed on the ice around
Polarstern. The corresponding ice floe was reached on 3 June and measurements on the ice
were performed until 16 June. Between 21 and 23 June a crew exchange was performed in
Longyearbyen, Svalbard, and subsequently Polarstern went back into the Arctic ice north
and northeast of Svalbard for the second leg of PS106. On 18 July 2017, the expedition ended
in Tromsø. The cruise track is shown in Figure. 3.2.



28
CHAPTER 3. DATA SET — APPLIED INSTRUMENTATION, PROCESSING, AND

RETRIEVALS

During the complete cruise PS106, a comprehensive number of remote-sensing instruments
was deployed aboard the research vessel (RV) Polarstern to conduct continuous observations
of clouds and aerosol. To a large extent, these instruments comprised the OCEANET-
Atmosphere observatory [Kanitz et al., 2013a]. The OCEANET-Atmosphere platform has
been complemented for PS106 for the first time with a vertical-looking cloud radar Mira-35.
To obtain mass and number concentration as well as optical properties and filter samples of the
aerosol at the surface, a container from TROPOS equipped with instrumentation for aerosol
in-situ measurements was installed on the deck of Polarstern and measured continuously
during the whole 2-month cruise [Kecorius et al., 2019]. A network of 15 pyranometer stations
for measurements of the spatiotemporal variability of solar radiation was installed on the ice
flow [Barrientos Velasco et al., 2020]. Furthermore, turbulence and radiation observations
inside the Arctic boundary layer were performed using a tethered balloon during the ice floe
camp [Egerer et al., 2019].

3.3 Instrumentation

The locations of the OCEANET-Atmosphere equipment and other atmospheric key
instruments as deployed during PS106 are depicted in Figure 3.3. In Figure. 3.4 more
detailed impressions of the instruments are given. Table 3.1 summarizes the technical details
of the equipment applied in the synergistic Cloudnet processing that is further described in
Section 3.4.3. In the following, the different instruments are briefly introduced.

3.3.1 The OCEANET-Atmosphere observatory

The OCEANET-Atmosphere observatory was already frequently operated aboard Polarstern
[Bohlmann et al., 2018; Kanitz et al., 2013b; Yin et al., 2019]. Yet, before this study only for
transects from the Northern Hemisphere to the Southern Hemisphere (or vice versa) but
never in the Polar Regions. The OCEANET-Atmosphere is based on a container that is by
default equipped with the multiwavelength polarization Raman lidar PollyXT_OCEANET
(hereafter referred to as PollyXT), to provide continuous profiles of cloud and aerosol
properties [Engelmann et al., 2016]. The PollyXT is part of Raman and polarization lidar
network PollyNET, comprising more than 20 measurement sites around the globe [Baars et
al., 2016].

The PollyXT system measures profiles of particle backscatter coefficient at three
wavelengths (355, 532, and 1064 nm), and profiles of extinction coefficient as well as of
the linear depolarization ratio at two wavelengths (355 and 532 nm), respectively. For
details, see Baars et al. [2016]. Four near-field channels for detection of elastically and
Raman-scattered light from nitrogen molecules are implemented at 355, 387, 532, and
607 nm to enable observations already at low heights starting at about 50m above the
instrument. An additional channel for detection of Raman-scattered light from water vapor
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Table 3.1: Overview of the instruments deployed during PS106 that have been used for processing
and evaluating the OCEANET-Atmosphere observations.

Instrument
Type Reference Measured Quantities ν: Frequency Time Resolution
(platform) λ: Wavelength

R: Range of Measurement
P: Precision

Raman Lidar
PollyXT Engelmann et al. [2016] Particle backscatter λ: 355, 532, 1064 nm 10min – 1 hour
(OCEANET) coefficient R: 0.1 – 15 km, 0 – 1 km−1 sr−1

P: 7.5m; 10−5 km−1 sr−1

Particle extinction λ: 355, 532 nm
coefficient R: 0.3 – 5 km, 0 – 10 km−1

P: 300m; 10−2 km−1

Particle linear λ: 355, 532 nm
depolarization ratio R: 0.1 – 15 km, 0 – 0.5;

P: 7.5m; 0.02
Microwave Radiometer
RPG-HATPRO-G2 Rose et al. [2005] Integrated water vapor ν: 22.24 – 31.4GHz 1 s
first generation (IWV) R: 0 – 35 kgm−2

dual profiler P = 0.2 kgm−2

(OCEANET) Liquid-water path ν: 22.24 – 31.4GHz
(LWP) R: 0 – 1 kgm−2

P = 0.02 kgm−2

Temperature profile ν: 51.0 – 58.0GHz
R: 0 – 330K
P: 0.2 – 1K

Doppler Cloud Radar
Metek Mira-35 Görsdorf et al. [2015] ν = 35.5GHz 0.25 s / 3 s
(OCEANET) Radar reflectivity R: 150 – 13000m; −55 – 20 dBZ (raw data /

factor P: 3m; 2 dBZ after averaging)
Linear depolarization R: 150 – 13000m; −55 – 20 dB
ratio P: 30m; 1 dB
Hydrometeor vertical R: 150 – 13000m; −11 – 11m s−1

velocity P: 30m; 0.08m s−1

Pyranometer / Pyrgeometer
Pyranometer CMP21 Kipp and Zonen [2021b] Solar irradiance R: 0.285 – 2.8µm 5 s
(OCEANET) (response time)
Pyrgeometer CGR4 Kipp and Zonen [2021a] Near-infrared irradiance R: 4.5 – 42µm 18 s
(OCEANET) (response time)
15 Pyranometer Barrientos Velasco et al. [2020] Solar irradiance R: 0.3 – 1.1µm 10ms
EKO Instruments (response time)
ML-020VM
Optical Disdrometer
Eigenbrodt ODM470 Klepp et al. [2018] Particle size λ = 880 nm 1min

distribution R: 0.04 – 22mm
P: 0.03 – 0.5mm

Tethered balloon
Ultrasonic anemometer Egerer et al. [2019] 3-D wind vector; R: 0 – 20m s−1 50Hz
Metek uSonic-3 Class A sonic (virtual) R: −35 – 55 °C 50Hz
(BELUGA) temperature
Sun photometer
Solar Light Porter et al. [2001] Aerosol optical λ: 340, 380, 440, On demand
540 Microtops II thickness 500, 675, 870, 936, 1020 nm
Polarstern Meteorology
RS92-SGP Jensen et al. [2016] Profiles of atmospheric P: 1 hPa (pressure), 1 s (= 5m at
Radiosonde pressure, temperature, 5% (relative humidity), 5m s−1 ascend

humidity, wind vector 0.5 °C (Temperature), speed)
2° (wind direction), launch every
0.15m s−1 (wind speed) 6 hours
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Figure 3.3: Polarstern at the ice floe camp during PASCAL. The locations of selected instruments
for atmospheric measurements are annotated. The labels (1) – (5) indicate the positions of the
key instruments used for Cloudnet processing: PollyXT, HATPRO, Mira-35, a disdrometer, and a
radiosonde station. Label (6) denotes one of the 15 pyranometers comprising pyranometer network;
label (7) is the tethered balloon launching site and at (8) aerosol in-situ measurements were
conducted. Equipment items (1 – 3 ) are a permanent part of OCEANET-Atmosphere. (Picture:
N. Fuchs).

at 407 nm allows the retrieval of the water vapor mixing ratio [Dai et al., 2018] during
low-sunlight conditions. From the PollyXT backscatter and extinction measurements, aerosol
classification by their optical properties [Baars et al., 2017; Müller et al., 2007] up to the
retrieval of particle size distribution and number concentration [Baars et al., 2012; Müller et
al., 1999] can potentially be derived. The polarization-sensitive detection channels allow
distinguishing between spherical and nonspherical aerosol and cloud particles [Kanitz et
al., 2013a] and, for instance, to separate dust and non-dust particles in mixed aerosol
layers [Baars et al., 2011]. Heterogeneous ice formation in mixed-phase clouds can be
studied by applying the shape-detection capabilities of the polarization channels for the
discrimination of spherical liquid-water droplets from nonspherical ice particles [Seifert et
al., 2015]. Another application of depolarization observations in mixed-phase cloud studies
is the estimation of CCN and INP concentrations [Mamouri and Ansmann, 2016]. Due to
the relatively short wavelengths of the lidar, e.g., compared to the cloud radar, it follows
that the lidar is sensitive to rather small particles such as aerosol or small cloud droplets.
Also, attenuation especially in liquid-water clouds has to be considered. The lidar beam
of PollyXT is tilted off-zenith by 5° to avoid the misinterpretation of strong backscatter
signals from specular reflections caused by large, horizontally oriented plate-shaped ice crystals.

The 14-channel MWR HATPRO [Rose et al., 2005] provides estimates of the LWP,
integrated water vapor (IWV), as well as atmospheric humidity and temperature profiles
with a temporal resolution of 1Hz. The MWR measures the emission of radiation



31

(a) (b) (c)

(d) (e)

Figure 3.4: Impressions of the instruments applied in this study. Panel (a) shows the cloud
radar Mira-35. In (b) the laser beam of the lidar PollyXT is visible. This picture was taken while
Polarstern was still south enough to experience darkness during the night. Panel (c) shows one of
the 15 pyronmeters of the pyranometer network. In (d) a launch of a radiosonde performed by
Hannes Griesche during PS106 is shown and in (e) the tethered balloon is depicted. (Pictures: H.
Griesche, M. Hartmann, M. Gottschalk).

from the atmosphere in two frequency bands ranging from 22.24 to 31.4GHz and from
51.0 to 58.0GHz with 7 channels each. The MWR data sets shown in this study
are based on a retrieval that was created from a long-term radiosonde data set at
Ny-Ålesund, Svalbard, Norway (78.9°N, 11.8° E, 11m height above sea level, WMO
Code 6260) according to Löhnert and Crewell [2003]. Additionally, for measurements of the
global solar downward directed irradiance (SW↓) and global terrestrial downward directed
irradiance (LW↓) a pyranometer and a pyrgeometer were installed on the roof of the container.

For the first time, the OCEANET-Atmosphere observatory was complemented by a
vertically pointing motion-stabilized 35-GHz polarimetric Doppler Ka-band Doppler radar
of type Mira-35 [Görsdorf et al., 2015] for continuous vertically resolved measurements of
Doppler spectra produced by vertical cloud motions during PS106 [Griesche et al., 2020a].
Mira-35 was set up to emit pulses with a width of 208 ns at a pulse repetition frequency
of 5000Hz. This setting corresponds to a vertical resolution of 31.18m. The upper limit
of the measurement range was set to 15 km. The Doppler spectrum was derived from the
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backscattered signals of 256 consecutive pulses.

The installation and operation of the instruments and the motion correction of the cloud
radar data after the cruise were a significant part of this thesis. The motion correction
was necessary as a vertical movement of the cloud radar superimposes with the Doppler
velocity. That means if the cloud radar moves upward, the measured Doppler velocity would
be reduced compared to the actual hydrometeor movement and vice versa. Hence, based
on the ship’s movement, the vertical velocity of the cloud radar itself was calculated and
subtracted from the measured Doppler velocity. The whole cloud radar Doppler spectrum
(including noise) has been stored with a temporal resolution of 0.25 s and with Doppler
spectral resolution of 0.08m s−1, to enable the correction of the cloud radar data for the
vessel movement. This correction is explained and evaluated in detail in Section 3.4.1. The
different moments such as radar reflectivity, Doppler velocity, and Doppler spectral width
were determined from the profiles of the Doppler spectra as described in Görsdorf et al.
[2015]. The LDR was obtained from the ratio of the radar reflectivity factor observed in the
co- and cross-channel of Mira-35 and provided information about the hydrometeor shape
[Bühl et al., 2016]. The wavelength of operation of the cloud radar of 8mm defines its
sensitivity to range from cloud hydrometeors to slight precipitation. In the case of shallow
stratiform clouds, which dominated the measurements during PS106, attenuation effects
could be neglected. The OCEANET-Atmosphere data sets of HATPRO, PollyXT, and
Mira-35 were made publicly available through the Open Access library PANGAEA [Griesche
et al., 2019, 2020g,i] as part of this thesis

Also aboard Polarstern, measurements of the optical thickness of the cloud-free atmosphere
were performed using a hand-held Solar Light MICROTOPS sun photometer. The sun
photometer measurements are available through the Aerosol Robotic Network (AERONET)
project.

3.3.2 Other instruments used in this study

Besides the OCEANET-Atmosphere remote sensing additional in-situ observations have
been performed during PS106. During the 2-week ice floe camp in the frame of PASCAL, a
tethered balloon site was set up for turbulence and radiation observations [Egerer et al., 2019].
In the context of this study, the turbulence as determined from the three-dimensional wind
vector measured with a high temporal resolution of several tens of Hertz by an ultrasonic
anemometer attached to the tether of the balloon was used.

An optical disdrometer, which is part of the OceanRAIN network [Klepp et al., 2018] was
mounted on the crows’ nest of the Polarstern. It continuously measured the precipitation rate
for different hydrometeor types and size bins. Additionally, launches of Vaisala RS92-SGP
radiosondes [Jensen et al., 2016] were conducted every 6 hours (shortly before 5, 11, 17 and
23UTC to reach 100 hPa approximately at 6, 12, 18, and 24UTC) to obtain in-situ profiles
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of temperature, relative humidity, pressure, and horizontal wind speed and direction.

3.4 Data processing and synergistic retrievals

The first step of the OCEANET-Atmosphere data analysis was to provide a continuous
vertically resolved view on cloud and aerosol macro- and microphysical properties. This data
set is aimed to improve the understanding of the Arctic atmosphere system and to support
partner projects for example with input for radiative transfer calculations and turbulence
studies. To derive continuous products of cloud and aerosol properties, the shipborne
OCEANET-Atmosphere remote-sensing data set were processed using the synergistic retrieval
algorithm Cloudnet [Illingworth et al., 2007]. In this Section, the extension of the standard
Cloudnet algorithms by additional operationally applicable products providing estimates
of cloud droplet and ice crystal effective radius and the cloud-turbulence parameter eddy
dissipation rate (EDR) are described. The developed procedure for removing the influence of
the ship’s motion on the measurement of vertical velocities with Mira-35, which are required
for the EDR retrieval, is also explained below.

3.4.1 Correction of vertical-stare cloud radar observations for ship motion

A structural requirement to derive valid vertical Doppler velocities from Doppler cloud radar
measurements is a permanently vertical-pointing radar. When the cloud radar is pointing
off-zenith, the measured vertical-stare Doppler velocity will be biased by an additional
component introduced by the horizontal wind. A correction of this bias is possible based
on high resolved horizontal wind data and a known radar-beam incident-angle [Wulfmeyer
and Janjić, 2005]. A different approach was chosen for PS106 to directly avoid such a
bias. The cloud radar was mounted on an active stabilization platform, similar to the
approach described by Achtert et al. [2015], as can be seen in the picture in Figure 3.5 (a).
Figure 3.5 (b) shows the antenna, which was kept vertically oriented by the platform. This
platform was a predecessor of the SOMAG AG Jena — GSM 4000 [SOMAG, 2017]. The
platform actively leveled out the roll and pitch movement of the RV, ideally in a way that no
correction of horizontal-wind effects was necessary. An additional bias of the true Doppler
velocity occurs if the cloud radar itself moves vertically, e.g., together with the ship: the
vertical velocity is superimposed on the measured Doppler velocity. The necessary heave
correction was done in a postprocessing procedure.

In Figure 3.6 the vertical velocity for the cloud radar vcz is shown [calculated after Eq.
(3.24) – (3.25)]. Four possible cruise sections based on the Polarstern location are marked
below the time series. Transects through the North Sea, which were characterized by the
strongest vertical movements of the cloud radar during PS106 with velocities up to ±2m s−1,
are highlighted in light green. During the transits through the sea ice (Ice transit, light blue),
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(a) (b)

Figure 3.5: Panel (a) shows the stabilization platform mounted in the cloud radar cabinet and
panel (b) the cloud radar antenna above the cabinet. (Pictures: P. Seifert).

Sea
North Ice floe

station
Svalbard
region

Ice
transit

Figure 3.6: In this Figure, the time series of the cloud radar heave rate during PS106 is shown. The
thick dashed vertical line indicates the moment when the stabilization platform had a malfunction.
At the bottom, a rough localization of Polarstern is annotated — light green: North Sea; light
blue: ice transit; dark blue: ice floe station; dark green: Svalbard region.

the vertical movement was already significantly reduced to less than ±0.5m s−1 and while
Polarstern was at the ice floe station (dark blue) the lowest vertical velocities were measured.
During the period when Polarstern traveled to Ny-Ålesund (Svalbard region, dark green) for
crew exchange, the vertical movements increased again to almost ±1m s−1.
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Figure 3.7: Panel (a) and (c) show times series of the pitch and roll angles, respectively, of
Polarstern (blue) and the vertically stabilized cloud radar (black) during the ice transit from 1 June
2017 07:00UTC to 3 June 2017 8:00UTC. In (b) and (d) the respective histograms are shown [note
the different axes scale of the cloud radar data (bottom axis of each histogram) and Polarstern
data (top axis)]. The dashed lines indicate a rotation angle of ±0.5° and ±0.3°.

Figure 3.7 shows a comparison of the pitch and roll angle time series during icebreaking
conditions from 1 June 2017 07:00UTC – 3 June 2017 8:00UTC measured by the vessel’s
inertial measurement unit (IMU) and directly at the cloud radar. For this purpose, a
single-board computer (Beaglebone Blue) with integrated IMU was attached to the frame
of the cloud radar, as the platform itself did not provide any position determination. The
stabilization platform ensured accuracy of the leveling of ±0.5° during the ice transit and
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the ice floe camp periods. The 2-σ standard deviation of the zenith-pointing during the ice
transit was found to be 0.32°. Thus, 95% of the data points show a vertical pointing of
89.68° or better. During the ice flow camp, the 2-σ standard deviation was 0.34°. During the
open-sea passage of RV Polarstern, the accuracy of the stabilization was reduced to around
±1° with a 2-sigma standard deviation of 0.7°.

To perform the necessary heave correction, first, the velocity by which the cloud radar
was moving vertically (heave rate of the cloud radar) had to be determined. The heave rate
of the cloud radar vCz is the sum of the z-component of the Polarstern translation vector
vTz and the vertical movement due to the ship’s rotation vRz with respect to the ship’s (high
quality) IMU

vCz = vTz + vRz . (3.24)

The complete cloud radar Doppler spectra for each range gate as well as the motion
data (rotation and translation) of Polarstern were stored with a resolution of 4Hz and 20Hz,
respectively, throughout the entire cruise. This ensured an accurate determination of vCz and
hence enabled the heave correction. To determine the heave rate of the cloud radar, first,
the cross product of the rotation velocity vector of Polarstern ~ωP (angular velocity) and the
position of the radar ~X = (−5.4m,−2.34m, 16.35m) relative to the IMU of Polarstern was
calculated as follows

~v′R = ~ωP × ~X =

 ωψ
ωφ
ωθ

×

 Xx
Xy
Xz

 =

 v′
Rx

v′
Ry

v′
Rz

 , (3.25)

with ωψ, ωφ, and ωθ the rotational velocity in pitch (ψ), roll (φ), and yaw (θ) direction. v′
R

is the velocity of the cloud radar caused by the ship’s rotation within the ship’s coordinate
system. Thus, ~v′

R had to be transformed into the Earth’s coordinate system using the rotation
matrices. For the z-component (vertical velocity) this transformation results in

vRz = ~v′
R ◦

 − sin(ψ)
cos(ψ) sin(θ)
cos(ψ) cos(θ)

 (3.26)

where ψ and φ represent the rotation angles of the ship (pitch and roll angle) with respect to
the Earth system and ◦ denotes the dot product. vTz and ~ωP were provided by the ship’s
IMU and recorded during the cruise.

The heave-rate correction is explained next. In an initial step, the cross-correlation
between the timestamps of the two data sets, the cloud radar Doppler spectrum and the
cloud radar heave-rate was calculated to check for a possible time shift between both data
sets. This time shift was found to be 0.25 s. Subsequently, the values of vCz were linearly
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interpolated onto the respective time grid of the Doppler spectrum. The number of bins
the respective spectrum needed to be shifted was calculated from the Doppler resolution
(∆vk = 0.08m s−1) and the interpolated heave rate. Finally, the spectra were shifted
accordingly. After this correction, the corrected spectra were incoherently averaged to 3 s
and the Doppler moments were determined.

The improvement of the data set after the heave correction is shown in Figure 3.8
for a case study from 30May 2017 between 00:00 and 01:00UTC when a nimbostratus
cloud with precipitating ice particles was present above Polarstern. The measured
uncorrected Doppler velocity and the respective histogram of the velocities are presented
in Figure 3.8 (a) and (b). The radar’s vertical movement on the ship is visible, in both,
in the time-height cross-section of the Doppler velocity as stripes of enhanced or reduced
velocity throughout the whole column as well as in the broadening of the histogram. The
corrected Doppler velocity and the respective histogram are presented in Figure 3.8 (c) and (d).

The Fourier spectrum of the corrected and uncorrected Doppler velocity was calculated to
evaluate the effect of the heave correction [Figure 3.8 (e) and (f)]. Continuous time-series of 1
hour of Doppler velocity in the upper 3 km of the cloud presented here were analyzed. The
Fourier spectra of the Polarstern pitch- and roll-movement are shown in blue in Figure 3.8 (e)
and (f). In each plot additionally, the spectra of the corrected (black) and uncorrected
(purple) Doppler velocity are depicted. The velocity contribution caused by the pitch and
roll motions of the ship is obvious in the Doppler velocity spectra. Especially in the pitch
but also in roll spectrum a strong peak at a wavenumber of 1.5m−1 is visible. This peak
is also obvious in the uncorrected Doppler velocity spectrum and was reduced after the
correction. The integral of the frequency range which was most affected by the ship’s
movement (0.02 – 0.3m−1) was calculated both, for the corrected and the uncorrected data.
The heave correction reduced the fraction of the ship’s movement in the power spectral
density of the Doppler velocity (or its variance) by a factor of 15.

3.4.2 Retrieval of eddy dissipation rate from Doppler radar spectra

A measure of atmospheric turbulence is the turbulence kinetic energy (TKE). The TKE is
the mean kinetic energy per mass unit and is defined as

ETK = 1
2
[
(u′

x)2 + (u′
y)2 + (u′

z)2
]

(3.27)

with (u′
i)2 the variance of the velocity components of the turbulent flow. The rate at

which the TKE is transferred from larger eddies into smaller ones and eventually dissolves
into thermal energy is the EDR. Hence, the EDR can be used as a quantitative proxy of
atmospheric turbulence.
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Figure 3.8: (a) Uncorrected and (c) corrected Doppler velocity during PASCAL on 30May 2017
between 00:00 and 01:00UTC measured with the cloud radar. Panels (b) and (d) represent the
respective histogram of the presented Doppler velocities. Negative values denote downward motion.
In (e) and (f) the mean Fourier spectrum of the uppermost, continuous time series of the Doppler
velocity during the same period is shown. In (e) in addition the spectrum of the Polarstern pitch
movement during this period is depicted. In (f) the respective spectrum of the roll movement is
shown. The velocity spectra are identical in (e) and (f). The dashed lines in (e) and (f) indicate
the frequency range, in which the heave correction significantly changed the spectra.
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Several approaches to retrieve the EDR are available. Methods exist for in-situ
measurements from aircraft- [Meischner et al., 2001; Nicholls, 1978; Nucciarone and Young,
1991], helicopter- [Siebert et al., 2006a], and balloon-borne instruments [Brooks et al.,
2017; Caughey et al., 1979; Siebert et al., 2006b], and for meteorological tower instruments
[Caughey et al., 1979; Kaimal et al., 1976; Zhou et al., 1985]. Additional retrievals for remote
sensing have been developed [Borque et al., 2016; Sathe and Mann, 2013]. These methods
are based on the Doppler velocity structure function derived from vertically pointed Doppler
lidar [Frehlich and Cornman, 2002] or Doppler radar [Lothon et al., 2005] or a combination
of the width of the Doppler spectrum and the Doppler velocity measurements [Meischner et
al., 2001]. Other retrievals use time-series analyses of vertical velocities from vertical-stare
Doppler radar [Kalesse and Kollias, 2013; Shupe et al., 2012] or Doppler lidar observations
[O’Connor et al., 2010].

Typical values for EDR in clouds spread between 10−1 m2 s−3 and 10−8 m2 s−3. Borque
et al. [2016] reported EDR of maritime and continental stratiform clouds on the order
of 10−4 – 10−2 m2 s−3 and 10−7 – 10−2 m2 s−3, respectively. In cumulus clouds with weak
updrafts, EDR have been found in a range between 5 · 10−5 m2 s−3 and 10−2 m2 s−3, whereas
values up to 10−1 m2 s−3 were found for cumulus clouds with strong updrafts [Siebert et
al., 2006a]. In cumulonimbus clouds, Meischner et al. [2001] found values for EDR between
10−6 – 5 · 10−2 m2 s−3. For low clouds or fog at Chilbolton, UK, O’Connor et al. [2010]
estimated the EDR to be on the order of 10−4 – 5 · 10−2 m2 s−3. Shupe et al. [2012] analyzed
mixed-phase Arctic stratocumulus clouds and retrieved EDR from cloud radar observations
in the range of 10−6 – 10−3 m2 s−3.

The reported range of EDR for different cloud conditions leads to the assumption that
Arctic clouds might show characteristic differences for varying atmospheric conditions. The
vertical alignment of the cloud radar during PS106 allowed the determination of the EDR
from the vertical air motions observed in cloud layers. Thus, the retrieval technique for
EDR that can be applied to the OCEANET-Atmosphere data set is presented in the following.

Following Borque et al. [2016] and references therein, the spectrum of the TKE as a
function of wavenumber k, S(k), can be describes within its inertial subrange as

S(k) = κε2/3k−5/3, (3.28)

assuming the turbulent energy dissipation is a homogeneous and isotropic process. Here
κ = 0.5 is the Kolmogorov constant for a 1-D wind spectra [Sreenivasan, 1995]. k is related
to a length scale L (k = 2π/L) and to frequency f with k = f/vh. vh is the horizontal wind
speed, and assuming a linear wind field.

If the spectrum plotted against wavenumbers follows in a log-log plot within the inertial
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subrange a −5/3 slope, ε can be estimated by

ε =
(

10klin

κ

)3/2

(3.29)

where klin represents the corresponding intercept with the x-axis of the linearized fit.

For this study, power spectra of the Doppler velocity with a sampling frequency of 4Hz
from continuous time series covering 5minutes were calculated. For the best estimation of
the inertial subrange 34 arbitrary chosen idealized spectra were defined. These spectra,
defined by the given wavenumber intervals ∆ki, are depicted in Figure 3.9 by the gray lines.
The linearized fit was determined by calculating a linear least-squares regression of the
spectrum within each interval. Additionally, the spectrum of the vertical velocity observed
on 7 June 2017, from 10:28 to 10:43UTC is shown from cloud radar Doppler velocities in blue
and from balloon measurements in red.

According to Borque et al. [2016], a good fit was defined with a slope from the
linear regression of −5/3 ± 20% (−5/3 ± 1/3). If within more than one wavenumber
interval a −5/3 was observed the mean of all εi for the corresponding spectrum was
calculated and taken as the EDR. In order to evaluate the EDR estimated by cloud radar
measurements, it was compared to EDR derived from the tethered balloon [Egerer et
al., 2019]. The periods used for deriving EDR from the tethered balloon were 15min,
during which it was located at a constant height above the ground. As a measure to quan-
tify the uncertainties of the two retrievals the standard deviation of all good fits was calculated.

Three comparisons were done for situations where the tethered balloon was at a
constant height in a cloud. The first one was done for measurements taken on 7 June 2017.
On this day between 10:28 and 10:43UTC the balloon was located at 380m height.
Figure 3.9 shows the intercomparison of the power spectrum derived by the tethered
balloon measurements (red) with the spectrum derived from the cloud radar Doppler
velocity (blue) according to the techniques described above is shown for this period. Due
to the higher sampling frequency of the balloon-borne turbulence sensor, eddies with a
higher wavenumber can be resolved in the the spectrum from the balloon measurements.
The derived EDR for the cloud radar measurements was (6.84 ± 7.61) · 10−4 m2 s−3 and
for the tethered balloon (2.65 ± 3.59) · 10−5 m2 s−3. The other two comparisons were
done on 5 June 2017 13:50 – 14:05UTC at 330m height and on 9 June 2017 09:00 –
09:15UTC at 500m height. The EDR values for these cases from the tethered balloon
measurements were (8.90 ± 1.07) · 10−5 m2 s−3 and (6.39 ± 5.48) · 10−6 m2 s−3 while the cloud
radar measurements gave (5.98±3.53)·10−5 m2 s−3 and (2.26±1.64)·10−5 m2 s−3, respectively.
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Figure 3.9: In blue the Fourier spectrum derived from cloud radar Doppler velocities and in red
from tethered balloon turbulence measurements on 7 June 2017 between 10:27 and 10:43UTC at
380m height are shown. The dashed lines depict the respective averaged linearized fit. Gray lines:
illustration of the idealized spectra in given wavenumber intervals which had been used to check
for a −5/3 slope of the Fourier spectrum.

3.4.3 Cloud macro- and microphysical properties from instrument-synergies

The instrument synergistic approach Cloudnet [Illingworth et al., 2007] was applied to
acquire a data set suitable for the statistical evaluation of the macro- and microphysical
properties of clouds observed during PS106. This data set, in addition, serves to realize model
evaluations [Illingworth et al., 2007] and radiative transfer calculations, e.g, with the Rapid
Radiative Transfer Model for General Circulation Models (RRTMG) [Barker et al., 2003;
Clough et al., 2005; Mlawer et al., 1997]. RRTMG is currently utilized for single-column
radiative transfer calculations. The model considers vertical profiles of relative humidity and
temperature, standard atmospheric constituent profiles based on Anderson et al. [1986], and
cloud macrophysical and microphysical properties. These requirements include vertically
resolved effective radius and water content of liquid and ice hydrometeors. In the following,
the approaches for achieving these data set requirements based on the PS106 remote sensing
are described.
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Cloudnet

The instrument synergy approach Cloudnet [Illingworth et al., 2007] combines the observations
from lidar, cloud radar, microwave radiometer, disdrometer, and radiosondes. The Cloudnet
algorithms were used to determine cloud physical properties during PS106. The concept of
Cloudnet will now be briefly introduced.

Cloudnet is a network of ground-based remote-sensing stations with the aim to provide
profiles of cloud and aerosol properties. The presented products in this thesis are processed
with a Matlab-based Cloudnet version. Meanwhile, a python version (CloudnetPy) is
published and freely available [Tukiainen et al., 2020]. For data processing, first, the mea-
surements are averaged on a common grid with a vertical and temporal resolution of 31.18m
and 30 s, respectively. Radiosonde-based profiles of thermodynamic variables are interpolated
on the Cloudnet data grid to estimate the temperature at the respective time-height
pixel. Soundings from Ny-Ålesund [Maturilli, 2017] were applied for the periods where no
radiosonde was launched from the RV but Polarstern was in the vicinity of Svalbard. As a last
fall-back option, data from the Global Data Assimilation System (GDAS) with a horizontal
and vertical resolution of 1° and 3 h [available at: http://ready.arl.noaa.gov/gdas1.php,
Kanamitsu, 1989] were used as meteorological input for Cloudnet.

Based on the observations scaled on the Cloudnet data grid a categorization bit mask is
derived. This bit mask assigns a series of seven distinct features about the observed targets:
clear yes/no; liquid yes/no; falling yes/no; wet bulb temperature below 0 °C yes/no; melting
layer yes/no; aerosol yes/no; and insects yes/no. The bitwise categorization ensures that
each data point is characterized by a defined combination of these features. The detailed
definition of the respective categorization bits is beyond the scope of this thesis and has
already been given by Hogan and O’Connor [2004].

Based on the individual combination of the categorization bits, an atmospheric target
classification is derived as follows: ’clear sky’ is defined when no bit is set for the respective
pixel. ’Cloud droplets only’ is identified by only the droplet bit being set. The falling bit alone
identifies ’drizzle or rain’. Droplet and falling bit together are interpreted as ’drizzle/rain &
cloud droplets’, falling and cold bit together as ’ice’. Droplet, falling, and cold bit combined
give ’ice & supercooled droplets’. The melting bit being set alone identifies ’melting ice’,
and together with the droplet bit the pixel is defined as ’melting ice & cloud droplets’. The
aerosol and insects bits are accordingly interpreted as ’aerosol’, insects’ or ’aerosol & insects’.
Following previous studies [e.g., Mioche et al., 2015; Shupe, 2011], mixed-phase clouds are
defined when (supercooled) liquid-water and ice particles are detected in the same data point
and when an ice cloud was observed with a liquid-water or mixed-phase cloud-top layer.

Besides the phase of the cloud, the respective mass concentrations of ice and liquid-water
are determined where applicable. The liquid-water content (LWC) is derived by scaling the
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MWR LWP adiabatically onto the cloud pixels defined as pure-liquid or mixed phase [Frisch
et al., 1998; Merk et al., 2016]. For pure-liquid data points, the approach of Frisch et al.
[2002] is used to derive the cloud droplet effective radius from the observed radar reflectivity
factor, LWP, and an assumed width of the lognormal cloud droplet size distribution (which
was, according to Miles et al. [2000], set to 0.35 for marine stratocumulus). The IWC is
calculated using an empirical formula from Hogan et al. [2006] relating cloud radar reflectivity
Ze and temperature T . This approach for IWC is only applied for clouds classified as ’ice’ or
’ice & supercooled droplets’. In this step, also a correction for potential attenuation of the
cloud radar signal due to the presence of liquid water is made.

Ice crystal effective radius

As discussed above, Cloudnet offers a variety of retrievals for ice microphysical parameters.
Nevertheless, the continuous application of radiative transfer calculations requires a
consistent availability of vertically resolved ice and liquid-water hydrometeor effective
radius and water content. While Cloudnet already contains retrievals for droplet ef-
fective radius and liquid-water content, and ice water content, so far no operational
retrieval for ice effective radius was available. Hence, in the course of this thesis, a
new approach to calculate the ice effective radius reff,ice was developed and published in
Griesche et al. [2020a]. This approach is based on the combination of the definition of
the effective radius as the ratio of the third to the second moment of the particle size
distribution (PSD) and an empirical relationship between the visible extinction coefficient
α, cloud radar reflectivity Ze, and model temperature T . Similarly as for IWC, reff,ice
is only calculated for data points where Cloudnet classified ’ice’ or ’ice & supercooled droplets’.

Using the ratio of the second to the third moment of the PSD, the effective radius reff,ice
can be related to IWC and α [Delanoë et al., 2007]. This yield for reff,ice

reff,ice = 3
2

qi
ρi · α

· 106 (µm), (3.30)

with qi the ice water content in kgm−3, α the extinction coefficient in m−1, and ρi the
density of the solid ice (ρi =917 kgm−3). Both, IWC and α have been calculated using
empirical relationships between IWC or α and the cloud radar reflectivity Z of a 35-GHz
cloud radar and temperature T published by Hogan et al. [2006]. Using the IWC-Z-T and
α-Z-T relationships and Eq. (3.30), finally the reff,ice-Z-T relationship results to

reff,ice = 3
2ρi

10CZT·Z·T+CZ·Z+CT·T+C0 · 106 (µm), (3.31)

with CZT = −2.05 · 10−4, CZ = 1.6 · 10−3, CT = −1.71 · 10−2, and C0 = −1.52.

To estimate the error of the identified effective radii of the ice crystals, an error propagation
of Eq. (3.31) was done using an average error for IWC and α from Hogan et al. [2006] of
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40%. The error ∆reff,ice was found as

∆reff,ice =
√

0.42 + 0.42 · reff,ice. (3.32)

The data set for reff,ice is published in the long-term data archive Pangaea [Griesche et
al., 2020b].

Detection of low-level stratus clouds

During PS106, frequent low-level stratus clouds (cloud base< 165m) have been observed.
These situations were often associated with a strong attenuation of the lidar beam within
the lowest few hundred meters above Polarstern due to the high optical thickness of these
clouds. The cloud radar, in turn, has its technical limitation in detecting the lowest part
of the boundary layer below 155m range (165m above sea level). The height of the lowest
Cloudnet data pixel is also at 165m. Thus, on the one hand, the low-level clouds, which
occurred during PS106 arise issues for the Cloudnet retrieval due to misinterpretation of
an attenuated lidar signal as a missing signal. On the other hand, these clouds tend to be
underrepresented in Arctic cloud statistics since most current statistics of Arctic clouds do
not consider clouds in such a low altitude. A new Cloudnet classification category called
low-level stratus (LLS) cloud was developed in the scope of this thesis to address these issues.
These clouds were identified by the PollyXT signal-to-noise-ratio (SNR), [Heese et al., 2010]
in the lowest 165m above sea level. The near-range channels of the PollyXT system have a
complete overlap already at 120m above the instrument [Engelmann et al., 2016] and thus
are suitable for the detection of clouds already well below the lowest cloud radar observation
height. Even though, quantitative parameters such as (attenuated) backscatter coefficient
from a single elastic backscatter signal cannot be determined below 120m.

From a sensitivity study and visual inspection of the Cloudnet data set, LLS clouds
were defined where SNR of the lidar signal exceeded the threshold value of 40. This value
was obtained by evaluating signatures of attenuation in the time series of the Cloudnet
attenuated backscatter coefficient, increased values of LWP, and correlation with the visibility
sensor of Polarstern. An SNR> 40 at these low altitudes is very likely only caused by the
occurrence of low-level clouds since the SNR is not range corrected. The LLS base and top
have could only be derived, when the lidar signals were not fully attenuated.

Retrieval of CCN and INP number concentrations

Arctic clouds and their susceptibility to the presence of aerosol are in the focus of research
[Morrison et al., 2012]. Based on the measurements of PollyXT, an estimation of CCN and
INP properties is possible [Mamouri and Ansmann, 2016]. To do so, profiles of the aerosol
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backscatter coefficient and depolarization ratio are needed. In a second step, these profiles
are converted into profiles of the particle extinction coefficient using an appropriate lidar
ratio (extinction-to-backscatter ratio).

The CCN number concentration (CCNC) and INPC profiles were estimated from profiles
of the lidar-derived particle extinction coefficient at 532 nm utilizing conversion parameters
and published INP parameterization schemes [DeMott et al., 2010] as described by Mamouri
and Ansmann [2016]. For a given supersaturation of 0.15% the CCN number concentration
can be calculated as

NCCN = CCCN(αpar)dCCN , (3.33)

with NCCN the CCN number concentration, αpar the particle extinction coefficient, and the
conversion parameter set CCCN and dCCN.

The required conversion parameters were determined from observations of Arctic
AERONET stations in the same way as outlined by Mamouri and Ansmann [2016] and
published in Griesche et al. [2020a]. A multiyear (2004 – 2017) data set of sun-photometer
observations of the AERONET stations Thule, PEARL (Polar Environment Atmospheric
Research Laboratory), Kangerlussuaq, Ittoqqortoormiit, and Hornsund was used to obtain
the set of Arctic conversion parameters. These AERONET observations were made during
the summer half years.

The direct retrieval of the CCN conversion parameters from the AERONET data
(level 2, version 3, inversion products) resulted in CCCN1 =18.6 cm−3 and for the exponent
dCCN1 =0.83 (Albert Ansmann, personal communication, 2019) for the range of extinction
coefficients from 15 to 300Mm−1 (500 nm aerosol optical depths from 0.015 to 0.3 were
measured). During the PS106 observations, the aerosol extinction coefficient was mostly
around 1 – 10Mm−1 in the lower part of the troposphere. The AERONET data for this
low range of extinction coefficients indicate that conversion parameters of CCCN2 =10 cm−3,
dCCN2 =0.9, and CCCN3 =3.0 cm−3, dCCN3 =1 is also appropriate. The aerosol in the Arctic
is fine-mode dominated and shows Ångstrom exponents (440 – 870 nm) typically between 0.9
and 1.8 (with an average of 1.5 to −1.6).

Following Mamouri and Ansmann [2016] a relationship for INPC was derived

NINP = a1(Ts − Tz)a2(a3 · αpar)[a4(Ts−Tz)+a5]Tz · ps
Ts · pz

, (3.34)

with NINP the INP number concentration, a1 = 5.94 · 10−5, a2 = 3.33, a3 = 0.22, a4 = 0.0265,
a5 = 0.0033, Ts = 273.16K, ps = 1013hPa, and Tz and pz the ambient temperature and
pressure.
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3.5 Summary of the data processing for PS106

A 2-month campaign of RV Polarstern, including an extensive suite of ground-based
remote-sensing instruments of the OCEANET-Atmosphere platform, has been conducted
north and northeast of Svalbard in the Arctic summer of 2017. This Chapter described in
detail the deployed instrumentation and the applied processing schemes. A novelty of this
thesis was the deployment of a motion-stabilized vertically pointing 35-GHz cloud radar
during and the correction of the Doppler velocity after the cruise as specified in Section 3.4.1.

The movement of the ship had a significant effect on the measured vertical velocity
of the cloud radar. The motion stabilization was evaluated utilizing a small single-board
computer mounted on the cloud radar rack. The IMU of the minicomputer measured
the residual of the pitch and roll movement after stabilization. A good stabilization
during ice-breaking conditions with a leveling precision of ±0.5° was found. However, the
observed displacement from zenith was larger and up to ±1°, during rough sea. Under
the strong wave conditions during these periods, it needs also to be considered that
the IMU of the orientation sensor used for the cloud radar is based on so-called MEMS
(micro-electro-mechanical systems). Such devices are based on spring-mounted capacitor
plates and thus the measured pitch and roll angles are affected by translational motions
like engine vibrations, etc. As these effects were not investigated in the frame of this
thesis, it can be concluded that the actual vertical-pointing uncertainty range, especially
on the open sea, was likely much lower than the one reported by the MEMS sensors,
i.e., better than ±1°. The theoretical accuracy should be ±0.3° according to the manufacturer.

On 12 June 2017, after roughly three weeks, a hydraulic motor of the stabilization platform
had a malfunction (see Figure 3.6). After this date, the stabilization of the cloud radar was
not possible anymore. However, the realization during PS106 proofed the concept. The same
approach was applied while OCEANET-Atmosphere was operated during a cruise in 2021
crossing the Atlantic ocean. For this cruise, OCEANET-Atmosphere was complemented with
a Doppler wind lidar which was mounted on a similar, albeit newer, stabilization platform.
The same heave correction as developed for PS106 was applied.

For an automatic, seamless analysis of cloud properties from the measured remote-sensing
time series, the Cloudnet algorithm was implemented. New Cloudnet products were developed
and applied to the remote-sensing data set from PS106. The continuous characterization
of cloud turbulence through EDR was made possible. The EDR were calculated using the
corrected vertical velocities from the cloud radar and evaluated against in-cloud turbulence
measurements done using a tethered balloon. The comparisons of the two retrievals showed
that the values differ by a factor of 2 – 3. This difference is likely caused by the different
sampling volumes and sampling frequencies of the two applied methods. However, in this
thesis, it has been shown that the retrieval of EDR by cloud radar observations is possible,
although with somewhat larger uncertainties compared to the tethered balloon approach.
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The operation of a tethered balloon needs to be done manually and its observations are
restricted in height. Based on measurements from a Doppler cloud radar continuous profiles
of EDR can be derived. The presented approach will be applied, for example, to observations
made during the recently conducted yearlong MOSAiC campaign [Shupe et al., 2018].

To provide a suitable data set for radiative transfer simulation the liquid and ice water
content and liquid droplet effective radius were derived based on existing Cloudnet algorithms.
A missing piece for the realization of the radiative transfer simulation were profiles of the
ice crystal effective radius reff,ice. Hence, a new approach to derive reff,ice continuously was
developed and presented in this thesis. Accordingly to the EDR, the retrieval of reff,ice will
be applied for the MOSAiC data set.
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Chapter 4

Cloud and aerosol observations
during PS106

A detailed overview of the cloud conditions can be derived from the previously described
Cloudnet algorithms and their improvements according to ice effective radius and radar
correction. First, the meteorological conditions during the PS106 expedition are summarized.
To introduce the OCEANET-Atmosphere data set three case studies are presented in the
following. These cases were selected on the one hand to represent the capabilities of the
standard Cloudnet products and PollyXT. On the other hand, the selected case studies
illustrate the new products introduced in this thesis. Additionally, a statistical overview
of the aerosol and cloud situation during PS106 is shown. Finally, a discussion of the
material presented is given. This Chapter is based on work published in Griesche et al. [2020a].

4.1 Meteorological conditions during PS106

To introduce the meteorological situation during the cruise, near-surface measurements of
the downwelling short- and longwave irradiances, temperature, relative humidity, wind, and
liquid-water path from sensors aboard Polarstern campaign are presented in Figure 4.1.
The large-scale synoptic situation during the PASCAL and ACLOUD campaigns based
on near-surface and radiosondes measurements, model data, and satellite observations was
summarized by Knudsen et al. [2018]. The cruise started during what was classified by
Knudsen et al. [2018] as cold period. The identified cold period lasted until 29May 2017 and
was characterized by northerly flows and dry conditions for Ny-Ålesund. From 30May to
12 June 2017 a warm period followed with temperatures up to 8 °C at Ny-Ålesund. However,
the spatial distance between the position of Polarstern and Ny-Ålesund caused distinct
differences in the meteorological conditions at both sites. The cold period is hardly observable
in the Polarstern data [Figure 4.1 (b)], possibly due to the still southern location of the vessel.
During the warm period, the near-surface temperature at Ny-Ålesund was constantly above
the freezing point and also at Polarstern 6 °C was experienced on 31May 2017. However,
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Figure 4.1: Surface observations of (a) downwelling longwave (gray) and shortwave (orange)
irradiance, (b) temperature (blue) and relative humidity (red), (c) wind velocity in meridional (green)
and zonal (pink) direction, and (d) LWP during the PS106 cruise (periods during precipitation
conditions are shown in gray). The dashed black lines mark the ice edge crossings and the dotted
gray lines mark the period of the ice floe camp. The shaded gray area is the period of crew exchange
at Ny-Ålesund during which measurements were not possible.
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while Polarstern was moving north and after the vessel crossed the ice edge on 31May 2017
the temperature measured aboard the ship dropped. On 8 June 2017 the temperature
reached a minimum of −7.5 °C. Subsequently, the temperature increased again to 7.4 °C on
10 June 2017. This rather fast temperature increase was initiated by warm air advection
from the south crossing Norway and Greenland. The warm air advection reflects in the
meridional surface wind component from the south with up to 5m s−1 on 8 and 9 June 2017
[Figure 4.1 (c)]. On 11 June 2017, the temperature decreased again and was mostly around
0 °C during the rest of the cruise. Only while Polarstern was located south of the ice edge for
the crew exchange at Ny-Ålesund between 21 – 22 June 2017, the temperature also reached
a value of 7.4 °C. RH was mostly close to 100%, which corresponds to the presence of a a
significant cloud cover during large parts of the cruise. Lower values of RH were usually
associated with a temperature increase.

The observations were taken during polar day and hence constant daylight conditions
(with a daily cycle) are visible in the downward directed shortwave irradiance SW↓
[Figure 4.1 (a)]. The high northern latitude is reflected in the elevated SW↓ minimum during
nighttime. Two states can be identified in LW↓ as known from previous publications [e.g.,
Morrison et al., 2012]. During cloud-free situations LW↓ was around 250Wm−2, while
during cloudy conditions LW↓ was around 320Wm−2, with the exact value depending on
the specific atmospheric situation. The wind direction showed many fluctuations between
southerly/northerly and easterly/westerly flows in the course of the expedition. The
predominant wind direction was wind from south-east. The liquid-water path shown in
Figure 4.1 (d) reveals rather low values for most of the cruise, often below 0.1 kgm−2. Higher
amounts are largely associated with precipitation events, which are marked in gray. During
precipitation, the radome of the MWR might have become wet. Under these conditions, the
derived LWP values are not trustworthy. Hence, only MWR measurements which are not
rain-flagged should be used in subsequent data analyses.

4.2 Case studies

Precipitating layered cloud at the ice-floe: 9 June 2017 00:00 – 18:00 UTC

An overview of the OCEANET-Atmosphere data set and the capability to analyze cloud and
aerosol structures and their interactions is presented for a multilayer cloud case observed on
9 June 2017 between 00:00 and 18:00UTC. The observations of the cloud radar, the lidar,
and the MWR are depicted in Figure 4.2. The radiosonde profiles for this period are shown
in Figure 4.3 up to a height of 2000m.

The presented day reveals a rather complex situation. Starting at 00:00UTC, Cloudnet
classified a liquid-water stratocumulus layer between 600 and 900m height as can be seen by
the cloud radar and lidar observations in Figure 4.2. The cloud-top temperature derived
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Figure 4.2: OCEANET-Atmosphere observations on 9 June 2017 between 00:00 – 18:00UTC. (a),
(b), and (c) show the radar reflectivity factor, Doppler velocity, and linear depolarization ratio. (d)
and (e) depict the lidar attenuated backscatter coefficient at 1064 nm and volume depolarization
ratio at 532 nm. In (f) the liquid-water path derived by the microwave radiometer is shown. The
dashed vertical lines mark the time of the radiosonde launches on 9 June 2017 (note: the time of
the first launch shown in Figure 4.3 was before the plotted profiles of the measurements start).
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Figure 4.3: Thermodynamic profiles from radiosondes launched aboard Polarstern on (a)
8 June 2017 22:52UTC, (b) 9 June 20177 04:31UTC, (c) 9 June 2017 10:53UTC, and (d) 9 June 2017
16:56UTC up to 2000m height. Each sounding is divided into two parts: left side the wind
barbs, right side the temperature (red), potential temperature (black), and relative humidity (blue)
profiles.

by the radiosonde profile from 9 June 2017 04:31 UTC [Figure 4.3 (b)] was about −4 °C.
This layer slowly descended, reaching a cloud base of about 400m and cloud top of about
800m at 05:00UTC. The LWP during this period was rather constant with a mean value
of 50 gm−2 with two distinct peaks: one at around 01:50UTC and the other one around
03:45UTC, with an LWP of up to 70 gm−2, both associated with a slight increase in cloud
depth. The constantly high values of EDR until roughly 05:00UTC [10−4 – 10−3 m2 s−3;
Figure 4.4 (d)] indicate strong turbulent mixing of the cloud layer. Below the cloud, a
shallow surface-coupled boundary layer can be identified by the potential temperature θ
in Figure 4.3 (a). The increase in θ at 250m height identifies a decoupling of the upper
layer from the surface. The quasi constant values below indicate a well-mixed boundary
layer below. With decreasing cloud base height, the boundary layer gets shallower [al-
ready below 100m for the radiosonde profile shown from 9 June 2017 04:31UTC Figure 4.3 (a)].

Around 05:30UTC, a transformation of the cloud occurred. The LWP increased up to
160 gm−2 and precipitation started, almost reaching the ground (the disdrometer aboard
Polarstern showed no precipitation signal, not shown here). The presence of ice was identified
due to the detection of enhanced radar reflectivity and vertical velocity (falling ice particles).
Thus a mixed-phase cloud was classified between 05:30 and 06:30UTC by Cloudnet though
the LDR showed no increased values. At around 06:30UTC the wet-bulb temperature
derived from the interpolated radiosonde profiles reached 0 °C in the cloud top region,
causing an immediate transition from a mixed-phase classification to a pure liquid-water
cloud. Therefore, no IWC and no ice effective radius were determined under these conditions
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Figure 4.4: Cloudnet results for 9 June 2017 between 00:00 – 18:00UTC. (a) target classification,
(b) ice water content, (c) liquid-water content, (d) time-height profile of EDR calculated from
the cloud radar Doppler velocity. In (a), additionally, the interpolated temperature from the
radiosonde profiles is shown by the dashed contour lines. The dashed vertical lines mark the time
of the radiosonde launches as shown in Figure 4.3.
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by Cloudnet. Strong radar reflectivity and enhanced lidar volume depolarization, however,
suggest that until around 11UTC ice crystals were present inside the cloud above Polarstern.
In Figure 4.4 (a) the interpolated temperature profile from the radiosondes is shown by
the contour lines. The temperature follows a complex structure during this period with
two inversions, one below and one above the cloud. The depicted temperature structure
likely differs slightly from the actual situation above Polarstern, which may have caused
the misclassification. The distance the radiosonde drifted away from Polarstern may have
caused small differences, e.g., in the temperature inversion heights. Additionally, the cloud
phase determination from Cloudnet is based on the wet-bulb temperature. Inside a cloud,
the measured temperature and the wet-bulb temperature do not differ. In regions where
the relative humidity is below 100%, however, they are different. However, the presented
temperature field allows the determination of the temperature at which the observed ice was
formed. The formation of the ice crystals identified by the cloud radar likely happened at a
temperature of −3 °C or even higher. At this temperature oblate particles like dendrites and
plates are known to form [Pruppacher and Klett, 1997]. Plate-like crystals, if horizontally
aligned, are also known to produce very low LDR for a vertically pointing radar [Myagkov et
al., 2016], as it was observed in this case.

A second transition of the cloud situation during the presented period is associated
with an altocumulus layer which was located above the stratocumulus. Around 09:00UTC
this midlevel cloud layer with a cloud-top temperature of −2 °C occurred at 1900m height
over Polarstern. The upper cloud was mainly observed by the cloud radar, as shown in
Figure 4.2. The altocumulus is hardly visible in the lidar measurements because the lidar
signal was mostly completely attenuated in the stratocumulus. Shading effects reduced the
cloud-top radiative cooling of the cloud below, as already observed in Shupe et al. [2013], as
this layer increased in geometrical and optical depth. The reduced cooling capacity of the
stratocumulus cloud contributed to the temperature increase in the lower cloud layer which
prevented further ice formation. This situation led to a collapse of the EDR in the lower
layer at around 12:00UTC [Figure 4.4 (d)] and finally to a dissipation of the cloud. The
values for the EDR ε in the altocumulus were about the same order of magnitude as for the
stratocumulus, indicating that the upper cloud was able to effectively cool to space.

The altocumulus formed a two-layer structure at 1500m and 1200m, respectively, from
about 14:00UTC on. The lower layer of the stratocumulus lost its turbulent moment due to
the shading of the upper one and the cloud dissipated shortly after. The altocumulus was
classified as pure ice cloud, probably because the lidar signal was already fully attenuated in
the lower layer which impedes the classification as liquid water at an ambient temperature
below 0 °C. However, the rather warm cloud-top temperature of this cloud of roughly
−1.5 °C indicates that this cloud should be mixed-phase. At around 11:00UTC, the
temperature exceeded 0 °C and hence the Cloudnet classification changed from an ice
cloud to a liquid-water cloud. After persisting for about 4 hours with rather low EDR,
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the stratocumulus started to dissipate at around 16:00UTC. The subsequent cloud-free
period offered the lidar the opportunity to observe the aerosol structure above Polarstern
[Figure 4.5 (b)].

Aerosol case: 9 June 18:00 UTC – 10 June 2017 11:00 UTC, ice floe camp

One of the rare cloud-free events of PS106 occurred between 9 June 2017 18:00UTC and
10 June 2017 11:00UTC and PollyXT observed aerosol layers in the free troposphere [Fig-
ure 4.5 (d)]. The respective radiosonde profiles for this period are shown in Figure 4.5 (a) – (c).
A southern inflow of air masses above the boundary layer is identified for this period based
on a trajectory analysis of twenty-seven 10-day HYSPLIT (Hybrid Single-Particle Lagrangian
IntegratedTrajectory model) back trajectories [Stein et al., 2015]. The trajectories at the
2000m height level show that the respective layers were long-range-transported aerosol layers

Figure 4.5: Measurements from PollyXT between 9 June 2017 18:00UTC – 10 June 2017 11:00UTC.
In (a) the 1064 nm attenuated backscatter coefficient and in (b) the 532 nm volume depolarization
are shown. The black dashed vertical lines mark the time of the radiosonde launches as shown
in Figure 4.6. The solid vertical gray lines indicate the period used derive the profiles shown in
Figure 4.8.



57

0

1

2

3

H
ei

gh
t 

[k
m

]

(a) 9 June 2017
22:52 UTC

10 0 10
T [ C]

(b) 10 June 2017
04:32 UTC

10 0 10

(c) 10 June 2017
10:49 UTC

10 0 10

0 50 100
RH [%]

0 50 100 0 50 100
T
RH

Figure 4.6: Same as Figure 4.3 but for 9 June 2017 18:00UTC – 10 June 2017 11:00UTC up to
3500m height (no potential temperature is shown).

that passed over continental Europe (Figure 4.7) with a high chance of being within the
planetary boundary layer at that time. Trajectories arriving below 2000m height, indicate
that pathways mainly crossed the North Sea and the Atlantic Ocean (not shown).

The 1064 nm lidar attenuated backscatter coefficient and the 532 nm volume depolarization
ratio are shown in Figure 4.5 (d) and (e), respectively. These measurements reveal fuzzy
layered aerosol structures. A shallow layer below 1000m height was present almost during the
entire period. Above 1000m altitude an ascending layer structure with very low depolarization
was observed by PollyXT. The top of this layer reached up to 3000m and the layer extended
down by more than 1000m at 01:00UTC on 10 June 2017. After 06:00UTC aerosol structures
were visible in the entire column up to 3000m height. At 07:00UTC on 10 June 2017, a
liquid-water cloud formed inside the observed aerosol structure at 2500m height. Another
aerosol layer was present between 19:00 and 21:00UTC on 9 June 2017 above 2000m
height. Until 20:00UTC some liquid-water cloud patches were observed at the top of this layer.

In Figure 4.8, a detailed analysis of the aerosol optical properties derived from the lidar
measurements from the time period of 00:00 – 02:20UTC is presented. During this period,
two layers were detected and are visible in the profiles of the particle backscatter coefficient
at all three wavelengths [Figure 4.8 (a)]. The rather strong wavelength dependence of the
particle backscatter coefficient, as shown by the high Ångstrom exponents [Figure 4.8 (b)]
in both layers, indicate the presence of small aerosol particles. The low linear particle
depolarization values shown in Figure 4.8 (c) below 3% are typical for spherical parties. A
back-trajectory analysis, the low values for the Ångstrom exponent and the linear particle
depolarization indicate that air masses transporting polluted aerosol from continental Europe
are most probably a source for the upper aerosol layer. The lower aerosol layer is likely a
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mixture of down-mixed continental and upward-mixed marine aerosol. Unfortunately, the
calculation of the extinction coefficient as explained in Section 3.1.1, which would allow an
even more detailed analysis of the aerosol layer and an independent retrieval of the lidar
ratio, is not possible under the polar day conditions during PS106.

An estimation of the CCNC from the aerosol optical properties retrieved by PollyXT

was done for all three combinations of conversion factors mentioned in Section 3.4.3. The
necessary extinction exponent to derive the CCNC was calculated by applying a typical
lidar ratio for continental aerosol of 50 sr [Müller et al., 2007] to the particle backscatter
coefficient. To illustrate the results of the retrieved CCNC and possible error margins,
all three combinations of conversion parameters presented in Section 3.4.3 are shown in
Figure 4.8 (d). The first combination (CCCN1 =18.6 cm−3, dCCN1 =0.83) is depicted by
the dotted line. The second combination (CCCN2 =10 cm−3, dCCN2 =0.9) is presented by
the solid line and the third combination (CCCN3 =3.0 cm−3, dCCN3 =1) is shown by the
dashed line. The respective maximum values of the CCNC in the upper aerosol layer was
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Figure 4.8: Averaged aerosol optical properties for the time period from 00:00 – 02:20UTC on
10 June 2017 up to 3500m height. (a) particle backscatter coefficient for three wavelengths of
355 nm (blue), 532 nm (green) and 1064 nm (red). (b) Backscatter-related Ångstrom exponent for
355 nm to 532 nm (cyan) and for 532 nm to 1064 nm (orange). (c) 532 nm particle depolarization
ratio. In (d) the retrieved CCN number concentration for the three parameter combinations
presented in Section 3.4.3 are shown. In (e) the INP number concentration for T = −15 °C derived
from the 532 nm particle backscatter coefficient profile is shown.

found as n̄CCN,1 = 75 cm−3 (parameter combination 1), n̄CCN,2 = 180 cm−3 (parameter
combination 2), and n̄CCN,3 = 265 cm−3 (parameter combination 3). For the lower aerosol
layer the maximum values were n̄CCN,1 = 25 cm−3, n̄CCN,2 = 70 cm−3, and n̄CCN,3 = 110 cm−3.

The cloud droplet number concentration of the observed liquid-water cloud on 10 June 2017
around 8UTC was estimated based on the effective radius of the liquid-water droplets reff,liq
and the LWC from Cloudnet. Cloudnet provides reff,liq and LWC based on the approach
published by Frisch et al. [2002]. At the base of the liquid-water cloud reff,liq was around
3.5µm and at cloud top around 4.5µm. The respective LWC was 2·10−5 kgm−3 at cloud
base and 9·10−5 kgm−3 at cloud top. To derive the liquid-water mass per m3 from reff,liq
the relationship between the effective radius and the mean radius reff = rmean · exp(5/2σ2

x)
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was used. Applying a lognormal size distribution (with σx = 0.35) for different droplet
number concentrations and using the density of water, the theoretical liquid-water content
was calculated. The best agreement between the calculated and the Cloudnet LWC was
found for a droplet number concentration of 200 cm−3.

In addition, the INPC was calculated for a fixed temperature of −15 °C. The results are
shown in Figure 4.8 (e). The INPC−15 for the lower layer was found to be around 0.6 L−1

for this temperature. In the upper layer, INPC−15 went up to values slightly above 1L−1.
These calculations have an error of a factor of 3 [dashed lines in Figure 4.8 (e)] but provide a
guideline about the conditions of the cloud-relevant aerosol properties.

Low-level stratus and cirrus: 7 June 2017 21:00 UTC – 8 June 09:00 UTC

In Figure 4.9, the OCEANET-Atmosphere measurements for the period from
7 June 2017 21:00UTC – 8 June 2017 09:00UTC are presented up to 1200m height.
This section is selected to illustrate the importance of the LLS retrieval presented in
Section 3.4.3. In the radar observations in Figure 4.9 (a) no clouds are visible on 8 June 2017
between 00:00 – 01:00UTC and after 5UTC. However, the increased attenuated backscatter
values in Figure 4.9 (d) show that almost continuously low-level clouds were present above
Polarstern during the presented period. Those clouds which were completely below the
lowest radar range gate at 165m, were not considered in the standard Cloudnet classification
[Griesche et al., 2020a].

The low-level cloud caused a nearly complete lidar signal attenuation until 23:30UTC
due to its high optical thickness. Backscattered lidar signals from aerosol particles
above the cloud were detected only occasionally. The LWP varied between 0 gm−2 and
100 gm−2 during this period. The lower values of LWP were associated with periods
when the lidar was able to detect signals from above the cloud. Higher LWP values were
observed for moments when the lidar signal was attenuated already close to the cloud
base. Between 7 June 2017 23:30UTC and 8 June 2017 05:00UTC almost no LWP was
measured by HATPRO. Around 05:30UTC the LWP increased again to values of up to
10 gm−2, which in turn caused significant attenuation of the lidar signal by the low-level clouds.

Nearly during the whole period, enhanced values of the volume depolarization ratio were
detected below the cloud, which exhibits the presence of ice particles. The temperature field
in Figure 4.9 (a) shows that the temperature where these ice crystals formed was above
−10 °C. The quasi-constant potential temperature profiles below cloud base (Figure 4.10)
indicates that the cloud layer is thermodynamically coupled to the surface. Above the cloud
layer, a shallow humidity inversion can be observed in the radiosonde profiles (Figure 4.10).
Such events have been already frequently observed in the Arctic [e.g., Egerer et al., 2021].
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Figure 4.9: Same as Figure 4.2 but for 7 June 2017 21:00UTC – 8 June 2017 09:00UTC up to
1200m height. The contour lines in panel (a) show additionally the temperature interpolated from
the radiosonde profiles shown in Figure 4.10 (note: the last launch shown in Figure 4.10 was after
the presented time period).
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Figure 4.10: Same as Figure 4.3 but for 7 June 2017 21:00UTC – 8 June 2017 09:00UTC up to
1200m height.

The derived low-level stratus classification mask combined with a simplified Cloudnet
target classification mask (above 165m height) for this period is shown in Figure 4.11.
Brown areas depict detected low-level clouds. Blue and green data points indicate clear
sky and aerosol, respectively. The lowest Cloudnet level is apparent by the onset of the
aerosol indication at 165m height. Below this height, cloud evidence results only from
the low-level stratus classification based on the SNR of the PollyXT 532 nm near-range channel.

In Figure 4.12 ice cloud related products derived by Cloudnet are shown for the same

Figure 4.11: Low-level cloud mask for 7 June 2017 21:00UTC – 8 June 2017 09:00UTC derived
from the combination of PollyXT and Cloudnet data. Below 165m height, brown colors indicate
when LLS was detected. Above 165m height, a simplified version of the Cloudnet target classification
mask is shown. Each pixel classified by Cloudnet as a cloud (ice, liquid, or mixed-phase) is masked
in brown. Blue depicts clear sky, and green depicts aerosol. The gray line at the bottom indicates
periods when fog was detected by the horizontal visibility sensor aboard Polarstern.
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period but for cirrus clouds being present well above the LLS layer. The products demonstrate
the approach for the retrieval of the ice effective radius introduced in Section 3.4.3. In
panel (a) the Cloudnet IWC is depicted. Panel (b) shows the ice effective radius together with
the respective error in panel (c). In panel (d) the IWP is depicted. The IWP was derived
by the column integral of the IWC for each profile. Cirrus clouds were observed around

Figure 4.12: Ice cloud related Cloudnet products for 7 June 2017 21:00UTC to
8 June 2017 09:00UTC: (a) ice water content, (b) ice crystal effective radius, (c) uncertainty
in the retrieved ice crystal effective radius as derived from error propagation, and (d) ice water
path.
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22:30UTC above 6000m height. These cirrus clouds transformed into a cirrostratus layer at
00:00UTC, which was present between 6000 and 8000m height. The temperature contour
lines depicted in Figure 4.12 (a) show that some of the cirrus formed in the homogeneous
temperature regime below −38 °C while the cirrostratus formed in the heterogeneous ice
formation region above −38 °C. The IWC of the cirrostratus was in a range from 10−4 kgm−3

to 10−6 kgm−3 with lowest values at cloud top and highest values at cloud base. The clouds,
which were formed in the temperature regime of homogeneous ice formation had rather low
ice crystal effective radii, around 25 – 35µm. The ice crystals formed via heterogeneous ice
formation had larger effective radii of up to 55µm.

4.3 Cloud and aerosol statistics during PS106

Based on the retrieved Cloudnet products from OCEANET-Atmosphere a statistical
overview of the cloud and aerosol conditions during PS106 was obtained. In Figure 4.13 (a),
daily statistics of the vertical distribution of low-level stratus are shown. In addition, the
frequency of occurrence of this cloud type for every day is illustrated in Figure 4.13 (b). On
30 out of 51 days more than 50% of the time LLS clouds were observed and on average
during 49.35% of the time. A statistic of the cloud type occurrence during PS106 is shown
in Figure 4.13 (c). The daily frequency of occurrence as well as the total distribution
for the complete campaign of low-level stratus clouds, liquid-water clouds, ice clouds,
mixed-phase clouds, multi-layer clouds, and cloud-free situations are shown. In addition,
an analysis of the co-occurrence of low-level stratus and other cloud types was performed
and is shown in the rightmost column of Figure 4.13 (c). The rate of coexistence of the
respective cloud type together with low-level stratus is indicated by a slightly varied color code.

In total, during 11% of the time, cloud-free conditions were detected by Cloudnet
during PS106. The two most prominent cloud types were multi-layer clouds and single-layer
mixed-phase clouds with an occurrence frequency of 38.5% and 36% of the observational
time, respectively. Single ice clouds were present for about 8% and single liquid-water clouds
for about 4.5% of the time, respectively. Single events of the new Cloudnet class low-level
stratus cloud were detected during 2.5% of the time during the 2-month campaign. In
addition, 27% of the observed single liquid-water clouds and 48% of the single ice clouds
occurred simultaneously with low-level stratus (below 165m height). Single mixed-phase
clouds and multi-layer clouds were detected together with low-level stratus clouds during
24% and 27% of their respective observational time.

The average aerosol optical properties for the PS106 cruise derived by lidar measurements
are shown in Figure 4.14 for those periods where the lidar was able to probe the free
troposphere. The mean particle backscatter coefficient βpar is depicted in Figure 4.14 as a
function of height (a) and as a function of temperature (b). A rather strong decrease in
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Figure 4.13: (a) Daily height distribution of the detected low-level stratus during PS106 up
to 165m. (b) daily fraction of low-level stratus occurrence derived by PollyXT measurements
(purple) in comparison to horizontal visibility (HV) below 1000m distance (gray). (c) cloud type
statistics including low-level stratus (LLS) clouds during PS106, determined by Cloudnet. Each
column except the last two represents a day of the campaign. The second last column represents
the total distribution of the different cloud types. The cloud occurrence for the complete cruise
is distinguished in the last column between the respective cloud type without low-level stratus
detected (same color as in the other columns) and with an additional low-level stratus detected
below (slightly varied color). At the bottom, a rough localization of Polarstern is annotated
— green: North Sea; light blue: ice transit; dark blue: ice floe camp; dark green: Svalbard region.
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Figure 4.14: Profile of the average backscatter coefficient at 532 nm during PS106 as a function of
height up to 5000m (a) and as a function of temperature between −40 °C and +5 °C (b). Panel (c)
shows the averaged particle linear depolarization ratio profile at 532 nm.

βpar can be seen above 1500m height or −5 °C, reaching a value below 0.1Mm−1 sr−1 at an
altitude of 3000m. Hence, the particle linear depolarization ratio δpar in Figure 4.14 (c) is
only depicted up to 3000m. Above this altitude, the aerosol concentration was too low for a
trustworthy determination of δpar. The low depolarization values (mean δpar < 0.05) indicate
that the aerosol population is dominated by spherical particles, such as aged anthropogenic
aerosol from long-range transport. The presence of non-spherical aerosol, such as dust,
volcanic ash or dried sea salt during PS106 can be ruled out, based on the δpar observations.

In panel (a) Figure 4.15 the mean profile of the CCNC and in panel (b) the mean INPC
profiles for PS106 up to 5000m height derived as described in Section 3.4.3 are shown. The
CCNC was on average around 102 CCNcm−1 below 500m and decreased up to a height of
5000m by a factor of 10. The average INPC is rather constant with height between the
surface and 5000m height, with around 0.7 INP−15 L−1.

4.4 Discussion of the observational data sets

An overview of the data set presented in Chapter 3.2 was demonstrated using three case
studies and statistical analysis of the cloud and aerosol occurrence during the PS106 cruise.
The first case study revealed limitations of the Cloudnet classification approach. The fast
transition from a mixed-phase to a liquid-water cloud in the case presented in Figure 4.4
at around 6:45UTC seems unlikely. More in agreement with the cloud radar and lidar
observations would be a continuity of the mixed-phase cloud for about 4 more hours. The
abrupt classified phase change was due to the temperature field used in Cloudnet, which
was probably somewhat different from the actual temperature in the troposphere above
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Figure 4.15: Profile of the average CCNC during PS106 up to 5000m height (a) for all three
combinations presented in Section 3.4.3 (dashed: combination 1, solid: combination 2, dotted:
combination 3) for a supersaturation of 0.15%. In (b) the average INPC profile for PS106 derived
for a fixed temperature of −15 °C is shown. The dashed lines in (b) show the error margins of
300%.

Polarstern. Additionally, the missing LWC values in Figure 4.4 (c) between 11 – 13UTC
where Cloudnet had identified liquid-water [drizzle or rain in Figure 4.4 (a)], are due to the
classified melting layer in the altocumulus. Under these conditions, the reliable retrieval of
the LWC is not possible by Cloudnet.

The second case study showed the application of the data set towards liquid-water cloud
closure studies. The cloud droplet number concentration was derived for the observed
cloud, based on the theoretical relationship between effective radius and LWP. The observed
combination of the cloud droplet effective radius and the LWP coincide with values reported
from Shupe et al. [2005]. The calculated droplet number concentration matched well with
the CCNC derived from the lidar profiles. Based on lidar observations also a direct retrieval
of the cloud droplet number concentration profile would be possible [Jimenez et al., 2020].
This method uses the dual-field-of-view technique. However, the required hardware update
was installed to the OCEANET-Atmosphere PollyXT after the PS106 cruise.

The INPC derived for the aerosol case study is presented for a temperature of −15 °C
although the ambient temperature was much higher. However, the applied parameterization
was developed for temperatures below −15 °C [DeMott et al., 2010]. Hence, the illustrated
case is only an example of the potential of the PollyXT data set. A coherent retrieval
of the INPC for the ambient temperature offers the opportunity for more in-depth
aerosol-cloud-interaction studies. This approach in combination with a recently published
lidar-radar based retrieval for ice crystal number concentrations [Bühl et al., 2019] applied,
e.g., to the MOSAiC data set offers the possibility to perform cloud closure studies.
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Based on published retrievals of visible extinction coefficient and ice water content, a new
approach to derive the effective radius of the ice crystals was introduced in Section 3.4.3
and its application was presented in the third case study. The retrievals of the ice and
liquid hydrometeor size as proposed in this thesis may be influenced by each other during
this period. Both retrievals are based on the same quantity, the radar reflectivity, which is
characterized by the largest peak in the Doppler spectrum. A peak separation of the Doppler
spectrum as it is proposed, e.g., by Shupe et al. [2004], Kalesse et al. [2016b], or Radenz et al.
[2019] would be necessary to tackle this issue. Such an approach would offer the opportunity
to calculate the effective radius of the different hydrometeors species based on their particular
reflectivity but is beyond the scope of this thesis. The size of the ice crystals is of significant
importance to derive the surface cloud forcing [Shupe and Intrieri, 2004]. The size of the ice
crystals in cirrus can even impact the sign of the radiative forcing of the cirrus clouds [Zhang
et al., 1999]. While the net radiative effect of cirrus clouds usually is positive, it can change
to negative for a large number (> 107 m−3) of small (mean maximum dimension < 30µm)
particles. In the Arctic, however, low-level clouds are most influential on the radiation budget
at the surface [Shupe and Intrieri, 2004]. The uncertainties associated with the ice crystal
effective radii, estimated by error propagation, are presented in Figure 4.12 (d). On average
the uncertainty is about 50% of the size of the radii themselves which reflects the strong
influence of uncertainties in the underlying observational data on the retrieval. Previous
published methods to derive the ice crystal effective radius, as the lidar-radar synergistic
approach DARDAR [Cazenave et al., 2019] were not applicable due to the strong lidar
attenuation in the low-level clouds. Given the challenges in deriving the effective radius of
ice crystals continuously on the one hand and the necessity of having such values, e.g., for
radiative transfer calculations, on the other hand, the error range is still acceptable.

In Figure 4.16, the histogram of the effective radius for all ice clouds observed during
PS106 is shown. Values range from 20 to 60µm, with a peak at around 50µm. The retrieved
range is consistent with previous studies of ice effective radius in Arctic clouds. Shupe et
al. [2006] reported for mixed-phase clouds observed by ground-base remote sensing during
the SHEBA campaign slightly higher values, with an average ice crystal diameter of 93µm
(which corresponds to an effective radius of 63µm, assuming a width of the log-normal
droplet size distribution of 0.35). Also based on remote sensing Blanchard et al. [2017]
retrieved for thin Arctic clouds ice crystal effective diameter between 40 – 158µm.

In addition, the third case study highlighted also the relevance of the lowest detection
limit in terms of height range of remote-sensing instruments on the representativity of
Arctic-cloud statistics. The standard Cloudnet algorithm is configured to have its lowest
range gate at the lowest detection altitude of the cloud radar, which was 165m above the
ocean surface for PS106. Lower-level cloud layers were thus not identifiable within Cloudnet.
As a contribution to Cloudnet, lower cloud structures were identified using the SNR measured
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Figure 4.16: PDF of the ice particle effective radius for all ice clouds during PS106.

by the lidar PollyXT for the first time [Griesche et al., 2020a]. This ability has been used to
derive the occurrence of low-level stratus clouds even below the first Cloudnet range gate.
Sotiropoulou et al. [2014] used a combination of cloud radar and ceilometer measurements
to study stratiform Arctic clouds and found that the most stable, surface-coupled clouds
have a cloud base below 200m. Yet, so far such clouds have not been considered in many
Arctic cloud climatologies derived by remote-sensing instruments. Liu et al. [2012], for
example, examined the satellite-based Cloudsat data set. In this study, the authors defined
clouds between 0 – 2000m as low-level clouds. The authors reported 960m above the ground
as the height where surface contamination effects on Cloudsat become insignificant and
used a vertical resolution of 240m. Shupe [2011] summarized cloud statistics from several
multiyear data sets derived from ground-based remote sensing for different sites in the Arctic.
The author specified a height dependence of cloud occurrence down to 300m by using a
combination of lidar and radar. Below 300m, however, the author provided information
about cloud occurrence but without any further specification of the cloud base. Even airborne
remote-sensing instruments suffer from the strong ground clutter and thus struggle to deliver
information about cloud occurrence below 150m height above the surface [Mech et al., 2019].
The autonomous buoys of the Ice Atmosphere Arctic Ocean Observing System (IAOOS)
network equipped with a microlidar observed clouds in 2014 and 2015 in the Arctic with a
base height below 500m during 60% of their observational time [Mariage et al., 2017].

The presented study shows that a higher vertical resolution and a reliable signal from
very low altitudes are required to characterize the lowest-level cloud layer. These LLS occur
approximately between 50m and 165m above ground and were observed during 50% of the
observational time of PS106. Such clouds stay undetected for ground-based in-situ sensors
(because they are too high) as well as for most automatized ground-based remote sensing
instruments (because they are too low). The highest frequency of occurrence of LLS was
observed while Polarstern was surrounded by sea ice [see Figure 4.13 (b)]. Rather low values
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occurred while Polarstern was in the vicinity of Svalbard. Sato et al. [2012] reported similar
results for a comparison between measurements taken during SHEBA and research cruises
performed with the Japanese RV Mirai. They found low-level clouds with a cloud base
height below 500m less often in ice-free areas, compared to ice-covered regions. To assess the
presented retrieval of the low-level clouds, the frequency of occurrence of vertical visibility
below 1000m, a measure of fog, is plotted in comparison (gray, dashed line in Figure 4.13).
Often fog was not detected while LLS occurred. Thus, the LLS occurred above the local
surface layer and their appearance would be undetected by an in-situ sensor. So far these
clouds have been not well investigated, often due to instrument limitations. Studies based
on cloud radar observations often do not consider the lowest heights. This is a fact also
highlighted by Vüllers et al. [2021]. The authors analyzed the AO2018 cruise performed with
the Swedish icebreaker Oden in the late Arctic summer 2018. Utilizing a horizontal visibility
sensor, they observed fog layers during 21% of the time. The authors reported in their study,
that 49% of the fog occasions were too shallow to be detected by the cloud radar. In addition,
the authors used the scanning capabilities of the operated cloud radar to asses the fog depth
in the 500m of the troposphere. The most frequent observed fog depth was 120 to 150m,
i.e., below the lowest cloud radar range gate. This shows, that the introduced approach in
this study is well suited to detect these very shallow fog or cloud layers. The introduced bias
might be less relevant for Arctic land-based observatories because the fraction of low-level
clouds to total cloud cover is higher over the Arctic Ocean compared to over land [Liu et al.,
2012]. The effect of LLS on radiative transfer simulation is further examined in Chapter 6.

The observed mean cloud occurrence shown in Figure 4.13 agrees with previous findings.
Shupe et al. [2011], for example, found for each of the analyzed sites (Atqasuk, Eureka,
Ny-Ålesund, SHEBA, Summit, and Utqiaġvik) an annual cloud cover maximum during late
summer. The mean cloud fraction at the sites for June and July was between 60 – 90% in
their study. The mixed-phase fraction is in agreement with the mixed-phase fraction for
June and July reported by Shupe [2011] for Eureka, SHEBA and Utqiaġvik. The pure ice
cloud fraction is lower, as in Shupe [2011]. However, the multilayer clouds fraction identified
in this thesis likely includes a considerable fraction of pure ice clouds. Nomokonova et al.
[2019] provided a statistical analysis of the cloud occurrence over Ny-Ålesund, Svalbard,
for the period between June 2016 and July 2017, similar to the one presented in this thesis.
In contrast to their study a higher frequency of single-layer mixed-phase clouds at the
expense of cloud-free and single-layer liquid-water clouds when comparing the period of
PS106 was found. This may be caused by a difference in turbulence as well as a change
in the cloud microphysics at locations surrounded by sea ice or open ocean [Young et al., 2016].

In addition to the cloud statistics during PS106, the average aerosol distribution was
examined based on the PollyXT measurements. The mean aerosol distribution derived
from the average attenuated backscatter profile during PS106 followed a pattern already
frequently observed in the Arctic [e.g., Rader et al., 2021; Shibata et al., 2018]. The highest
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concentrations were observed in the lowest 1000m altitude and a continuous decrease with
height. It was somewhat lower than what was observed during the same time at Ny-Ålesund
[Shibata et al., 2018], which is not surprising if taken into account the higher latitude of
PS106 and hence greater distance to most aerosol sources. The low depolarization ratio of
below 5% on average is typical for the aerosol composition observed in previous studies
in the Arctic free troposphere [e.g, Shibata et al., 2018; Willis et al., 2018] and suggests
that mainly long-range transported aged anthropogenic pollution from continental areas
was observed. The 90th percentile of the mean attenuated backscatter coefficient shown in
Figure 4.14 (a) shows little variations with height below 1000m height and a strong decrease
above. It thus can be followed that while PollyXT observed the highest aerosol loading during
PS106 the lowest 1000m were well mixed.

The retrieved mean CCNC was around 100CCNcm−3 [Figure 4.15 (a)] and hence is on
the upper end for typical concentration reported for the High Arctic. Mauritsen et al. [2011]
reported CCNC for example for ASCOS and three other campaigns conducted in the Arctic
between 1996 and 2001 measured at the surface for supersaturations between 0.1% and
0.8% (for the retrieval applied in this thesis a supersaturation of 0.15% was assumed). The
respective number concentrations in their study were mostly between 10 and 100 cm−3 and
on average between 15 – 50 cm−3. A higher number of CCN can influence the cloud droplet
number concentration and hence modulate the cloud radiative effect via the Twomey effect.

This chapter has demonstrated the capabilities of the presented data set to study the
spatiotemporal aerosol and cloud occurrence and their interaction. Different cases have been
shown where ice formation was observed during PS106 at temperatures above −10 °C. This
is a temperature regime for which not many INP populations are known. Based on the
OCEANET-Atmosphere observations the influence of the liquid-water layer base height and
the cloud surface-coupling state on ice formation in mixed-phase clouds and the ice occurrence
at these rather high temperatures can be investigated.
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Chapter 5

Contrasting surface-coupling effects
on heterogeneous ice formation

As specified in the introduction of this thesis, aerosol particles play a fundamental role in
heterogeneous ice formation processes. Four major pathways for heterogeneous freezing
mechanisms are discussed in the literature. These are namely immersion freezing (nucleation
of a supercooled liquid-water droplet when reaching the activation temperature of an
immersed INP), deposition freezing (water vapor deposits directly on an INP and forms
the ice crystal), condensation freezing (water vapor condensates first on an INP and freezes
during the condensation process), and contact freezing (a supercooled liquid-water droplet
freezes due to the collision with an INP) [e.g., Hoose and Möhler, 2012]. Immersion freezing
is assumed to be the most relevant process for ice formation in mixed-phase clouds.

Arctic clouds are frequently occurring either coupled to the surface or decoupled from it
in the free troposphere. Thus, the corresponding aerosol particles acting as INP can be of
different origins and therefore show different ice nucleating activity. Given these circumstances,
it should be investigated if the characteristics of heterogeneous ice formation processes differ
between surface-coupled and -decoupled clouds. The goal of this study was motivated by
the need for accurate characterization of the near-surface cloud properties and the prevalent
indications that the microphysical and dynamical structure of surface-coupled Arctic clouds
differs from those of decoupled clouds [Qiu et al., 2015, 2018; Shupe et al., 2013]. The
work is based on the introduced data set of remote-sensing instruments and atmospheric
soundings from the Polarstern cruise PS106 (marginal sea ice zone between Greenland and
Svalbard in May – July 2017). The data were collected in the framework of (AC)3 and the
material presented in this Chapter is based on Griesche et al. [2021]. Of specific interest
for the underlying study are the cloud Doppler radar Mira-35 and the multiwavelength
Raman polarization lidar PollyXT. Auxiliary data for the study were obtained from the
regularly performed atmospheric soundings of type Vaisala RS92-SGP, which are available
every sixth hour (UTC) of the day for the entire cruise. By splitting this data set into
low- and high-altitude cloud layers as well as into surface-coupled and -decoupled clouds, a
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separate investigation of cloud macro- and microphysical properties for the different cloud
regimes was possible: free-tropospheric clouds, not depending on regional effects and local
aerosol sources, and surface-coupled clouds, being linked to local phenomena and aerosol in
the Arctic region.

5.1 Methodology

The set of instruments deployed for this study was used to obtain information about
cloud vertical extent, atmospheric thermodynamic state, phase partitioning, and ice and
liquid-water microphysical properties. The goal of this analysis was to investigate the phase
partitioning of Arctic cloud systems with respect to their surface coupling state and to
obtain similar statistics as presented before by, for example, Ansmann et al. [2009], Kanitz et
al. [2011], and Seifert et al. [2010, 2015]. Kanitz et al. [2011] showed that the relationship
of spatially and vertically distinct ice-containing cloud layers and cloud-top temperature
varies strongly by region on Earth. For the presented study, however, the cloud classification
procedures that were applied by Kanitz et al. [2011] or similar ones such as that of Seifert et
al. [2010, 2015], were extended in such a way to account for the long-lasting nature of Arctic
cloud systems. These persistent clouds frequently prevented the classification of distinct,
vertically, and temporally separated cloud layers. Arctic clouds can be very persistent and
occur over periods of many hours, sometimes even days. Since aerosol or temperature
conditions might still change over this period the clouds were split into sections of 30minutes
intervals. The modified method for the data set of Arctic clouds is presented in the following.

5.1.1 Ice-containing cloud analysis

The applied procedure to identify and characterize individual clouds is illustrated in
Figure 5.1. Initially, the data set is split into time intervals of 30min. The subsequent
analysis is based on the respective 30min data portions of lidar-attenuated backscatter
coefficient and volume depolarization ratio at 532 nm wavelength, of radar reflectivity factor
Ze and of the temporally closest radiosonde ascent.

The base of the liquid-water-dominated cloud layer (hereafter referred to as liquid-layer)
was determined using the attenuated backscatter coefficient as observed with the 532 nm
near-range channel of PollyXT. Data from this channel were required to be able to
determine the base of even the lowest clouds which can be as low as 50m above the
surface [Griesche et al., 2020a]. The minimum base height of each liquid-layer detected
in a 30min interval was identified using the attenuation approach. Each 7.5m range
gate of each 30 s lidar profile within the 30min interval was checked for a decrease in the
532 nm attenuated backscatter coefficient by at least a factor of 10 within 250m vertical
distance. Such a signal drop could only have been caused by liquid-water-dominated
clouds. The liquid-layer base of each 30 s lidar profile was then determined as the height



75

θ

(c)
Identification of cloud phase and coupling  state

Depolarization ratio

H
ei

gh
t

Ice 
virga

θ

Coupled

Liquid layer 
base height

(a) (b)

30 Minutes
Ice-containing
cloud profile 

Liquid cloud 
profile 

30 Minutes

Decoupled

Decoupling 
height

Liquid dominated     layer

(d)

Figure 5.1: Sketch of the applied method to identify the cloud phase and coupling state: panel
(a) and (b) show two example profiles of the lidar volume depolarization ratio. The profile in (a)
is representative for an ice virga that is present below a liquid-layer. Due to the ice below the
liquid-layer (high depolarization) the first 30min are classified as an ice-containing (ice producing)
cloud profile. Without ice falling out of the cloud only the liquid-layer is present [low depolarization
below and at the base of the liquid-layer as shown in panel (b)]. In the presence of ice [panel
(a)] the liquid-layer base height is characterized by a strong decrease in depolarization as the
signal is now dominated by the return of the liquid-water droplets. Within the liquid-layer the
depolarization increases again due to multiple scattering. In panels (c) and (d) two profiles of the
potential temperature θ are depicted, with (c) illustrating a coupled cloud and (d) a decoupled
cloud with respect to the surface. Additionally, in (d) the decoupling height is marked.

where the gradient for the first time reached 25% of the maximum gradient within
these 250m. This approach is similar to the one used within Cloudnet [Illingworth et
al., 2007]. But the applied approach omitted a distinct threshold of the attenuated
backscatter coefficient, as overlap effects in the near-range prevented a thorough calibration
of the latter at heights below 120m [Engelmann et al., 2016]. The lowest liquid-layer base
in the 30min period was then assigned as the liquid-layer base height of the respective interval.

If applicable the cloud top height was determined using the cloud radar observations.
The highest, consecutive cloud radar pixel connected temporally (within the 30min interval)
and spatially to the liquid-layer base was set as the cloud top (the minimum signal detection
threshold level of the radar to detect a cloud pixel is 5 times the signal-to-noise ratio detected
in the co-channel of the cloud radar). In the case of clouds below the lowest detection limit
of the cloud radar, the cloud top was determined using lidar observations. Finally, the
30min interval was screened for the presence of ice virga below the liquid-layer base utilizing
the PollyXT 532 nm volume depolarization ratio. Based on theoretical considerations (see
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Appendix A), a general quantification of the lidar 532 nm volume depolarization ratio for ice
detection was made with the conclusion that a volume depolarization ratio of > 0.03 can be
interpreted as ice occurrence [note that the molecular depolarization for the PollyXT 532 nm
channel is < 0.01, Engelmann et al., 2016]. Depolarization by aerosol particles was neglected
as only signals from clouds or virgae were considered here. The respective cloud signals are
generally orders of magnitudes larger than aerosol signatures in the Arctic.

In Figure 5.1 (a) a simplified profile of the depolarization ratio is shown in the case
of a cloud above the lidar. Ice particles cause enhanced volume depolarization ratio
due to their non-spherical crystal shape which is demonstrated in the first profile in the
ice virga below the liquid-layer. The signal from the liquid-layer is dominated by the
backscatter from the cloud droplets (even though a few ice crystals would be present),
as the lidar is more sensitive to the larger total surface area of the more numerous
cloud droplets. The liquid droplets produce a depolarization ratio of zero due to their
spherical shape. Within the liquid-layer, however, the depolarization ratio increases
monotonically with increasing penetration depth due to multiple scattering [Jimenez et
al., 2020]. The following classification was applied in the framework of the inspection
of each 30min period: A depolarization ratio close to 0 accompanied by a strong lidar
backscatter indicates the presence of spherical liquid-water droplets. If the depolarization
ratio below the liquid-layer is high (because of ice crystals falling out of the cloud), the
cloud is classified as an ’ice-containing’ cloud (15 – 16UTC and 17 – 18UTC in Figure 5.2).
Otherwise, it is classified as a ’liquid cloud’ only (16 – 17UTC and 18 – 21UTC in Figure 5.2).

The minimum cloud temperature is an important parameter in the sense of this study, as
INP efficiency increases by about an order of magnitude every 5K [DeMott et al., 2015].
Hence, the probability of ice production is highest in the cloud where the temperature is
lowest. Especially in the Arctic, where temperature inversions at the cloud top are frequent,
special care must be taken in determining the actual cloud minimum temperature. Using
the temperature at the identified cloud top height might produce a bias toward positive
temperatures because the likelihood of selecting a temperature from within or above the
temperature inversion is high when using the highest detected cloud pixel. The approach was
thus to assign the minimum temperature between cloud base and top as the minimum cloud
temperature.

Cloud layers, that might have been affected by hydrometeors falling from above (cloud
seeding) were filtered from the data set. Precipitation from the upper layer may have acted
as ice nuclei in the lower one [Vassel et al., 2019]. The analyzed data set was corrected for
these possible seeding effects based on cloud radar observations which can detect clouds up
to the tropopause depending on their size and the concurrent atmospheric attenuation. Since
the targeted clouds contained rather low amounts of liquid-water, the attributed attenuation
effects on the cloud radar can likely be neglected. Cloud layers that were vertically closer
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Figure 5.2: An example of the applied method on 25 June 2017 between 15 – 21UTC. In (a) the
lidar volume depolarization (not backscatter) is shown. Marked are also flags for liquid-layer base
height (gray) and cloud phase (ice: blue; liquid: green). Additionally, the θ profile for the sounding
launched at 17:15UTC (orange) is plotted. In (b) the cloud radar reflectivity is depicted together
with information on the liquid-layer base height (gray), cloud top height (red), the coupling state
(cyan: coupled; dark blue: decoupled), and (if applicable) the decoupling height (purple).

than 1000m to the subjacent cloud might have influenced the lower one and thus these
periods have been excluded from the analysis.

5.1.2 Surface-coupling state

The surface-coupling state of the cloud was derived from the thermodynamic profiles of
the radiosondes. Following Gierens et al. [2020], who introduced a simplified version of the
coupling algorithm from Sotiropoulou et al. [2014], the profile of the potential temperature
θ was examined starting at the liquid-layer base down to the surface. If the difference
between the cumulative mean of θ and θ exceeded 0.5K, the cloud was considered to
be decoupled from the surface [Fig 5.1 (d)]. The according height was defined as the
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decoupling height [marked in purple in Figure 5.1 (d) and Figure 5.2 (b)]. A quasi-constant θ
profile on the other hand identified surface-coupled clouds [Fig 5.1 (c)]. In Figure 5.2 (a)
the base of the clouds between 15 – 17UTC was too low to be considered as ’decoupled’
(500 – 600m). The θ profile was nearly constant until the cloud base. From 17UTC on,
however, the liquid-layer base height was significantly higher (1200 – 1300m) and due to
the increase in θ at roughly 700m these clouds were defined as ’decoupled’. Further details
of the method to analyze coupled and decoupled clouds were published in Griesche et al. [2021].

5.2 Results: influence of surface coupling on heterogeneous
ice formation temperature

The investigated period covers 1520 analyzed intervals of 30min each. In 88% of these
periods, a cloud was identified and roughly 57% of the investigated clouds were identified as
ice-containing clouds. Approximately 62% of the analyzed clouds were coupled to the surface
whereas 38% were decoupled from it; 64% of the surface-coupled clouds but only 47% of the
decoupled clouds were defined as ice-containing clouds. No limit for the lowest decoupled
liquid-layer base was set. The lowest decoupled liquid-layer was found at 100m altitude. In
the following, a more differentiated analysis of the derived cloud statistic is presented and
thereafter discussed.

Following Kanitz et al. [2011] the fraction of ice-containing clouds for all observed
clouds in different intervals of minimum cloud temperature in the range of heterogeneous
freezing, starting at −40 °C up to 0 °C was analyzed. Figure 5.3 (a) shows the fraction of
ice-containing clouds as a function of minimum cloud temperature for the Arctic (green)
in contrast to findings from Leipzig [orange; Kanitz et al., 2011]. Below a minimum
cloud temperature of −25 °C most clouds from both data sets contained ice. At higher
temperatures (minimum cloud temperature > −10 °C) above Leipzig on the other hand,
usually, few to no ice-containing clouds were found. For the Arctic, a different pattern in this
temperature regime was observed. Temperatures slightly below freezing are already sufficient
for significant ice production: 35 % to 70% of the investigated clouds with minimum cloud
temperatures above −15 °C showed signals of ice. As higher minimum cloud temperatures
are usually associated with lower cloud heights, in the next step the data set was analyzed in
terms of liquid-layer base height. In all analyzed temperature and liquid-layer base height
intervals, liquid-water-containing clouds were identified.

Figure 5.3 (b) represents the fraction of ice-containing clouds as a function of liquid-layer
base heights between 50m and 4000m. In general, there is a tendency for an increasing
fraction of ice-containing clouds with increasing base height. An increase in liquid-layer base
height may be associated with an increase in cloud top height, depending on the cloud vertical
extent. A higher cloud top height in turn typically goes along with a decrease in minimum
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Figure 5.3: (a) Fraction of ice-containing clouds as a function of minimum cloud temperature
within the heterogeneous ice nucleation regime. Data of all clouds of the Arctic 2017 field campaign
are plotted in green. In orange, the results for Leipzig from Figure 3 in Kanitz et al. [2011] are
shown. The error bars indicate the statistical uncertainty as in Seifert et al. [2010]. Temperature
intervals increase with decreasing minimum cloud temperature due to decreased number of data
(∆T = 2.5 °C above −10 °C and ∆T = 5 °C below −10 °C). The numbers on top of the plot show
the number of data for each temperature interval and the data points have been placed in the
middle of the respective investigated interval. (b) Fraction of ice-containing clouds for different
liquid-layer base height intervals. Base height intervals increase with increasing liquid-layer base
height due to decreased number of data (∆h = 0.25 km below 1 km, ∆h = 0.5 km between 1km
and 2 km, and ∆h = 1 km above 2 km).

cloud temperature. This leads to a higher probability of ice formation as more aerosol
particles can act as possible INPs. The fraction of ice-containing clouds for liquid-layer
base heights below 500m, however, is also up to 70%. To further investigate if this effect
may be linked to a possible INP source at the surface the data set was separated by the
surface-coupling state of the clouds, as described in Section 5.1.2. The resulting distribution
for both surface-coupled (cyan) and surface-decoupled clouds (dark blue) is shown in
Figure 5.4. Between −15 °C and 0 °C, strong coupling effects can be seen. Surface-coupled
ice-containing cloud intervals compared to decoupled ones occurred more frequently by a
factor of 2 – 6 (e.g., 164 vs. 27 in number of observed clouds and 83% vs 36% in frequency
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Figure 5.4: Same as Figure 5.3 (a) with the Arctic clouds separated by their coupling state (cyan:
surface-coupled clouds; dark blue: surface-decoupled clouds).

of occurrence between −7.5 °C and −5 °C minimum cloud temperature). Below −15 °C
this effect vanished, and both curves show a similar distribution as found over Leipzig.
Investigating lower minimum cloud temperature, the number of cases of surface-coupled
clouds reduces.

5.3 Discussion of the observed surface-coupling effects

This study found an influence of a linkage between the surface and the cloud with respect
to heterogeneous ice formation. As this study is one of the first to provide insights on the
presented matter, a general discussion of the methodology and possible instrument effects on
the ice detection and the determination of the coupling state is given here first. Afterwards
possible causes for the observed linkage are discussed.

5.3.1 Methodological and instrumental effects

The presented analysis is based on well-established methods developed and applied in
previous studies such as Ansmann et al. [2009] and Seifert et al. [2011, 2010, 2015] and Kanitz
et al. [2011] and the data were carefully screened for ice occurrence solely using lidar data.
Despite having a much more ice-sensitive Mira-35 cloud radar available, it was not utilized
for ice detection. The reason was the frequent occurrence of low-level clouds below the lowest
radar range gate of 155m above the instrument. Such clouds were frequently observed during
PS106 [50% of the observational time; Griesche et al., 2020a] and hence cloud-radar-based
statistics would be biased towards higher-level clouds. The phase separation approach to
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derive the statistics for Leipzig presented in Figure 5.3 (a) and in Figure 5.4 was likewise
based on lidar measurements [Kanitz et al., 2011]. To ensure a comparable sensitivity the
statistics in this study were also based on the lidar observations. Nevertheless, statistics
based on the available cloud radar observations have been additionally derived and are
presented below.

Cloud radar for ice detection

To detect ice occurrence with the cloud radar, periods where the cloud radar showed enhanced
reflectivity [as can be seen in Figure 5.2 (b)] and enhanced LDR were manually classified
as ice-containing. The results are presented in Figure 5.5. As expected due to the higher
ice sensitivity of the cloud radar, the detected ice cloud fraction overall increased. Yet, the
observed effect remains the same: the surface-coupled clouds showed a stronger ice cloud
occurrence compared to the decoupled clouds. The effect is smaller than in Figure 5.4. A
reason could be that the lowest clouds, which were most likely affected by surface sources
of INPs, are not well represented in these statistics. Quantitative differences are obvious
compared to Figure 5.4 but the effect of a larger fraction of ice-containing clouds in the case
of surface coupling is still visible. It should be mentioned, that the effect of increased ice
cloud detection in statistics based on radar measurements compared to those from lidar data
were also observed before in Leipzig, Germany, and in Punta Arenas, Chile, and are detailed
explained by Bühl et al. [2013] and Radenz et al. [2021]. It should also be mentioned that
cloud-relevant (in terms of cloud altering and precipitation) processes of ice formation can be
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Figure 5.5: Same as Figure 5.4 but using the cloud radar for ice detection. In green the results of
the complete data set are shown, in cyan for the coupled clouds and in dark blue for the decoupled
clouds.
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well observed with a lidar. The radar, in contrast, already detects individual ice particles,
which may be — in terms of their low number concentration — not always a good measure
for the classification of heterogeneous ice formation [Bühl et al., 2013].

Specular reflection

Oriented ice crystals can have a strong effect on the observed lidar signal. In the case of
large, horizontally oriented plate crystals and a zenith-looking lidar the measured backscatter
strongly increases while the depolarization ratio is close to zero [e.g., Noel and Sassen,
2005; Westbrook et al., 2010], which is called the effect of specular reflection. Hence, most
ground-based lidars are tilted off-zenith by a few degrees, in the case of PollyXT by 5°. This
setting avoids most of the specular reflection effects, which otherwise may mask the presence
of ice [Noel et al., 2002]. Yet, Silber et al. [2018] showed that the effects can still be visible
up to an off-zenith angle of 10° in the case of planar ice crystals. Sassen and Takano [2000]
found strong depolarization effects in the case of the rare event of oriented columns for an
off-zenith angle 1 – 2°. However, to date, it has not been shown how randomly oriented
columnar ice crystals influence the lidar signal at varying zenith angles as they form above
−10 °C in the temperature regime where the strongest effect of surface coupling was found.
According to Noel et al. [2004], columnar crystals with a high axis ratio can be expected to
have high particle depolarization ratios on the order of 0.5. To summarize, misclassification
of an ice-containing cloud for a liquid-water cloud can be excluded for the PS106 data set.

Sensitivity test with respect to the coupling retrieval

The approach to derive the coupling state is established in the literature and worked also
well for the investigated clouds in this thesis. However, some limitations were found, as no
height dimension was considered. That means a small increase in θ could still result in a
situation that is classified as coupled if the distance was short enough. A cloud with its
liquid-layer base, for example, at 200m and a linear increase in θ from 260K at the surface to
just below 261K at the liquid-layer base height would be identified as surface-coupled, even
though the gradient is almost 5Kkm−1. This effect might have resulted in a larger fraction
of lower clouds to be classified as surface-coupled. To check for the influence of possible
misclassification in such a situation, a sensitivity test of the applied coupling retrieval was
done. To perform the sensitivity test, a maximum gradient of the potential temperature
between the surface and the liquid-layer base for surface-coupled situations was defined. The
new requirement (in addition to the original one) for a surface-coupled classification was
that the gradient between surface and liquid-layer base ∆θ/∆z < (∆θ/∆z)lim. This gradient
threshold was chosen as (∆θ/∆z)lim = 2K/km, which was the lowest gradient found in the
case of decoupled clouds using the presented approach to determine the surface-coupling state.
In this case, the number of surface-decoupled cloud intervals increased at the expense of the
surface-coupled ones (Figure 5.6). Also the fraction of ice-containing surface-decoupled clouds
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Figure 5.6: Same as Figure 5.4 but also using a threshold in the potential temperature gradient
to identify surface coupling.

increased, although, not as much as the fraction of ice-containing surface-coupled clouds. By
this further classification approach, the surface-coupling effect is even more obvious and even
extends towards lower temperatures. However, the number of surface-coupled cloud intervals
below −15 °C is rather small and the findings here should be considered with care.

Also, possible biases introduced by the measurement uncertainty of the radiosonde were
investigated. The measurement uncertainty in temperature and pressure of the radiosonde
RS-92 is given by Vaisala to be ∆T=0.5K and ∆p=1hPa [Jensen et al., 2016]. As only
observations within one profile are compared, systematic errors can be neglected and only the
standard deviation of differences in pairs of soundings is of interest. This was given by Jensen
et al. [2016] as σT =0.2K (< 100hPa) and σp=0.3 hPa (> 100hPa). Using error propagation
the error in the potential temperature ∆θ can be estimated. The resulting uncertainty
was used to calculate the surface-coupling state by varying the threshold for the coupling
state (0.5K± ∆θ). The results are shown in Figure 5.7. The variation in the threshold
resulted in a change in the number of coupled cloud intervals. In the case of 0.5K+∆θ,
31% of the originally surface-coupled analyzed cloud intervals were classified as decoupled,
while for 0.5K− ∆θ, 7.5% of the originally surface-decoupled intervals were classified as
coupled. Yet, the observed effect on the fraction of ice-containing clouds was within the
statistical uncertainty of the original approach and thus the measurement uncertainty from
the radiosondes was not further considered in the presented analysis.
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Figure 5.7: Continuous lines are the same as Figure 5.4. The dashed lines represent the respective
results for the upper end of the error margin (i.e. profiles were classified as decoupled using a
threshold for the coupling state of 0.5 plus the error in θ) and the dotted lines represent the lower
end of the error margin (i.e. profiles were classified as decoupled using a threshold for the coupling
state of 0.5K minus the error in θ).

5.3.2 Possible causes for increased ice occurrence in surface-coupled clouds

The separation of the Arctic cloud data set into surface-coupled and -decoupled clouds
revealed the presence of surface effects on the enhancement of the occurrence of ice formation.
However, for clouds decoupled from the surface, or at greater heights and lower temperature,
the ice-frequency statistics are similar to what is observed over Northern Hemisphere
mid-latitude sites. This finding is consistent with previous findings that the free-tropospheric
aerosol conditions in the Arctic are dominated by aged aerosol pollution mixed with dust
and wildfire smoke from lower latitudes [e.g., Abbatt et al., 2019; Law et al., 2014; Willis et
al., 2018, and references therein].

The reasons for the increase in ice-forming efficiency for low and surface-coupled clouds
in the Arctic are caused by effects resulting from the linkage to the surface [Solomon et al.,
2014]. A surface coupling of the cloud is accompanied by a well-mixed layer from the surface
up to the liquid-layer base. Multiple processes of enhanced ice observation in low-level
clouds were discussed in previous studies as potential candidates for explaining the presented
observations. Yet, none of these studies considered also the coupling state of the cloud.
However, they are listed and examined below.

In Shupe [2011] one reason for the high amount of low-level ice clouds was related to the
occurrence of near-surface diamond dust. As this effect is stronger in winter and close to
land [Intrieri and Shupe, 2004], it can be neglected as a dominating reason for the Arctic
clouds during the investigated Polarstern cruise. Also by eye, periods of diamond dust were
not observed during PS106.
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An enhanced fraction of ice-containing clouds could be attributed to blowing snow as on
the one hand, the lifted snow can be interpreted by the lidar as an ice cloud. On the other
hand, blowing snow particles can act as seeds for ice crystals via the ice multiplication pro-
cesses [Rogers and Vali, 1987]. Yet, the influence of blowing snow on the results can be ruled
out. As Serreze and Barry [2014] pointed out, a minimum wind speed of 15ms−1 is needed
to lift the snow even a few meters above the ground. Since the wind speed during the PS106
campaign did not even reach this threshold (see Figure 5.8), it is very unlikely that blowing
snow did affect the findings. In addition, the near-surface air temperature was frequently
close to the freezing point and hence the snow was often too sticky to be mobilized. To also
consider possible seeding effects from precipitating clouds above as found, e.g., in Vassel et
al. [2019], the data set has been filtered for those situations with few to no effects on the results.

Sotiropoulou et al. [2020] highlighted the importance of secondary ice processes in
Arctic stratocumulus clouds based on a large-eddy simulations (LES) study. The authors
reported that weak updraft at warm subzero temperatures can increase the importance of ice
production due to secondary ice formation, like rime splintering and collisional break-up. To
assess a possible influence of these mechanisms, the Doppler velocities of the surface-coupled
and -decoupled clouds were compared. Yet, no significant differences were found, neither
in the relative distribution of the Doppler velocities nor in their respective mean values.
Hence, no difference in the in-cloud updraft was derived. Also, the role of turbulence on
the observed effect was examined using EDR. The EDR in the surface-coupled situations
showed no difference, compared to the decoupled periods. However, the Doppler velocity, and
accordingly the EDR estimation, is derived by the cloud radar data, which is not available at
altitudes below 165m above the surface.
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Figure 5.8: Histogram of the mean surface wind for the analyzed 30min intervals. Data are from
the wind sensor aboard Polarstern during PS106.
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Another potential explanation is the presence of an increased number of INPs that
are already active at −5 °C in the surface-coupled clouds. The aerosol distribution in the
summertime Arctic marine boundary layer is influenced by local sources and downward
mixing from the free troposphere of long-range-transported aerosol [Willis et al., 2018].
Typically only material of biogenic sources is active as INPs at such high temperatures [Kanji
et al., 2017]. Biological aerosol particles from areas of open water within the marginal sea
ice zone or open leads or polynyas may be mixed into the coupled cloud layers where they
can act as ice nuclei [Burrows et al., 2013] and increase the probability of ice production.
The origin of such highly active INPs needed for such an effect is still under discussion
in the literature. Wex et al. [2019] found the largest INPC in the Arctic in summer with
INPs being active for temperatures up to −5 °C. Hartmann et al. [2020] suggested these
INPs may be of biogenic origin from local marine sources such as open leads or polynyas.
Zeppenfeld et al. [2019] analyzed the ice-nucleating activity of sea surface microlayer (SML)
samples from melt ponds and the marginal sea ice zone taken during PS106. The authors
identified the SML as a possible source for Arctic INP. In addition, free glucose was found a
potential tracer for the ice-nucleating activity of the water sampler. In an attempt to narrow
down possible contributors to the ice-nucleating activity in the SML, Ickes et al. [2020]
compared the ice nucleation ability of Arctic SML samples and two different predominant
Arctic phytoplankton species. Even though, these samples showed ice nucleating activity
already under moderate supercooling conditions, no clear evidence was found that the
investigated phytoplankton species may serve as a local marine INP source. Hartmann et al.
[2021] analyzed the ice-nucleating ability of bulk seawater (BSW), SML, fog water, and filter
samples during the PS106 expedition. In addition, airborne INP measurements performed
with a continuous-flow diffusion chamber from the ACLOUD campaign were investigated.
The filter samples showed a significantly reduced ice-nucleating activity after been treated
by a heating process, a clear evidence for the presence of biogenic INPs. However, the
derived INPC from the BSW and SML samples were lower by a factor of 105 than the
airborne INPC measurements. The INPC from the fog water and the ambient INPC showed
a good agreement. This observed closure indicates that during fog events, all INP were
activated as fog droplets. Thus, it is very likely, that the INP responsible for the high
fraction of ice-containing surface-coupled clouds are of biogenic origin. However, besides
strong indications that these INP also originate from local marine sources, a clear proof of
this hypothesis is still missing.

Decoupling indicates a separation of the cloud from the surface due to a stable layer
below the liquid-layer base. Decoupled clouds, however, also show a slightly enhanced
fraction of ice-containing clouds, when compared to clouds observed above Leipzig. The
life cycle of the cloud and its thermodynamic state before the observation is unknown.
Hence, any explanation for the reasons behind this observation would be speculative. It
could, for example, also be the case that turbulent boundary layer processes or frontal pas-
sages caused potential mixing from biological surface INP into the free troposphere, eventually.
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To examine potential enhancement of aerosol effects on the surface-coupled clouds, a
lidar-based aerosol analysis for PS106 was performed. Figure 5.9 shows profiles of the
particle backscatter coefficient at 532 nm wavelength for nine different periods adjacent to
cloud observations when PollyXT was able to probe cloud-free air masses. These profiles
were derived using the procedures described in Chapter 3.1.1 and by Baars et al. [2016].
In situations of persistent cloud cover when no clear-sky lidar calibration was possible,
calibration of the particle backscatter coefficient profiles was performed as described in
Jimenez et al. [2020]. The y-axis in Figure 5.9 was normalized to the respective decoupling
height of each profile. A general tendency of reduction of the particle backscatter coefficient
β above the decoupling height can be seen. The sharp increase visible in some of the profiles
were caused by the liquid-layer base, where the backscattered signal strongly increases.
From the particle backscatter coefficient, the lidar-particle extinction coefficient can be
estimated by using a lidar ratio of 50 sr for non-marine aerosol [Groß et al., 2011; Müller et
al., 2007; Tesche et al., 2009]. The particle extinction coefficients resulting from the profiles
presented in Figure. 5.9 are much smaller compared to typical values for marine aerosol
[40 – 100Mm−1; Bohlmann et al., 2018; Kanitz et al., 2013a], except for the two profiles
on 27 June 2017 (note that a typical lidar ratio for marine aerosol is < 50 sr [Bohlmann et
al., 2018; Groß et al., 2011] and would result in even smaller particle extinction coefficient
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Figure 5.9: (a) Profiles of particle backscatter coefficient at 532 nm from PollyXT. The date of
the corresponding profiles together with the respective decoupling height is annotated on the right
side. The height axis was normalized by the decoupling height. The particle extinction coefficient
is derived by scaling the particle backscatter coefficient with an assumed lidar ratio of 50 sr.



88
CHAPTER 5. CONTRASTING SURFACE-COUPLING EFFECTS ON

HETEROGENEOUS ICE FORMATION

values). AERONET photometer measurements at Arctic sites show typical values for the
Ångstrom exponent (440 – 870 nm) around 1.5 (not shown) indicating a fine-mode-dominated
aerosol distribution. The Ångstrom exponent for typically coarse-mode-dominated marine
aerosol centers around 0.5 [Smirnov et al., 2009; Yin et al., 2019]. Both, the small values of
particle extinction coefficient and the high Ångstrom exponents are clear indications that
the observed aerosol was not of typical marine origin. Yet, an estimation of the INPC from
the lidar measurements, as presented by Mamouri and Ansmann [2016] for different aerosol
types, was not possible because the respective parameterizations for such biogenic aerosol
particles in the Arctic are still missing.

For both coupling states at a minimum cloud temperature below −15 °C, the occurrence
of ice-containing clouds increased strongly and reached values close to 100% at temperatures
below −25 °C. A rather similar pattern was found over Leipzig [Kanitz et al., 2011]. To
provide further insights on this matter an air mass source attribution analysis was performed
based on the Lagrangian particle dispersion model FLEXible PARTicle dispersion model
(FLEXPART) [Pisso et al., 2019], as introduced by Radenz et al. [2021]. Throughout
the analyzed period (1 June – 16 July 2017) particles were traced for 10 days, starting
every 3 hours with height steps of 500m. Based on the Moderate Resolution Imaging
Spectroradiometer (MODIS) land cover classification from Broxton et al. [2014], seven
categories, namely ’water’ (sea-ice included), ’forest’, ’savanna/shrubland’, ’grass/cropland’,
’urban’, ’snow/ice’ and ’barren’ were defined as a possible source regions [Radenz et al.,
2021]. The relative residence time of the particles below a reception height of 2 km above
different possible aerosol source areas has been calculated and is shown in Figure 5.10. A
strong decrease of ’water’ as possible aerosol source region for particles arriving above 2 km is
obvious, while the fraction of ’snow/ice’ (note these are land-based ice sheets and glaciers,
not the frozen Arctic ocean), ’savanna/shrubland’, ’grass/cropland’, and ’forest’ increased.
This distribution agrees with what has been found for the continental site Krauthausen in
Germany [Radenz et al., 2021, Figure 15 therein], which confirms the common view that the
aerosol in the free troposphere of the Arctic is brought there by long-range transport.

After ruling out the possibility of blowing snow, seeding effects, secondary ice formation,
and diamond dust as reasons for the observations, the only plausible explanation is the
presence of highly active INPs which are more abundant in surface-coupled than in -decoupled
clouds. Given the mixture of the summertime marine boundary layer aerosol in the Arctic
and the high temperatures where the effect was observed, the most likely source for these
INPs is biogenic material from local marine sources. When transported from the Arctic
Ocean into the cloud, these INP likely initiate ice crystal formation via immersion freezing
processes.

The presented results are based on a 2-month campaign. And even though strong
evidence was found that the effect is a consequence of aerosol of marine origin acting as INPs
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Figure 5.10: Fraction of residence time of air parcels below the reception height (2 km) above
different possible aerosol source regions based on a FLEXPART analysis for the location of
Polarstern during PS106.

in the cloud this rather short time coverage obviously cannot cover all situations which are of
interest in this matter. The influence of the distance to open-water surfaces such as the open
sea or leads and polynyas as well as a possible seasonal effect could not be studied from the
PS106 data set. Based on the MOSAiC data set, which covers a full annual cycle in the
Arctic Ocean with a variety of sea ice conditions, an investigation of effects from sea ice
concentration and seasons is planned.
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Chapter 6

Application of the data set in
collaborative studies and radiative
transfer simulations within (AC)3

Based on the OCEANET-Atmosphere observations and the Cloudnet processing, a valuable
data set was derived. The standard Cloudnet output was improved to address the challenges
of Arctic clouds and the requirements for collaborative studies together with other teams
of the (AC)3 project. Additionally to the observations, the processed and quality-checked
retrieved parameters are published in the long-term data archive Pangaea. The Cloudnet
target classification [Griesche et al., 2020f], the ice water content and ice crystal effective
radius [Griesche et al., 2020b,c], the liquid-water content and liquid droplet effective radius
[Griesche et al., 2020d,e], and the low-level stratus mask [Griesche et al., 2020h] were made
publicly available. To date, the unique data set was already widely used in different studies,
e.g., as presented in Griesche et al. [2020a] and Griesche et al. [2021]. Additionally, the
data set served as a reference for the cloud situation during tethered balloon studies of the
Arctic boundary layer in Egerer et al. [2019] and was used for the evaluation of large-eddy
simulations in Neggers et al. [2019]. In Barrientos Velasco et al. [2020] the Cloudnet data
set was used as input for radiative closure studies and in Radenz et al. [2019] the cloud
radar measurements were used for the demonstration of a novel radar spectrum multi-peak
separation approach. In Egerer et al. [2021] the Cloudnet data set was used to determine
cloud macrophysical and microphysical properties for a study on shallow humidity inversion
above low-level clouds with tethered balloon measurements made during PASCAL. In Richter
et al. [2021] the Cloudnet products were applied as a representative basis for the retrieval
of microphysical cloud parameters from a mobile Fourier-transform infrared spectrometer.
Furthermore, in Barrientos Velasco et al. [2021] it was used as input for radiative closure
studies. The data set was additionally applied to assess the integrated water vapor derived
by satellites and from land-based observations at Ny-Ålesund by Crewell et al. [2021].
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The Transregional Collaborative Research Center (AC)3 was structured in different
projects, to best cover the variety of feedbacks behind Arctic amplification. A focus
of the (AC)3 project A01, in which this thesis is embedded, was the investigation of
the performance and evaluation of radiative transfer simulations. In this chapter first
radiative transfer simulations are briefly introduced and the calculation of the cloud
radiative effect is explained. Subsequently, a case study is presented, which examines
the potential improvements of radiative transfer simulations based on the detailed cloud
observations introduced in Chapter 3.4.3. Simulated shortwave and longwave surface
fluxes based on the standard Cloudnet products were considerably different compared
to the observed irradiances. However, radiative closure was achieved by incorporat-
ing also the LLS which were observed below the lowest cloud radar range gate into the
simulations. Finally, a statistical overview of similar cases during the PS106 campaign is given.

6.1 Radiative transfer simulations and cloud radiative effect

One of the goals of the (AC)3 project A01 in its first phase was to study cloud radiative effects
in the Arctic utilizing radiative transfer simulations. Such simulations provide vertically
resolved radiative fluxes for cloud and cloud-free conditions. In this way, the radiative effect
of clouds can be investigated. The Cloudnet products during PS106 served as realistic
input parameters for the radiative transfer simulations and the radiation measurements of
OCEANET-Atmosphere as true validation data.

The radiative transfer simulations discussed in here were performed with the TROPOS
Cloud and Aerosol Radiative Simulator (T-CARS) [Barlakas et al., 2020; Barrientos Velasco
et al., 2021; Witthuhn et al., 2021]. T-CARS is a Python-based environment for simulating
vertically resolved broadband radiative fluxes and heating rates for cloudy and cloud-free
conditions. Its radiative transfer simulations were done using RRTMG which has been
implemented into T-CARS. T-CARS uses the input of atmospheric properties (e.g.,
atmospheric profiles of trace gases, pressure, temperature and humidity), which are
provided by atmospheric reanalysis data [i.e., ECMWF Reanalysis v5, Hersbach et al.,
2020] or climatological profiles [i.e., Anderson et al., 1986]. Also surface properties such
as temperature, pressure, and albedo are necessary. These values are provided either by
satellites or surface sensors. Additionally, cloud properties like the liquid and ice water
content and the liquid droplet and ice crystal effective radius are necessary to perform the
simulations. Typically, these quantities are delivered by numerical weather prediction models
but also satellite observations can be applied. In the case of PS106 the respective Cloudnet
products introduced in Section 3.4 were utilized, which provide the respective properties in a
much higher resolution as satellite observations do. To address the challenges of Arctic clouds,
especially the frequent occurrence of optically-thick, low-level clouds, the standard Cloudnet
output had to be adjusted. Therefore the previously introduced new approaches for the ice
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crystal effective radius and the LLS cloud detection were added to the Cloudnet processing
chain. Before the implementation and effects of these adjustments are demonstrated and dis-
cussed, a brief introduction into the assessment of the cloud radiative forcing is presented here.

Calculation of the cloud radiative effect

The cloud radiative effect (CRE) is an important measure to assess the impact of clouds
on the radiative budget. The CRE can be determined using radiative transfer models
like RRTMG. Based on the atmospheric, surface, and cloud input, the downward (↓) and
upward (↑) broadband longwave (LW) and shortwave (SW) irradiances can be simulated.
Using a model, this can be done for the same period for cloudy as well as for cloudless
conditions. The LW and SW cloud radiative effect Γ at the surface (SFC) and the TOA can
be derived by comparing the results for the cloudy and the cloudless situation [Ramanathan
et al., 1989]

ΓXSFC = (XSFC,↓ −XSFC,↑)cloudy − (XSFC,↓ −XSFC,↑)cloudless, (6.1)

and
ΓXTOA = (XTOA,↑)cloudless − (XTOA,↓)cloudy, (6.2)

where X represents the respective longwave or shortwave irradiances.

The SFC and TOA net CRE are the sum of both, the short- and longwave CRE

ΓnetSFC = ΓLWSFC + ΓSWSFC (6.3)

and
ΓnetTOA = ΓLWTOA + ΓSWTOA . (6.4)

Finally, the net atmospheric (ATM) CRE (also referred to as divergence of the atmosphere)
can be derived

ΓnetATM = ΓnetTOA − ΓnetSFC . (6.5)

6.2 LLS treatment for improved radiative transfer simulations

For the realization of radiative transfer simulations, an accurate representation of the
atmospheric state is necessary. The nature of Arctic clouds, especially the optically thick,
low-altitude clouds, pose challenges on the task to derive the cloud microphysical properties
for the entire tropospheric column. Strong lidar signal attenuation inside the LLS made the
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continuous application of existing ice crystal effective radius retrievals based on a lidar-radar
instrument synergy, as used, e.g., for the DARDAR-CLOUD algorithm [Cazenave et al., 2019],
impossible. Hence, existing approaches to derive the ice water content and the extinction
coefficient based on radar measurements alone were improved within this thesis to derive
the ice crystal effective radius (see Section 3.4.3). This new method ensures the continuous
identification of microphysical properties up to cloud top, which is a prerequisite to perform
the radiative transfer simulations. The low altitude of the clouds, which was frequently below
the lowest range gate of the cloud radar, was addressed using the near-range capabilities
of the lidar PollyXT (see Section 3.4.3). The near-range channel allowed a cloud detection
down to a height of 50m above the instrument and to adjust the cloud base height accordingly.

While the detection of the liquid phase inside clouds in Cloudnet is based on the lidar
signal, the retrieval for the LWC and the liquid droplet effective radius (reff,liq) relies on the
cloud radar reflectivity. However, the cloud radar measurements were not available at such
low altitudes. In addition, in the case of complete lidar signal attenuation below the lowest
cloud radar range gate, as shown for example in Figure 6.1 around 05:00UTC and often
between 07:50 – 09:30UTC, no liquid phase was classified by Cloudnet. Thus, no liquid-water
cloud microphysical properties were derived [see Figure 6.3 (a) and (b)]. To address this
issue, first, the LLS cloud mask was used to identify the presence of a liquid-water cloud.
In the case of a detected LLS, the column-integrated LWC (LWPint) was compared to the
LWP derived by the MWR HATPRO. Both quantities should be the same, when Cloudnet
had identified a liquid-water cloud in the first place, i.e., the LLS did not cause a complete
lidar signal attenuation. But if no liquid-water cloud was identified because the lidar signal
was already completely attenuated below the first cloud radar range gate, then no LWC was
derived by Cloudnet. Hence, the values for LWP and LWPint should differ. The strong lidar
signal attenuation, however, can only be caused by the presence of a liquid-water cloud layer.
The respective liquid-water cloud microphysical properties were estimated using the difference
∆LWP = LWP − LWPint. In the case of ∆LWP > 10 gm−2 (≥ 150 gm−2) a fixed value of
reff,liq =8µm (30µm) was applied. The applied values were derived based on the distribution
of the liquid droplet effective radius during PS106. The majority of reff,liq was found below
10µm and radii as large as 30µm have been observed only in combination with increased
values for LWP.

Signal attenuation by low-level clouds: 13 July 2017 01:00 – 11:00 UTC

To illustrate the procedure and highlight the benefits of applying the more sophisticated
cloud classification scheme based on the LLS detection and the estimated values for reff,liq,
its application is presented here for 13 July 2017. In Figure 6.1 an overview of the cloud
observations between 01:00UTC and 11:00UTC are presented. The corresponding radiosonde
profiles up to 4 km height are given in Figure 6.2. Figure 6.3 shows the derived Cloudnet
liquid and ice products.



95

Figure 6.1: Cloud radar reflectivity (a), lidar attenuated backscatter (b), Cloudnet target
classification (c), and LWP (d) between 0 and 10 km height for 13 July 2017 01:00UTC to 11:00UTC.
The dashed lines mark the time of the radiosonde launches for the profiles shown in Figure 6.2 (b)
and (c).
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Figure 6.2: Thermodynamic profiles of temperature (blue), potential temperature (black), and
relative humidity (red) up to 4 km height for three radiosonde launches relevant for the analyzed
period. The start time and date are given above the respective profiles. The left part of each plot
shows the wind barbs.

The period started with a liquid-water-dominated stratus cloud deck, which was located
between 0.5 km and 1 km height and slowly descended towards lower altitudes. At the
beginning of this period, the layer was thermodynamically decoupled from the surface, as can
be seen by the θ profile in 6.2 (a). With decreasing cloud base height, this layer became
coupled to the surface [6.2 (b)] and precipitation formed after 02:00UTC. Between 04:30UTC
and 05:30UTC and after 06:30UTC this cloud was lower than the lowest detection limit
of Cloudnet and therefore occasionally not identified by the original classification. Above
this layer, at around 2.5 km height and between 03:00UTC and 08:00UTC an altocumulus
cloud was observed. This cloud was only classified as ’mixed-phase’ (green) or ’liquid’
(blue) when the lidar was able to penetrate this layer. In the case of complete lidar signal
attenuation in the LLS layer, the altocumulus layer was classified as ’ice’ cloud (yellow).
The missing liquid-water identification is reflected in the Cloudnet products as presented
in Figure 6.3. After 04:30UTC the liquid-water content [Figure 6.3 (a)] and liquid droplet
effective radius [Figure 6.3 (b)] of the altocumulus layer as well as of the LLS cloud deck was
only occasionally determined.

In Figure 6.4 (a) the simplified Cloudnet classification mask (above 165m) combined
with the LLS cloud classification mask (below 165m) is shown. This mask revealed the
presence of an LLS cloud almost continuously during the entire period after 02:00UTC.
Only during a short situation of very few or no low clouds from 06:30UTC to 07:30UTC
no LLS was identified. Figure 6.4 (b) depicts the LWP derived by HATPRO in blue and
the difference ∆LWP which is shown in orange. Two periods with ∆LWP > 10 gm−2 were
identified. The first period was observed between 04:30UTC and 05:30UTC with LWP
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Figure 6.3: Microphysical cloud products for the same period as shown in Figure 6.1 derived by
Cloudnet. Panel (a) shows the liquid-water content (LWC), (b) the liquid droplet effective radius
reff,liq, (c) the ice water content (IWC), and (d) the ice crystal effective radius reff,ice. The dashed
lines mark the radiosonde launches for the profiles shown in Figure 6.1 (b) and (c).
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Figure 6.4: Panel (a) shows the low-level cloud mask for the same period as shown in Figure 6.1
derived from the PollyXT near range signal (below 165m) combined with a simplified Cloudnet
classification mask (above 165m). All clouds are shown in brown, aerosol in green and clear
sky in blue. White areas denote situations where no Cloudnet data is available. In panel (b)
the liquid-water path determined by the MWR HATPRO is depicted in blue. Additionally, the
deviation between the LWP derived by HATPRO and by the integration of the liquid-water content,
∆LWP, is shown in orange.

values up to 150 gm−2. During this period the altocumulus layer was present above the LLS
in 2.5 km height. The second period with ∆LWP > 10 gm−2 was between 07:30UTC and
11:00UTC. During this period, the LWP was lower, between 30 gm−2 and 80 gm−2.

The increased values of ∆LWP verified the presence of liquid-water clouds as already
indicated by the LLS mask. These clouds were not identified by the standard Cloudnet
classification. Thus, using the standard Cloudnet classification the radiative effect of these
clouds would be calculated solely based on their ice microphysical properties. However,
liquid-water clouds have a much larger effect on the radiative budget than ice clouds. In
the following, the effect of incorporating the identified liquid-water clouds into the radiative
transfer simulations of T-CARS is evaluated.
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Radiative transfer calculations: 13 July 2017 01:00 – 11:00 UTC

Based on the approach to first identify missed liquid-water clouds and then derive their
cloud droplet effective radius radiative transfer simulations using T-CARS were performed.
The results are shown in Figure 6.5 (a) for SW↓ and in Figure 6.5 (c) for LW↓ at the
surface (for clarity reasons a running mean of 5 minutes was applied). In green, the
results using the adjusted approach are depicted. Also, the results using the default
Cloudnet classification scheme (blue, dashed) and measured irradiances (orange) are
presented. In light blue, additionally, the results form the T-CARS simulations assuming
a clear sky situation are shown. The measured SW↓ irradiances are mainly driven by the
solar zenith angle and thus follow a diurnal circle. One cause of the variations from this
distribution, however, is the presence of clouds, especially liquid-water-containing clouds.
Under these cloudy conditions, the SW↓ irradiance fluctuated from about 90Wm−2 at
01:00UTC to a maximum of 400Wm−2 at around 10:00UTC [see Figure 6.5 (a)]. Around
05:00UTC the T-CARS results based on the default classification yielded similar values
for the irradiances as for the clear sky run (SW↓: 350Wm−2; LW↓: 250Wm−2). The
observed SW↓, however, was around 150Wm−2 (LW↓: 315Wm−2). The derived irradi-
ances based on the adjusted classification show a much better agreement with the observations.

The measured LW↓ flux density is mainly driven by the presence of clouds. Yet, also the
temperature of the cloud deck and hence the respective LW emission are of importance. The
stratus cloud deck which was present below 1 km height almost during the entire period
with rather high temperatures of above −5 °C caused LW↓ of about 315Wm−2. Smaller
deviations were observed when the LLS cloud deck was broken, at around 05:00UTC and
after 06:00UTC [see Figure 6.5 (c)]. The presence of the stratocumulus at 2.5 km height
with roughly the same temperature produced comparable LW↓ irradiances. With the
disappearance of the stratocumulus and still a broken cloud situation of the LLS deck at
around 08:00UTC [see Figure 6.1 (e)], the longwave downwelling irradiances reduced notably
to around 280Wm−2.

In Figure 6.5 (b) and (d) the histogram of the differences in the shortwave and longwave
flux differences (simulations minus measurements) for the original cloud classification
scheme (blue) and for the adjusted cloud detection scheme (green) are shown. Good
performances of T-CARS based on the default Cloudnet classification mask were derived
during situations when liquid-water was identified inside the clouds, e.g., until 04:00UTC.
However, differences between the measurements and simulations were up to +200Wm−2

for SW↓ and −65Wm−2 for LW↓ during periods when Cloudnet classified the clouds as
pure ice, e.g., around 05:00UTC and after 08:00UTC. The mean downward flux difference
and the respective standard deviation for the default approach during the complete period
analyzed was (45± 91)Wm−2 for SW↓ and (−12 ± 18)Wm−2 for LW↓ (blue dotted and
dashed lines in Fig 6.5 (b) and (d), respectively). Applying the more sophisticated adjusted
approach for the LLS the differences were significantly smaller. In this case, the mean
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Figure 6.5: Results of the T-CARS simulations for the shortwave downwelling flux (a) and
the longwave downwelling flux (c) at the surface for the same period as shown in Figure 6.1. In
blue, the irradiances derived for the original Cloudnet classification and in green for the adjusted
classification are shown together with the respective measured values from the OCEANET-
Atmosphere pyranometer or pyrgeometer in orange. In light blue, the clear sky results from the
T-CARS simulations are depicted. Additionally, the occurrence of LLS cloud is indicated by the
gray LLS flag at the bottom of panels (a) and (c). The black LWP flag indicate periods with
∆LWP > 10 gm−2. A histogram of the respective differences (simulated minus observed) is given
in panels (b) and (d). The dashed lines in (b) and (d) depict the corresponding mean values and
the dotted lines show the two-σ standard deviation. The gap in the T-CARS irradiances around
02:40UTC is due to missing Cloudnet data.
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downward flux difference and the standard deviation for SW↓ was (10± 72)Wm−2, and
for LW↓ (−2.5 ± 12)Wm−2 (green dashed and dotted lines in Fig 6.5 (b) and (d), respectively).

The resulting cloud radiative effect can be derived based on the upwelling and downwelling
irradiances from the T-CARS simulations and following Eq. (6.1) – (6.5). During the
investigated period the net surface CRE decreased on average by 38Wm−2, when applying
the adjusted classification scheme compared to the default one. This decrease in CRE is
because the cooling effect induced by the clouds in the shortwave dominated over the cloud
longwave warming in this situation.

Figure 6.6 (a) shows the net atmospheric CRE for the original Cloudnet classification in
dashed-blue and the adjusted approach in green. Diurnal variations are one of the main
drivers of the atmospheric cloud radiative effect during this period. At the beginning of
the period, a positive CRE was found due to the low solar elevation angle, which turned
negative at around 05:00UTC. However, the deviations based on the adjustments in the
cloud classification as already apparent in Figure 6.5 (a) and (c) propagate and arise also in
the net atmospheric cloud radiative effect as can be seen in the resulting differences shown in
Figure 6.6 (b). Differences of up to 100Wm−2 were calculated, e.g., around 10:00UTC. On
average the T-CARSoriginal approach yielded a net atmospheric CRE of −46Wm−2, while
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Figure 6.6: Net atmospheric CRE derived by T-CARS for the same period as shown in Figure 6.1.
In panel (a) the CRE derived based on the original Cloudnet classification (blue, dashed) and the
CRE using the adjusted approach presented in this thesis (green) are depicted. In panel (b) the
respective difference (∆T-CARS=T-CARSoriginal −T-CARSadjusted) is shown.
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the net atmospheric CRE based on the T-CARSadjusted simulation was −8Wm−2 during the
presented period.

Statistical analysis

The presented case study shows the potential of a more sophisticated Arctic cloud
classification approach on the performance of radiative transfer simulations. The discussed
situation is to some extent representative for the whole PS106 campaign. During 8.5% of the
observational time an ∆LWP > 10 gm−2 was observed. In 96.5% of these cases LLS clouds
were observed. As can be seen in Figure 6.7, the daily occurrence of ∆LWP > 10 gm−2

(orange) is correlated with a high occurrence of LLS (purple). However, an increased
appearance of horizontal visibility below 1 km (gray in Figure 6.7) seems not to be sufficient
to explain the enhanced ∆LWP values altogether, for example on 5 and 6 July there was
almost no fog detected but during 40% of the day ∆LWP > 10 gm−2.

Figure 6.7 (b) and (c) shows the daily distribution of the difference between simulated
and observed downward irradiances (simulations minus observations), based on the standard
Cloudnet products. The default T-CARS simulations overestimated the SW↓ on most days
during PS106, on average by more than 100Wm−2. The LW↓ deviations are more centered
around 0Wm−2, however, with values ranging between ±300Wm−2. On average LW↓ was
overestimated by more than 60Wm−2 during PS106. Days with a large daily mean difference
(orange bar in each box) are partly correlated with a high frequency of occurrence of LLS
during the day (for example during the end of June, beginning of July).

6.3 Discussion

The presented case study shows the potential of obtaining better radiative closure results
by improving the liquid-water cloud detection scheme. In the case of failed liquid-water
detection, large discrepancies between the simulated and observed downwelling SW and LW
irradiances were observed. The reason the liquid-water occurrence was missed is due to
complete attenuation of the lidar signal at height levels below the lowest detected range gate
of the cloud radar. A way to detect liquid-water beyond lidar signal attenuation would be
the application of a cloud radar multipeak analysis as proposed, e.g., by Radenz et al. [2019],
or the application of an artificial neural network as introduced by Kalesse-Los et al. [2021].
However, these techniques make use of cloud radar measurements and thus they are only
applicable in the case of higher-reaching clouds. For low-level clouds with a cloud top below
the lowest range gate of the cloud radar, these approaches are of limited use. Single-layer
LLS, i.e., LLS without another cloud layer above 165m, have been observed during PS106
for about 5% of the entire observational time and with a daily occurrence of up to 40%
[e.g., 1 June 2017, see Figure 4.13 (c)]. In combination with overlaying clouds, LLS have been
observed during 50% of the observational time. Also, the horizontal visibility sensor aboard
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Figure 6.7: Daily occurrence of low-level stratus (purple) and horizontal visibility (HV) below
1 km (gray) during PS106 as in Figure 4.13 (b). The daily occurrence of ∆LWP>10 gm−2 is
highlighted in orange. In panel (b) and (c) the daily distribution of the deviation of the simulated
irradiance by T-CARS based simulation on the original classification scheme and the measurements
are shown (simulation minus observation) for SW↓ and LW↓.

Polarstern was not able to detect these clouds, because the LLS base was frequently too high.
Hence, the application of the PollyXT near-field capabilities is crucial to detect these clouds.

Besides the detection of these clouds, also the determination of the cloud microphysics for
the LLS clouds poses a challenge. Approaches for liquid-water content and liquid droplet
effective radius, as they are for example implemented in Cloudnet, often rely on cloud radar
reflectivity [e.g., Frisch et al., 2002; O’Connor et al., 2005]. Additional approaches using lidar
Raman dual-field-of-view capabilities exist meanwhile [Jimenez et al., 2020] (this technique
did not yet exist for PS106). However, to apply these techniques a complete overlap between
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the laser pulse footprint and the receiving field-of-view is mandatory and thus these methods
are not applicable for the low-level clouds.

The liquid-water cloud microphysical properties were thus derived by a simple but
effective analysis of the LWP. The combination of the LLS detection and the liquid-water
cloud microphysic estimation proved to work well for the presented case study. The values
calculated suggest that by applying the adjusted method radiative closure is achieved
since the mean flux differences were below the instrumental uncertainties [i.e., ±20Wm−2

pyranometer (SW↓) and ±10Wm−2 for pyrgeometer (LW↓), Lanconelli et al., 2011].

The evaluation of the performance of radiative transfer simulations and throughout
analysis of the simulations for the entire PS106 cruise were not in the scope of this study.
Such studies were conducted in cooperation, e.g., by Barrientos Velasco et al. [2021] based on
the introduced Cloudnet data set. The referred studies in the introduction of this chapter,
the presented case study, and the performance of radiative transfer simulations are great
examples of the strong collaborations within (AC)3.
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Chapter 7

Summary and outlook

A synergistic data set from an extensive suite of ground-based remote-sensing instruments was
presented. This data set was collected utilizing the OCEANET-Atmosphere platform during
the 2-month Polarstern campaign PS106. PS106 was conducted in the rough environment
of the High Arctic, north and northeast of Svalbard in the Arctic summer of 2017. The
Cloudnet algorithm was used to derive the cloud micro- and macrophysical properties
continuously. At the same time, different Cloudnet products were improved. Namely,
approaches to derive eddy dissipation rates, ice crystal effective radius, and low-level stratus
cloud occurrence. The observations conducted during PS106 and the retrieved Cloudnet
products were published in the long-term data archive Pangaea [Griesche et al., 2019,
2020b,c,d,e,f,g,h,i]. This thesis describes and evaluates in detail the deployed instrumentation,
data corrections, and applied processing schemes. A study on the influence of thermodynamic
surface coupling on heterogeneous ice formation in Arctic clouds was presented. Also, the
application of the data set to study the cloud occurrence and aerosol-cloud interactions
during the PS106 cruise with a focus on low-level clouds was demonstrated. Finally,
contributions of the data set towards improved radiative transfer simulations were highlighted.

Only a few campaigns with comparable equipment have been performed in recent years at
these northern latitudes. A new feature of PS106 was the deployment of a motion-stabilized,
vertically pointing 35-GHz cloud radar [Griesche et al., 2020a]. After the cruise, the cloud
radar Doppler velocity was corrected for the movement of the ship. The reached leveling
precision by the applied stabilization platform was better than 1°. The heave correction
reduced the fraction of the ship’s movement in the power spectral density of the cloud radar
Doppler velocity by a factor of 15. It was shown that EDR could be derived from the Doppler
velocities after the motion correction.

Cloudnet products were derived from the measurements and improved to address the
challenges posed by Arctic clouds [Griesche et al., 2020a]. New approaches for the retrieval
of eddy dissipation rates and ice crystal effective radius were presented. Additionally, the
importance of the lowest detection range for remote-sensing instruments was highlighted.
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This discussion resulted in the development of a new detection approach for low-level stratus
cloud layers based on the PollyXT_OCEANET measurements. These low clouds (between
50m and 165m height) are missed by most of the common remote-sensing techniques and
were observed during 50% of the observational time. The implementation of a new ice
effective radii retrieval was one step towards continuous, high resolved radiative transfer
simulations and eventually a better understanding of the radiative effects of clouds and
aerosol on the Arctic climate.

The highlight of this thesis was the first presentation of heterogeneous ice-formation
temperatures for Arctic mixed-phase clouds in dependence on their surface-coupling state.
This study was published in Griesche et al. [2021]. Based on the analysis of lidar, cloud
radar, and radiosonde observations differences in the occurrence of ice-containing clouds
for surface-coupled and -decoupled clouds were investigated. Besides minimum cloud
temperature, the data show a significant dependence of the liquid-water-dominated cloud
layer base height and coupling state of the cloud on the probability of ice formation. Figure
5.4 compares the fraction of ice-containing clouds for different minimum cloud temperatures
for coupled and decoupled situations. The strongest differences were found at minimum
cloud temperatures slightly below freezing. Above −15 °C, surface-coupled ice-containing
clouds occur more frequently by a factor of 5 in numbers of observed clouds and by a factor
of 2 in frequency of occurrence. Furthermore, the number of analyzed data is largest in
this range, which underlines the significance of this finding. A similar ice cloud occurrence
below −15 °C as found over Leipzig together with a land-based aerosol source attribution
suggests the presence of continental aerosol in the free troposphere. Potential reasons for
the surface-coupling effects at the high subzero temperatures on cloud ice occurrence were
examined through a literature survey. However, seeding from higher ice clouds, blown
snow, and ice fog could be ruled out for the analyzed observation period. The most likely
explanation was found to be a larger reservoir of biological ice-nucleating particles of marine
origin in the surface-coupled marine boundary layer. The larger abundance of INP leads to
higher freezing efficiency in those clouds which have at least their base in the boundary layer.
This conclusion is corroborated by recent in-situ-based studies of the INPC which took place
in close vicinity to open-water surfaces in the marine Arctic boundary layer.

Furthermore, the presented data set is of great value for radiative closure studies. In
this thesis, it has been shown that a detailed characterization of the low-level clouds
can significantly improve the quality of radiative transfer simulations. In the standard
configuration of processing schemes for cloud microphysical products, such as Cloudnet,
the low-level clouds are often underrepresented, which eventually leads to large differences
in short- and longwave irradiances. A difference in the derived CRE of up to 100Wm−2

was calculated in the presented case study, when these low-level clouds were considered in
T-CARS input compared to the application of the standard Cloudnet products. Since it has
been shown by previous radiative studies, that low-level clouds are of great importance for
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the Arctic energy budget, an accurate representation of these clouds in radiative studies is a
prerequisite for the understanding of Arctic amplification.

Future work should confront the observed cloud macro- and microphysical properties
as well as the EDR with high-resolution model simulations along the PS106 track that
have been carried out in the framework of (AC)3. The herein introduced remote-sensing
techniques are to be applied to the data set of the recently conducted one-year polar ice
drift of RV Polarstern during the MOSAiC project [Shupe et al., 2020]. This data will
provide an unprecedented view on Arctic aerosol and mixed-phase clouds. A Cloudnet
data set derived from the MOSAiC observations is currently under development. This data
set will substantially contribute to our understanding of the role of clouds in the current
warming of the Arctic climate system. Improvement of the cloud microphysical and radiative
properties may be achieved with an optimal estimation technique based on the synergistic
combination of remote sensing, LES experiments, and radiative transfer model simulations.
Such a method already introduced in Fielding et al. [2014, 2015] can give the opportunity to
derive synthetic Cloudnet products for radiative transfer applications. Implementing this
method is outside the scope of Project A01 phase 1 of (AC)3. However, its appliance can be
relevant for, e.g., the MOSAiC data set.

Future studies should also focus on the linkage between types of aerosol raised to cloud
level and the fraction of ice-containing clouds to confirm the hypothesis that INPs of biogenic
origin play a significant role in heterogeneous ice formation in the Arctic at temperatures above
−15 °C. The observed effect is to be investigated using, e.g., LES and it should be checked if
a variation in the INP abundance under different surface coupling situations can reproduce
the findings. Additional Arctic and also Antarctic cloud data sets should be investigated
with respect to their distance from the marginal ice zone, open leads, and polynyas. The
MOSAiC observations provide already a valuable data set for a continuative study of Arctic
mixed-phase clouds. Furthermore, TROPOS has planned to perform ground-based remote
sensing at the Antarctic station Neumayer III starting in 2023. In the framework of the
recently funded COALA project, the OCEANET-Atmosphere suite will be brought to the
Neumayer III station for one year to deliver a Cloudnet data set. If indeed INPs from
marine origin control heterogeneous ice formation that strongly, a decrease in this effect with
increasing distance from open water should be detectable. For a better understanding of the
phenomenon, measurements in different seasons and regions of the Earth should be made to
determine if this effect is only characteristic for the Arctic summer. Also, a possible impact of
the different ice occurrence under surface-coupled and -decoupled situations on the radiation
balance are to be investigated. If in a changing Arctic low-level clouds are subject to different
conditions that impact the cloud microphysics, this will feed back on the drivers of Arctic
amplification.
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Appendix A

Determination of a volume
depolarization threshold for
lidar-based ice detection

A lidar volume depolarization ratio threshold for the ice detection during aerosol free periods
was used in Chapter 5. This threshold was determined by theoretical considerations of lidar
scattering functions and their effect on the depolarization of the emitted light, as described,
e.g., in Freudenthaler et al. [2009], and the relationships between temperature (T) and
reflectivity (Z), and ice water content (IWC) and extinction coefficient (α) from Hogan et al.
[2006].

The extinction coefficient was calculated for IWC between 10−7 kgm−3 and 10 kgm−3.
From the extinction coefficient and a lidar ratio of 30 sr for ice clouds [Ansmann et al.,
1992b] the theoretical particle backscatter coefficient was calculated as function of IWC
and T. Following Elterman [1968] and Teillet [1990], the molecular extinction coefficient
can be obtained. Using the constant molecular lidar ratio Smol = 8π

3 one can determine the
molecular backscatter coefficient. The molecular volume depolarization ratio for Rayleigh
scattering at 532 nm was approximated with 0.01 [Biele et al., 2000]. Following Freudenthaler
et al. [2009], the theoretical volume depolarization ratio can then be calculated from the
particle backscatter coefficient, the molecular backscatter coefficient, and the molecular
volume depolarization ratio as a function of the particle volume depolarization ratio. The
resulting relationship between IWC and volume depolarization ratio for −5 °C (blue) and
−30 °C (orange) at 532 nm are shown in Figure A.1.

Additionally, the depolarization caused by scattering at molecules in the atmosphere
is marked with the dashed green line. From this relationship, it follows that a distinct
identification of ice using the volume depolarization ratio of the 532 nm wavelength is only
possible above a volume depolarization ratio of 0.03, which corresponds to an IWC of
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Figure A.1: Theoretically derived relationship between IWC and lidar volume depolarization
ratio at 532 nm for −5°C (blue) and −30°C (orange). The respective vertical dashed lines mark
the IWC at volume depolarization threshold of 0.03. The green dashed line marks the molecular
depolarization and the red dashed line the IWC threshold for lidar based ice detection of 10−6 kgm−3

from Bühl et al. [2013].

8·10−5 kgm−3 for −5°C (dashed blue line; 4·10−5 kgm−3 at −30°C, dashed orange line). For
comparison, also the threshold from Bühl et al. [2013] of IWC = 10−6 kgm−3 for ice detection
using the 532 nm lidar volume depolarization ratio is shown in Figure A.1 by the dashed red
line.
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List of abbreviations and acronyms

(AC)3 Arctic Amplification: Climate Relevant Atmospheric
and Surface Processes and Feedback Mechanisms

ACI aerosol-cloud-interaction
ACLOUD Arctic Cloud Observations Using Airborne Measure-

ments during Polar Day
ACSE Arctic Clouds in Summer
AERONET Aerosol Robotic Network
AOE Arctic Ocean Experiment
ARI aerosol-radiation-interaction
ARM Atmospheric Radiation Measurement
ARSCL Active Remote Sensing of Clouds
ASCOS Arctic Summer Cloud Ocean Study
ATM atmospheric
CALIPSO Cloud-Aerosol Lidar and Infrared Pathfinder Satellite

Observation
CAM5.1 Community Atmosphere Model version 5.1
CCN cloud condensation nuclei
CCNC CCN number concentration
CO2 carbon dioxide
CRE cloud radiative effect
DOE Department of Energy
EDR eddy dissipation rate
FFT Fast Fourier Transformation
FLEXPART FLEXible PARTicle dispersion model
GDAS Global Data Assimilation System
HATPRO Humidity And Temperature Profiler
HV horizontal visibility
HYSPLIT Hybrid Single-Particle Lagrangian IntegratedTrajectory

model
IAOOS Ice Atmosphere Arctic Ocean Observing System
IMU inertial measurement unit
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INP ice-nucleating particle
INPC INP number concentration
IWC ice-water content
IWP ice-water path
IWV integrated water vapor
KAZR Ka-band ARM zenith radar
LDR linear depolarization ratio
LES large-eddy simulations
lidar light detection and ranging
LLS low-level stratus
LW longwave
LW↓ global terrestrial downward directed irradiance
LWC liquid-water content
LWP liquid-water path
LWPint column-integrated LWC
MEMS micro-electro-mechanical systems
MODIS Moderate Resolution Imaging Spectroradiometer
MOSAiC Multidisciplinary Drifting Observatory for the Study of

Arctic Climate
MWR microwave radiometer
NSA North Slope of Alaska
PAMARCMiP 2018 Polar Airborne Measurements and Arctic Regional Cli-

mate Model Simulation Project 2018
PASCAL Physical Feedbacks of Arctic Boundary Layer, Sea Ice,

Cloud and Aerosol
PEARL Polar Environment Atmospheric Research Laboratory
PSD particle size distribution
radar radio detection and ranging
RRTMG Rapid Radiative Transfer Model for General Circulation

Models
RV research vessel
SFC surface
SHEBA Surface Heat Budget of the Arctic
SiPCA Survival of Polar Cod in the Arctic Ocean
SNR signal-to-noise-ratio
SO2 sulfur dioxide
SW shortwave
SW↓ global solar downward directed irradiance
T-CARS TROPOS Cloud and Aerosol Radiative Simulator
TKE turbulence kinetic energy
TOA top of the atmosphere
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TROPOS Leibniz Institute for Tropospheric Research
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