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Referat:

Ziel dieser Promotion in industriellem Umfeld war es, die zugrundeliegenden physikalischen
Alterungsmechanismen von Avalanche Photodioden (APD) und deren Auswirkungen auf die
Funktion in der automobilen Light Detection And Ranging (LiDAR) Anwendung zu
bestimmen. Es wurde ein neues Degradationsmodell entwickelt, das zahlreiche Aspekte der
Generation negativer Oxidladungen und Si:SiO2 Grenzflächenfallen beinhaltet und an exper-
imentellen Degradationsdaten kalibriert wurde. Die Rückkopplung zwischen Degradation-
sphänomenen und sensorinternen Feldern und Strömen entspricht einem gekoppelten Prob-
lem, das durch einen ausgefeilten, maßgeschneiderten numerischen Iterationsansatz in einem
Tandemverfahren der Sensordegradations- und der Silvaco Atlas Bauteilsimulator selb-
stkonsistent gelöst wurde. Belastungsexperimente wurden an Testsensoren unter verschiede-
nen Betriebsbedingungen und an LiDAR-APDs durchgeführt. Der gesamte Satz experi-
menteller Ergebnisse fand seine vollständige physikalische Interpretation in Verbindung mit
dem Degradationsmodell, das eine hervorragende Übereinstimmung erzielte. Dabei wurden
zahlreiche neue Erkenntnisse gewonnen: Das Ausmaß der Degradation wird durch die Eigen-
schaften der Oxidschicht des Sensors bestimmt. Die Degradationsgeschwindigkeit nimmt mit
der Temperatur, der Spannung und der Beleuchtungsintensität zu, wobei der Einfluss der
Temperatur aufgrund der signifikanten Beteiligung des Dunkelstroms während der Degrada-
tion besonders stark ist. Die Generation negativer Oxidladungen führt zu einer Drift der
Stoßionisationsrate im Sensorrandbereich. Die Erzeugung von Grenzflächenfallen fördert die
Akkumulation negativer Oxidladungen durch die Zufuhr von thermisch erzeugtem Dunkel-
strom. Auf diese Weise wird die Degradation um 14 % beschleunigt. In einigen Fällen er-
höhte sich die Stoßionisationsrate im Sensorrandbereich, was auf ein fundamentales Problem
hinweist. Unter erstarkenden Generations-Rekombinationsprozessen im Sensor während der
Degradation nimmt das Rauschen zu. Verfügbare Rauschmodelle wurden erweitert, um die
Auswirkungen der Degradation zu berücksichtigen. Zusammen mit der Anwendung des kalib-
rierten APD-Degradationsmodells wurde festgestellt, dass das Rauschen stark beeinflusst
wird, was auf einen durch Degradation verursachten Lawinendurchbruch des Randdunkel-
stroms zurückgeführt wurde. Infolgedessen verschlechtert sich das Signal-Rausch-Verhältnis
von kleinen Signalen 100 m entfernter Objekte auf einen Wert unter 1, bei dem selbst the-
oretisch eine Auflösung unmöglich ist. Die Lebensdauer für die belastendste Bedingung im
LiDAR-Betrieb wurde auf nur 1000 h geschätzt, was weit unter den Anforderungen der Au-
tomobilindustrie von mehreren Jahrzehnten liegt.
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Abstract:

The aim of this thesis prepared in an industrial environment was to reveal the underlying
physical aging mechanisms of avalanche photo diodes (APD) and their effects on the function
in automotive Light Detection And Ranging (LiDAR) application. A novel degradation
model was developed treating numerous fundamental aspects of negative oxide charge gener-
ation and Si:SiO2 interface trap generation. So far, no model is known covering the kinetics
of APD degradation at all. Due to the feedback between degradation phenomena and sensor
internal fields and currents, a coupled problem arose, which was solved self-consistently by
a sophisticated tailor-made numerical iteration approach in a tandem procedure combining
the simulation of sensor degradation and the Silvaco Atlas device simulator. Therefrom,
the generation of negative oxide charges was identified to cause a drift of the impact ioniza-
tion rate in the sensor edge. The generation of interface traps promotes the accumulation
of negative oxide charges by their supply of thermally generated dark current. In this way,
degradation is about 14 % faster. The model was calibrated on experimental degradation
data. Stress experiments have been performed on test sensors under a variation of operation
conditions and on APDs. The entire set of experimental results found its complete physical
interpretation in conjunction with the degradation model which achieved an excellent agree-
ment. Thereby, numerous novel insights were revealed: The extent of degradation is induced
by the properties of the sensor oxide layer. The degradation pace increases with temperature,
voltage and intensity of illumination whereas the impact of temperature is particularly strong
due to the significant participation of dark current during degradation. The oxygen vacancy
was concluded to be the dominant trap in the oxide layer of the studied sensors. An empirical
distribution of individual sensor properties was achieved. In some cases, the impact ionization
rate in the sensor edge increased which indicates a major problem, as noise increases when the
generation-recombination processes in the sensor become more pronounced during degrada-
tion. Available noise models were extended to cover the effect of degradation. Together with
the application of the calibrated APD degradation model, the noise was revealed to be highly
affected, which was ascribed to an avalanche breakdown of the edge dark current caused by
degradation. Consequently, the signal-noise-ratio of small signals from 100 m distant objects
degrades to a value below 1, where even theoretically a resolution is impossible. A lifetime
of only 1000 h was estimated under the most severe automotive LiDAR operation conditions.
This falls much below the requirements of the automotive industry of several decades.
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Chapter 1

Introduction

Traffic accidents are a negative side effect of modern societies. Especially in big cities,
they lead to fatalities every day. Over 90 % of accidents are caused by human error [1].
If technology existed that would allow vehicles to reliably drive autonomously, the
number of traffic accidents could be drastically reduced. In addition to saving count-
less lives, this would also reduce the financial expenses associated with accidents, such
as insurance costs, medical treatment costs, and lost work time. Collective behavior
of autonomous vehicles would also help avoid traffic jams. This would reduce both,
fuel consumption and greenhouse gas emissions [2]. People could work productively or
relax while driving. People unable to actively participate in road transportation would
be less restricted. Advanced car-sharing approaches could reduce the excessive number
of private vehicles in cities and thus increase the quality of life there. Various concepts
for autonomous vehicles already exist. For their realization, apart from Tesla1, all
major automobile manufacturers rely on the application of Light Detection And
Ranging (LiDAR) [3].
LiDAR is the most precise method to measure distances [4]. Based on the Time of
Flight measurement [3, 5-8], LiDAR modules are built of emitting laser diodes and
detecting photo sensors. Several techniques are available to scan the space to obtain a
high resolution point cloud of distances to surrounding objects [3, 4, 9-17, 17-21]. Cur-
rently, more than 95 % of commercial LiDAR systems are based on near-infrared laser
wavelengths of mostly 905 nm [4,22]. Matched to this, silicon-based photo sensors are
used. Also higher wavelength are considered [23-25], but corresponding sensors are still
under development [26]. Among all employed sensors, avalanche photo diodes (APD)
currently possess the advantage of operating reliably despite high background radia-
tion [27] and more efficient than their counterparts [28]. Therefore, they are the only
sensor solution in mass production [29]. A major problem APD manufacturers face

1The car manufacturer Tesla, Inc.
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Chapter 1. Introduction

is their comparably high noise level [29]. In the APD, the photogenerated current is
multiplied by an internal multiplication mechanism based on impact ionization. As a
result, high signal-noise-ratios (SNR) are still achieved to provide the required resolu-
tion of high distances above 100 m [4,25,29]. Currently none of the LiDAR technologies
meet the reliability requirements of the automotive industry concerning the aging of
LiDAR components [17]. So autonomous driving cannot yet be realized for public use.
The application in the automotive sector requires the functional parameters of the APD
to remain stable for decades. While for APDs from different application areas, a drift
of their functional parameters during operation could be observed [30-34], aging under
near-application conditions, especially under illumination, has been only sparsely stud-
ied. Also, knowledge about failure mechanisms in APDs is meager, so a quantitative
understanding of APD aging especially in LiDAR application does currently not exist
at all.
In order to establish a fundamental understanding of APD aging in LiDAR applica-
tion that supports designers to achieve more robust sensors and thus to enable a step
closer to the realization of autonomous driving, it is the aim of this thesis prepared
in an industrial environment to reveal the underlying physical mechanisms of aging
and its effects on the function of APDs in automotive LiDAR application. In chapter
2 the basic principles of APDs, LiDAR modules and aging analysis are introduced.
The methods of the employed device simulator and physical degradation mechanisms
reported in the field of power devices are presented. In chapter 3 their relevance for
APDs in automotive LiDAR operation is examined. Based on that and theoretical
high field physics, a novel APD degradation model is developed. Operation conditions
produce high fields and currents inside the sensor. These drive the temporal change
of internal sensor properties which in turn affect internal fields and currents. This
feedback is considered here as a coupled physical problem. Therefore, a sophisticated
numerical iteration approach is developed in chapter 4 to solve the coupled degradation
problem self-consistently. It is based on a coupled simulation of device simulator and
APD degradation model. In chapter 5, aging of test structures is studied under accel-
erating conditions in stress experiments. By fitting experimental and simulated data,
the degradation model from chapter 4 is calibrated. In chapter 6, stress experiments
are performed on APDs. Together with simulation results of the calibrated degradation
model, new insights into the temporal change of their internal electrical parameters are
provided. Based on this, the effect of aging on functional parameters is identified. The
APD degradation mode in automotive LiDAR operation is revealed and an estimation
of its lifetime under severe LiDAR operation conditions is established. A final conclu-
sion is presented in chapter 7 and an outlook for future APD design optimization is
proposed.
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Chapter 2

Conceptual background

An overview of the required basic concepts is provided. In section 2.1, the fabrication,
design and function of the avalanche photo diode (APD) in the automotive LiDAR
application are fundamentally explained. In section 2.2, the structure and function of
the rotating LiDAR module is discussed. Section 2.3 gives an introduction to the con-
cept of lifetime determination and explains fundamentally which processes are crucial
for the aging of the APD. Some of these are already known from the field of power
devices which are also introduced. In the course of this work a model will be developed
to simulate the degradation of the APD. Its simulation combines the semiconductor
device simulator with the determination of the effects of the degradation. Therefore,
section 2.4 gives an overview of semiconductor device simulations and presents the
basic physical processes that are crucial in the APD sensor chip.

2.1 Basic principles of avalanche photo diodes

In the following the Avalanche Photo Diode (APD) is introduced. It has a high-
speed and high sensitivity operation, which has its origin in the internal multiplication
mechanism. In this way the detector multiplies low-level light intensities to large
electrical signals. In LiDAR applications, this is particularly important for detecting
targets at long distances. Furthermore, in the LiDAR wavelength range of 905 nm,
APDs are highly optimized. Their quantum efficiency is very close to 100 %. The basic
features of the APD are described in sufficient depth in [35,36]. The following is based
on these reports and the essential properties of the APD are briefly introduced.

3
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Figure 2.1: Basic structure of APD in topview (a) and cross section of the doping and
material profile (b). Also the circuit symbol is shown. APDs are reverse biased.

2.1.1 Design basics and internal processes

Figure 2.1a shows a sketch of the top view on the device. The p contact at the outside,
the n contact further inside and in between the underlying silicon dioxide can be seen.
The dioxide also covers the active area in the center of the sensor. The regarded device
possesses circular symmetry. Its cross section along the dashed line in figure 2.1a is
shown in figure 2.1b. The rough process flow for manufacturing is as follows. A very
low p doped silicon layer is epitaxied on a high p doped silicon substrate. Subsequently,
the surface is oxidized. This is predominantly a wet oxidation, which is much faster
compared to the dry version. The resulting oxide layer is about 800 nm thick. The
oxide layer is then removed or thinned in some places to process the doping profiles.
The central n+ arsenic and p+ boron profiles, which are very narrow in depth, are
implanted as well as the lateral p+ boron profile. The former, together with the doping
of the epitaxy layer, form the doping profile of the actual APD in the center of the
sensor chip. It is outlined in figure 2.1b in dashed lines. The p+ doping in the center
is also called avalanche implant. The lateral p+ serves as contact doping. The n++

doping, which limits the central area, is the so-called guard ring. To process these, the
oxide is removed at the intended location and phosphorus chloride (POCl3) is added
to the wafer in the furnace. Phosphor Silicate Glass (PSG) is then deposited on the
silicon surface. At high temperatures, phosphorus diffuses from the surface into the
silicon. This forms the n++ phosphorus doping, which is very inhomogeneous in con-
trast to the implant profiles. It serves as contact doping and has moreover the effect
that the electric field in the chip center is homogeneous and no energetic electrons
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Figure 2.2: Sketch of doping profile (a), electric field profile in operation mode (b) and light
absorption (c) in depth of the sensor chip center. Cross section of the sensor with incident
light (d).

leak into the edge region. The latter would result in a delayed response behavior. In
addition, the impurity gradient must be very low and the radius large to avoid edge
breakdown. The anti-reflection coating is then processed. It consists of a thin silicon
oxide and silicon nitride layer. The combination of different refractive indices enables
one hundred percent transmission of light into the APD. Finally, the oxide is opened
at the designated locations and aluminum is deposited as the contact metal. In parts,
it overlaps above the oxide. At the n side this overlap is called field plate. Titanium
gold is then deposited on the back surface. It serves as the backside contact.
Figure 2.2a illustrates the general doping profile of the investigated APD in the center
in a plot of the depth against the doping concentration. This is located in the center
of the sensor as outlined in figure 2.1. Directly at the surface there is a rather narrow
but very highly concentrated n doping. At a depth of b ≈ 2 µm there is a strong and
also very narrow p doping. As aforementioned, both are realized by implants. At a
depth of WD ≈ 65 µm a very strongly p doped layer follows. It often corresponds to the
substrate which is contacted. The region between these three dopants is very weakly p

doped and corresponds to the background doping. During operation, a positive voltage
is applied to the n side while the p side in grounded. Thus, the diode is operated at
reverse voltage. Therefore, the semiconductor can be depleted up to the p++ doping
and the electric field whose profile is schematically shown in figure 2.2b disappears only
beyond the depletion width WD within the p++ doping. However, in the region between
the n++ and the p+ doping it obtains high values of around EM = 3 × 105 V/cm. Be-
tween the p+ and the p++ doping, its magnitude is much smaller with Ed ≈ 104 V/cm.
In general, the electric field can be determined by the Poisson equation (section 2.4.1),
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Chapter 2. Conceptual background

which relates it to the doping level. Figure 2.2 shows a sketch of the absorption profile
in the sensor center. Because the absorption coefficient α of light in the 905 nm re-
gion is relatively small, light entering the surface can penetrate deeply into the APD.
Therefore, the majority of photo generation occurs in the region below the p+ layer in
the field of Ed. Due to the polarity of the applied voltage, electrons in the electric field
are accelerated toward the surface and holes in opposite direction. The drift velocity
then depends on the field strength. With increasing field strength, the energy supplied
to the charge carriers by the field increases on the one hand. On the other hand, the
increase in energy increases the frequency of collisions with lattice atoms. At a field
of Ed = 104 V/cm this leads to saturation of the velocity, so that electrons in the low
field range move with saturation drift velocity (∝ 107 cm/s). In the high field region,
a field strength of EM > 1. 8 × 105 V/cm is sufficient to enable an additional scatter-
ing mechanism: Impact ionization. In this process, very energetic conduction band
electrons collide with valence band electrons and thus excite them into the conduction
band. These in turn can excite further electrons from the valence band if accelerated
long enough in the field. This leads to a multiplication of the original electron entering
the high field region. In general, the number of electron-hole pairs generated by this
process per unit length is called the ionization rate. It represents a probability for the
occurrence of impact ionization and depends on the material and the type of charge
carrier. Thus, the ionization rate in silicon is very different for electrons (αn) and holes
(αp) with k = αp/αn ≪ 1. Its magnitude, and therefore the amount of multiplication,
is very strongly dependent on the field strength EM . At very high operating voltages,
a chain reaction is triggered and an avalanche breakdown occurs, corresponding to an
infinite multiplication. The voltage at which this occurs is called the breakdown volt-
age Ubr.

2.1.2 Basic function and parameters

Electrical properties

The multiplication, also called gain M , is measured as a function of the operating
voltage. The resulting gain voltage characteristic is one of the most important sensor
properties. It is determined by measuring the photo current at voltage U and relating
it to the photo current at a gain of M = 1:

M = Iph(U)
Iph(UM=1)

(2.1)
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Figure 2.3: Plot of dark current Id (left), photo current Iph (middle left) and gain M (middle
right) against voltage U for a variation of the temperature T . The breakdown voltage Ubr is
plotted against the temperature T (right). Data were provided by the First Sensor metrology
group.

Figure 2.3 on the left shows the dark current voltage characteristic Id(U) in a plot of
current I versus voltage U for temperatures −40 ◦C < T ≤ 125 ◦C. As the voltage
increases, the dark current increases for each temperature T . The slope is very flat
at first. At the breakdown voltage Ubr the increase becomes abruptly extremely large.
This is the avalanche breakdown. The breakdown voltage depends on the tempera-
ture and increases with it. Below the breakdown voltage, the dark current is strongly
temperature dependent and increases with it. Figure 2.3 on the middle left shows the
photo current curves Iph in a plot of current I versus voltage U for the same temper-
atures as before. The photo current behaves similarly to the dark current. At lower
temperatures it runs at much higher values. The Iph curves also increase with voltage
rather slowly at first. When the breakdown voltage Ubr is reached, the slope becomes
extremely large. Below the breakdown voltage, the photo current is not as strongly
dependent on temperature as the dark current, but still increases with it. From the
photo current curves the gain voltage characteristic M(U) can be determined according
to equation 2.1. This is shown again for the previous temperatures in figure 2.3 on the
middle right. At about 40 V the gain rises sharply within a few volts and reaches values
above 4. Thereafter, it increases with voltage. At the breakdown voltage, the slope
abruptly becomes extremely large. The gain is then far above 100 and tends towards
infinity. The reason for the behavior of these three quantities at about 40 V is that the
sensor is depleted to the substrate at this voltage. Thus, electron hole pairs that are
generated are separated by the drift field Ed and contribute to the measured current.
At the same time EM becomes large enough for multiplication of the charge carriers.
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Figure 2.4: a: Absorption coefficient α against the wavelength λ. Data from [37]. b:
Responsivity of LiDAR APD against wavelength λ. Data from [38].

In figure 2.3 on the right the breakdown voltage Ubr is plotted against temperature T .
For all curves shown, the breakdown voltage values lie on a straight line with slope
TK ≈ 1. 5 V/K. The latter is called the temperature coefficient. It describes how much
Ubr increases per Kelvin. The reason for this behavior of the breakdown voltage is that
the number of lattice vibrations increase with temperature. Thus the mean free path
of the charge carriers decreases. This leads to an increased rate of collisions with lat-
tice atoms before they have gained enough energy from the field for impact ionization.
Therefore, the gain decreases with increasing temperature and higher fields are needed
for the same value of the Gain.

Optical properties

The basic physical mechanism of photo detectors is the photoelectric effect. A photon
excites a charge carrier into a conductive state, which results in conductivity. The
necessary energy for this process is obtained from the energy of the photon Eλ. It is
determined from the wavelength by λ = hc/Eλ = 1. 24/Eλ(eV ) µm. Where h is the
Planck constant and c the speed of light. With the transition energy from valence to
the conduction band ∆E, photons with Eλ ≥ ∆E can excite charge carriers. This
corresponds to the lower limit of photon energy. Below this, they cannot be detected.
An important measure is the absorption coefficient, which describes the tendency of
the semiconductor material to absorb light. Figure 2.4a shows the dependence of the
absorption coefficient in silicon on the wavelength of the incident light. It decreases
with increasing wavelength until it becomes vanishingly small at about 1100 nm. This
corresponds approximately to the wavelength at which photons still have the required
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2.1. Basic principles of avalanche photo diodes

energy of 1. 1 eV to lift electrons from the valence band into the conduction band of
silicon. Figure 2.2 illustrates the decrease in light intensity with distance x from the
surface at x = 0 into which the light enters. There is an exponential relationship.
Thus, in general, most light is absorbed near the surface. Up to which depth the
incident light is absorbed depends strongly on the absorption coefficient. If the value is
high, the light is completely absorbed in the first few nm below the surface. This has
the disadvantage that the electrons generated there do not pass through the complete
area in which multiplication takes place and thus their multiplication factor is lowered.
This behavior therefore limits the photon energy. Light with the LiDAR wavelength of
905 nm is absorbed up to a depth of about 65 µm to 90 %. As described, the concept of
APD is that the photo generated carriers are generated in the drift field below the p+
implant as it is shown in figures 2.1 and 2.2. From there, they drift towards the surface
at saturation velocity to be multiplied in the last 2 µm below it. In this process, the
field is only present within the depletion zone. Its depth is therefore crucial for the
function. This is therefore not guaranteed below 40 V where the depletion width is less
than 65 µm. In general, the detector is designed in such a way that the depth of the
depletion zone meets this value in the range of the operating voltage.
The quantum efficiency η is a measure that takes all of the above factors into account.
It is defined as the ratio of the number of generated electron-hole pairs to the number
of incident photons: η = ne−h/nph. Ideally, it is η = 1. Among other factors, reduction
occurs due to current loss from recombination of carriers and reflection of light from the
surface. Devices with anti-reflective coatings nevertheless achieve quantum efficiencies
approaching 100 % in the near-infrared region. Quantum efficiency is the physical
measure of responsivity S and thus closely related to it. It is defined as the ratio of the
generated photo current to the power of the radiation: S = Iph/Popt. It is much easier
to measure experimentally than quantum efficiency. Figure 2.4b shows the responsivity
S as a function of wavelength λ for the devices studied. Starting at short wavelengths,
S increases, reaches its maximum just below 905 nm and drops to zero at 1100 nm. The
APD chips are designed such that the depletion width WD in the range of operating
voltages corresponds to a value of 1/α(λ = 905 nm) to 2/α(λ = 905 nm). Thus the
peak of the responsivity curve is set to about 905 nm so that the light signal can be
resolved as well as possible.

Functional parameters

The APD transforms an optical into an electrical signal. Figure 2.5 shows schematically
the optical input and the electrical output. Mechanisms in the device cause a blurring
and delay of the output compared to the input. The rise and fall time correspond to
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Figure 2.5: Sketch of the
optical input signal Popt,in

and the electrical output
signal Iph,out of the APD.

the delays during the rise and fall of the signal. Both quantities must be minimized.
They are significantly influenced by the so-called response speed of the sensor, which
is a measure of how quickly generated charge carriers are extracted as output into the
external circuit. It is influenced by the following factors. The first is the CR time
constant tCR ∝ 1/WD, where R and C correspond to the resistance and capacitance
of the depletion region. Consequently, the depletion width WD must be as large as
possible. Furthermore, the transit time tdrift of the charge carriers in the depletion
zone is crucial. This is determined by the drift velocity vdrift as tdrift = WD/vdrift. To
minimize it, the depletion zone must become as small as possible and the operation
voltage or drift field in the design must be chosen such that the charge carriers move
with saturation drift velocity. In addition, very strong generation of charge carriers
occurs at very high light intensities. In this case, the attractive force between electrons
and holes may cancel out the electric field. A rapid increase of the transit time is the
consequence. An increase in multiplication is always accompanied by an increase in
lattice collisions, which decelerate the electrons. This leads to an additional delay of
the response speed, called multiplication time. Charge carriers generated outside the
depletion zone must diffuse into it before they can be accelerated in the drift field.
This diffusion process can take up to 1 ns and is called diffusion time. To minimize it,
the semiconductor must be depleted as much as possible. Finally, the CR time con-
stant, the drift time and the diffusion time result in an optimum for the depletion width.

In the LiDAR application, the intensities of the signals from distant targets are very
low. In order to resolve them, the noise of the sensor must be as low as possible. It
is due to spontaneous fluctuations of the current as it flows through the component.
There are basically two types of noise sources that cause these fluctuations in the sen-
sor. One is thermal noise, also called Johnson noise. It describes the thermally random
motion of the charge carriers. It is frequency independent and therefore corresponds
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2.2. Basic principles of Light Detection And Ranging

to white noise. Its noise current ⟨i2
therm⟩ is calculated as:

⟨i2
therm⟩ = 4 kBT

B

R
(2.2)

Where B is the bandwidth of the readout circuit and R is the sum of all resistors
through which current flows. The second noise source is the so-called shot noise. It is
caused by the discrete individual events of charge carrier generation and recombina-
tion and the statistical fluctuations associated with them. They include thermal and
photoelectric generation and recombination and impact ionization. Shot noise is also
frequency independent. There is an additional noise factor due to impact ionization
which is called excess noise F (M). Its origin is the fact that not every electron ex-
periences the same multiplication. It thus accounts for fluctuations in the process of
avalanche multiplication and is dependent on the gain M . Assuming that only electrons
enter the multiplication zone, the excess noise can be determined by [39,40]:

F = M [1 − (1 − k)((M − 1)/M)2] (2.3)

Where k = αp/αn is the quotient between the field dependent impact ionization rates
of holes and electrons (section 2.4). In general, a small value for k is desired to keep
the excess noise as low as possible. In silicon k ≪ 1 since αn ≫ αp . The shot noise is
finally determined by [35,40]:

⟨i2
shot⟩ = 2e (Id + Iph) MF (M) B (2.4)

Here e corresponds to the elementary charge, Id and Iphoto to the multiplied dark and
photo currents. Thus, 2e Id,M=1 and 2e Iph,M=1 are the contributions from thermal and
photoelectric generation. The term MF (M) corresponds to the factor by which the
noise increases when the noise of the generated carriers is multiplied. Because both,
signal and noise are multiplied by M , this results in an optimal value for M regarding
the singal-to-noise ratio (SNR) which is defined as the relation of the output signal
current to output noise current.

2.2 Basic principles of Light Detection And Rang-
ing

Light Detection And Ranging (LiDAR) is a method to measure distances. It is based
on the time of flight measurement. In the following, the basic structure and function
of the rotating LiDAR module is summarized.
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Figure 2.6: Basic struc-
ture of a LiDAR module.
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2.2.1 Basic structure

Figure 2.6 illustrates the basic structure of a LiDAR module. The laser source emits
laser pulses which are aligned to the window by a pivoting mirror. They travel at the
speed of light, reach the target object and are reflected from it. Part of the reflected
light passes through the window into the LiDAR module, where it is aligned with the
receiver which detects it as an echo signal. The receiver corresponds to an optical sensor
such as an APD or an APD array. During the process, the light travels the distance
between the LiDAR module and the target object twice. The distance d can therefore
be calculated from the time tflight required to overcome it with d = tflight c/2. Due to
the rotation around the vertical axis of the module and the pivoting of the mirror, all
spatial directions can be scanned. In this way LiDAR provides data of the distances
of surrounding objects. Essential is the measurement of the time between emitting the
light pulses and detecting the echo pulses. Figure 2.7 shows the output signal of the
laser in a plot of signal intensity against time. It corresponds to a rectangular pulse
shape. The peak intensity of the output must be maximum to detect remote targets.
At the same time, the average output power must be kept as low as possible due to
eye safety restrictions. Therefore, the phase of disappearing intensity is kept as long as
possible and the high intensity as short as possible. The rectangular pulses are 10 ns
long and the signal is modulated with a frequency up to 500 kHz [41, 42]. Figure 2.7
also shows a plot of echo signal intensity Popt,in against time which reaches the APD.
Here the time difference tflight corresponds to the time offset due to the time of flight
of the light. Extracting this from the data is subject to some challenges. In automotive
applications, distances from a few cm up to an order of 100 m must be resolved. To
be able to measure small distances, the determination of the time offset between laser
output and its echo must be very precise. Time differences must be resolved down
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to the ps range. At large distances, the intensities of the echo signals are very low.
Therefore, very low intensities must be resolved at the same time.

2.2.2 Receiver circuit and time of flight measurement

Figure 2.8 shows the basic circuit of the receiver. It consists of a high voltage (HV)
contact to which a very high negative voltage is applied. The resistor R is of the order of
10 kOhm and is intended to prevent excessive DC currents from the HV into the circuit
if, for example, the APD physically breaks down to prevent further damage in this case.
In case of large signal intensities of the optical input, the APD transforms them into
large current pulses which should not be suppressed. In this case, the capacitor C
and its branch provide the necessary energy for a short time such that the APD can
generate the signal without limitation. The capacitor is in the range of 3. 3 − 4. 7 nF.
This is followed by a circuit consisting of APD and transimpedance amplifier (TIA).
The APD generates an electrical signal from the optical signal, which is amplified by
the TIA for better evaluation. The amplified electrical signal is then passed on to
the timing circuit. When using the TIA, it should be noted that in the case of high
temperatures or high background radiation, a high DC current is output by the APD.
This can cause the TIA to reach its modulation limit and the amplifier closes, so that
the signal is not amplified properly and becomes smeared.
There are two ways to prevent DC currents from reaching the amplifier. The circuit of
the first one is shown in figure 2.8 on the lower left. The resistor RAC ∝ 1 kOhm and
the contact to ground ensure that ground is applied to the cathode of the APD without
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Figure 2.8: Basic receiver circuit of the LiDAR module. Two possbile setups of an APD-
TIA circuit are shown: the AC coupling (lower left) and the DC feedback loop (lower right).

current passing through. The capacitor CAC ∝ 1 pF transmits only AC signals to the
amplifier and is optimized in size for optimum noise bandwidth. In this way, TIA and
APD are AC coupled and the amplifier sees only the AC portion of the current that
contains the actual signal. This setup consists of several components. In general, the
increase of the number of components leads to an increase the noise of the entire circuit.
Therefore, the circuit shown in figure 2.8 on the lower right corresponds to a sufficient
alternative. Behind the APD the TIA is connected in a DC feedback loop (DCFB).
The DC output from the TIA is branched off and given back into the voltage controlled
current source and input back in front of the TIA as a negative current. In this way, up
to 2 mA DC component of the APD output can be compensated. The main advantage
is that the TIA and the DC feedback loop are fabricated on one chip, so the noise
contribution is rather small. In both cases, only the AC portion of the APD output is
given to the TIA. This includes not only the signal but also the noise of the APD. In
section 2.1 it was shown that all forms of generation and recombination increase the
noise current. Therefore, the noise contribution of high background irradiation and
temperature which are direct current sources cannot be suppressed. Because of that,
the sensor is not exposed to the complete light spectrum. There are always filters in
the beam path in front of it, which have a bandwidth of (905 ± 50) nm. This keeps the
impact of background irradiation as low as possible.
Due to the response behaviour of the APD, the output signal of the APD Iph,out is
delayed and smeared compared to the optical input Popt,in as it is shown in figure 2.7.
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The output of the APD can now be processed by a voltage comparator. It gives a
high output (1) when the output signal of the APD reaches 10 % of its maximum level.
Below that it gives a low signal (0). The electrical signal that triggers the laser and
the output signal of the voltage comparator Imeas,out are now fed into a time-to-digital
converter that outputs the time difference of both digitally. Due to the smearing of
the APD signal, the time of flight tflight is subject to an error ∆tflight. This ultimately
determines whether the resolution of the time down to the ps range is possible.
In addition, the light signal must be detectable in the electrical output of the APD.
This is not the case if the noise of the APD output is larger than the signal current.
Theoretically, signals can only be resolved when the signal-noise-ratio (SNR) is greater
than 1. A low SNR can become a problem at high distances when the intensities of
the optical echo signal are very small. The gain M of the signal can be controlled
by the operation voltage U applied to the APD. However, it also multiplies the noise.
That leads to an optimum of the gain M , where the signal is strongly multiplied, but
the noise is not. In this optimum weak signals are very well resolved. Therefore, in
some concepts it chosen as the operation point of the APD. Due to the temperature
dependence of the M -U characteristic, it must be readjusted in case of temperature
fluctuations. This is done according to the temperature coefficient TK = 1. 5 V/K
introduced in section 2.1. For example, if the optimum is reached at room temperature
at U = 160 V, the voltage must be increased by 30 V for a temperature increase of
20 ◦C. In this way, the optimum is reached with an accuracy of 5 %. A second concept
is to set a limit for the noise level of the APD and increase or decrease the voltage
until this limit is reached.

2.3 Basic principles of reliability analysis

In the automotive sector, a very low failure rate of all installed components must be
guaranteed for decades. The exact value is demanded from the customer. A value
of 1 ppm/h (parts per million) is assumed throughout this work. This also applies
to the sensors in the LiDAR module and thus to the APD and its function in the
LiDAR application. In order to analyse the reliability of the APD, underlying physical
mechanisms governing the aging process need to be known. In the field of reliability
physics of power devices, there is a large number of reported mechanisms. Those that
can potentially have a large effect on the function of the APD in the automotive LiDAR
application are briefly presented. Before, the concept of aging analysis is outlined.
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2.3.1 Concept of aging analysis

Failure generally means that the APD does not fulfill its intended function or no longer
does so over time. A concept that describes the life cycle of a component is the so-called
Bathtub Curve [43, 44] in figure 2.9. It models the failure rate as a function of time
and can basically be divided into three phases. The first phase is that of childhood
mortality. Due to unintentional failures or deviations during manufacturing, there is
an increased failure rate. These so-called extrinsic failures do not originate from inad-
equate process, design or material planning but are due to the statistically occurring
deviations from these. The defective components fail early and the failure rate drops to
an ideally moderate level below the 1 ppm/h limit. This is the beginning of the second
phase. The failure rate is characterized by a very low rate of random failures. It corre-
sponds to the time when the components are used in the field and function as designed.
The processed materials of the components are stressed during their operation and de-
grade over time. This is due to the choice of materials, design and operating conditions
and can have a major impact on function. Therefore, the failure rate increases again
over time. This is the third, the wear out phase. It occurs due to physical processes
that take place within the component and therefore systematically promote internal
degradation. These are so-called intrinsic failures and the physical processes are called
intrinsic failure mechanisms. If the failure rate rises above the limit value of 1 ppm/h
after a certain time, proper function can no longer be guaranteed. This point in time,
which is determined by the intrinsic failure mechanisms, corresponds to the lifetime.
The failure rate in the first phase can often be well controlled by process monitoring.
In contrast, it is difficult to determine the lifetime.
Similar to the discussion in [45], the APD in the field of lifetime analysis can be un-
derstood as a system that transforms optical signals into electrical signal as illustrated
in figure 2.10. Moreover, it relates operating conditions, such as operating voltage,
intensity of the optical signal, and temperature to properties such as a certain gain
M , a noise level, and a response time. As mentioned in section 2.1 and 2.2, these
properties have a great influence on how similar optical input and electrical output
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Figure 2.10: The APD as a transformer of optical inputs to electrical outputs. This
transformation is impacted by gain M , noise and response time. These are governed by the
operation conditions. The operation conditions are defined by the mission profile. Inspired
by [45].

are. Ideally, the difference between the two vanishes. The mission profile corresponds
to the set of all intended operation conditions [44, 45]. In [46] it is defined as the
simplified representation of all of the relevant conditions to which all of the produc-
tion devices will be exposed in all of their intended applications throughout the full life
cycle of the semiconductor component. The LiDAR mission profile is defined by the
AEC-Q100 standard [47]. Typically, an automotive grade 1 operating temperature
range is required, which extends from −40 ◦C to 125 ◦C and is necessary to cover the
self-heating of the electronic components inside the LiDAR module and various envi-
ronmental conditions around the world. Within the mission profile, the sensor must
be able to reliably fulfill its intended function. This is defined in the specification. It
represents the totality or limits of the properties the APD need to obtain. A sensor is
considered robust if its properties lie within the specification. For the noise, for exam-
ple, in LiDAR operation, this would mean that it must be as low that light intensities
from more than 100 m distant objects can still be detected [4,25,29]. However, due to
the intrinsic failure mechanisms, the characteristics change over time depending on the
conditions at which the APD is operated within the mission profile. For example, noise
could increase over time and 100 m distant targets could no longer be reliably detected.
In this case, the APD can no longer meet the specification and fails by definition. The
definition of a failure and thus the lifetime depend on the one hand implicitly on the
mission profile and explicitly on the specification.
The content of the following paragraph is based on [43, 44]. The lifetimes of the com-
ponents are assumed to be in the range of several decades. Therefore, experimental
lifetime analyses usually cannot be performed within the mission profile. Instead, the
aging mechanisms are accelerated by exposing the sensors under test to elevated oper-
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ating conditions, so-called stressors, for a defined period of time. Thus, several decades
of continuous operation in the field can be simulated experimentally and the aging ef-
fects observed. The rate of degradation depends on how the failure mechanisms depend
on the stressors. Since the failure mechanisms occur systematically, a small number
of tested components is often sufficient. However, the failure mechanisms may in turn
depend on internal properties of the sensors (doping profiles and concentrations, con-
centration of traps, dislocations, etc.) which may vary for individual sensors. So, it can
be important to test a larger number of devices for quantitative lifetime information.
In addition to the components in the standard design, test structures can also be used,
for example to separately characterize failure mechanisms or to better observe their
effects. It is important that no new failure mechanisms occur due to the difference
in design. Likewise, the stressors must not differ so much from the mission profile
that mechanisms occur that do not play a role in operation within the mission profile.
Furthermore, during the stress experiments it is useful to select a parameter on which
the degradation is observed. This parameter does not necessarily has to be one of the
parameters in the specification pool. For all these considerations, it is important to
know in advance about the nature of the failure mechanisms. This can be obtained by
preliminary tests or literature research. Countless works in the field of power devices
are available. A part of it is presented in the following.

2.3.2 Generation of interface traps

The generation of traps at the Si:SiO2 interface is a crucial phenomenon in the field
of MOSFET reliability physics. In [48] it is proposed to cause 90 % of the MOSFET
degradation. In order to introduce the underlying concept, a short review of the phe-
nomenology of interface trap generation will be given.
The silicon atom has four valence electrons. So it needs four bonds to be saturated.
Silicon has a diamond structure. Thus, each atom in the bulk crystal has four neighbors
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to which it is covalently bonded. This is not true at the surface. As shown in figure
2.11 on the left, the outermost atoms posses dangling bonds - unsaturated valence
electrons. There are about 1014 cm−2 of these Si atoms at the surface [49]. During the
process flow of APD fabrication, the surface is oxidized. This reduces the concentration
of dangling bonds by two orders of magnitude to 1012 cm−2 [49]. In the ⟨111⟩ orien-
tation of the silicon surface, which all studied APDs possess, the dangling bonds are
called PB center. They act as generation-recombination centers in the device [50] and
generate dark current. This leads to a lowering of the signal-noise-ratio. Therefore, the
Si:SiO2 interface is passivated with hydrogen during a corresponding annealing at high
temperatures (400 ◦C - 900 ◦C). As illustrated in figure 2.11 on the right, the dangling
bonds are saturated to a large extent. It is shown in [51], that the resulting reduction
of the dangling bonds by another two orders of magnitude to 1010 cm−2 results in a
decrease of the dark current by up to two orders of magnitude.
The remaining dangling bonds act electrically as amphoteric traps. This type of traps
possesses both donor and acceptor properties. Their density of states in the silicon
band gap of 1. 1 eV is shown in figure 2.12. All states below the midgap energy Emidgap

act as donors, all above as acceptors. Thus, the distribution can be considered to be
split at Emidgap. The distribution of donor states peaks at ED and that of acceptor
states peaks at EA. In agreement with [52-54], ED = 0. 25 eV and EA = 0. 85 eV are
taken. The effective cross section for electron and hole capture is σe ≈ 4. 4×10−15 cm−2

and σh ≈ 4. 4 × 10−17 cm−2 [54-57].
The starting point of degradation is the passivated interface as it is illustrated in fig-
ure 2.11 on the right. During operation, the saturated Si-H bonds can interact with
electrons on the silicon side. This causes their heating and rapture. The process is
shown in figure 2.13. Electrons coming from the silicon crystal to the interface interact
with the Si-H bonds - figure 2.13 on the left. It is reported in [58-61] that interface
trap generation correlates with high field transport in silicon. This is explained in [62-
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66] as the hydrogen desorption depends on the energy distribution of electrons that
collide with the interface. The threshold energy for bond breakage varies from 1. 5 eV
to 3. 8 eV. This picture is refined in [64, 67]. Electrons of lower energies heat and thus
weaken the Si-H bonds. Single energetic electrons are then able to break the bonds
and liberate the hydrogen atoms from their silicon atoms as it is illustrated in figure
2.13 in the middle. These can now either diffuse away from the interface or remain
at it and interact with dangling bonds and repassivate them [68-80]. The diffusing
species is assumed to correspond to either atomic or molecular hydrogen. In essence,
these processes lead to an increase in the dangling bond concentration at the interface.
However, it can be stopped by saturating the interface with deuterium instead of hy-
drogen. Since deuterium is heavier, its threshold energy for bond breakage is much
higher. This so-called isotope effect was observed in [75,81].

2.3.3 Oxide charge generation

The charging of the device dielectric is also reported as a crucial issue in the field of
reliability physics of power devices [59,82-90]. The following explains the reported be-
haviour and nature of SiO2 charging. The basic mechanism is depicted in figure 2.14a.
Electrons shown as blue filled circles are injected from the silicon side of the interface
into the oxide. There they are captured by electron traps. This generates negative
oxide charges, which electrically have an impact on the underlying silicon.
Depending on the process flow, silicon dioxide often possesses an amorph structure.
This leads to defects and stretched bonds. These intrinsic defects can act as electron
traps whose density is reported to be determined by the process flow of oxidation [82,91-
96]. One of them is the numerous reported oxygen vacancy [92,97-103] O3 ≡Si· ·Si≡O3.
The origin of its occurence is the redox reaction [92, 104, 105]: O3 ≡Si-O-Si≡O3 ↔
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Figure 2.14: Illustration of the process of oxide charging. a: Electrons (blue circles) are
injected from silicon into the oxide. There, they get captured by electron traps. b: Illustration
of two injection mechanisms. The conduction band edges in silicon ECB,Si and silicon dioxide
ECB,SiO2 are shown at the interface. Electron traps are depicted as short lines in the oxide.

O3 ≡Si· ·Si≡O3 + O. An increase of the amount of oxygen during the oxidation and
oxygen annealing shifts the equilibrium to the right. Increasing process temperatures
shifts it to the left. It was found to have shallow and also deep trap levels. Also,
an internal electron transfer, a relaxation from the shallow to the deep level is re-
ported [106, 107]. Very often the process flow is accelerated by wet oxidation where
water vapor is added to the oxygen atmosphere. This leads to the formation of water
related impurities [82, 108] like interstitial H2O or SiOH [82, 94, 109, 110]. They act as
deep level traps and are very sensitive to heat treatment, which leads to removal and
a reduction in the concentration of the traps on one hand [82, 95, 108, 111]. On the
other hand, trivalent silicon O3 ≡Si· is reported to occur after the removal of water
related impurities [92,110]. It also acts as deep level electron trap [97-103]. It is shown
in [97-103] that stretched Si-Si and Si-O bonds introduce a continuum of shallow and
deep trap levels. In addition to those mentioned, electron traps can also be formed by
phosphorus diffusing from the doped regions in the silicon into the oxide and forming
traps there [112]. This is not inconceivable since the n+ contact doping shown in figure
2.1 is realized by phosphorus.
In figure 2.14b the evolution of the conduction band edges of silicon ECB,Si and silicon
dioxide ECB,SiO2 is shown at the interface during the normal operation of the APD un-
der reverse voltage. A positive voltage is applied above the oxide and a negative voltage
below the silicon. This leads to the illustrated curvature of the bands which leads to a
kind of potential well formed at the interface on the silicon side. The short lines below
the silicon dioxide conduction band edge symbolize traps in the oxide. Electrons are
accelerated out of the silicon towards the interface due to the band curvature. At the
interface, an energetic barrier EB exists between silicon and silicon dioxide. The height
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of this interface barrier corresponds to the difference in the electro negativities of the
two materials. Its value of about 3. 25 eV is taken from the literature [35,112]. Due to
image force lowering, also called Schottky lowering, there is a reduction of the barrier
proportional to E1/2

ox depending on the electric field in the oxide Eox. There are two
mechanisms by which electrons can enter the oxide.
The first is a tunneling effect. From the silicon conduction band, electrons can only
tunnel directly through oxides with a thickness of less than 3 nm [113]. The standard
technology of the considered APDs aims at a thickness of 800 nm. Thus, electrons can
not tunnel through the oxide but into its conduction band. This process is shown in
figure 2.14b and is called Fowler-Northeim tunneling. The tunneling probability is in-
versely proportional to the barrier area [114], which is marked by the dashed area below
the conduction band edge of the oxide. This is constructed by drawing a horizontal
line from the conduction band edge in the silicon at the interface to the conduction
band edge of the oxide. The size of the area depends significantly on the curvature
of the conduction band. Thus, the area decreases with increasing oxide fields Eox. In
conclusion, the tunneling probability increases with increasing oxide field. Therefore, a
threshold value can be found below which the tunneling probability becomes negligible.
This is Eox = 6 MV/cm [113, 115]. The second injection mechanism of electrons into
the oxide is also shown in figure 2.14b. Electrons acquire kinetic energy due to the
acceleration in the electric field at the silicon side Esi. This leads to a heating of the
electron population. As a result, electrons have higher energies than the conduction
band edge of the silicon. Depending on the field strength Esi, a part of the population
has an energy higher than the barrier EB and can therefore overcome it. Correspond-
ing electrons are called hot electrons. There are two hot electron injection methods
for MOSFETs, which show a dependence of the injection probability on the angle of
the field Esi and the interface and its magnitude. These will also be briefly presented.
Figure 2.15 shows the basic structure of a silicon MOSFET. As the APD in figure 2.1,
it has a p background doping in the illustrated case. On the surface, the n dopants for
source and drain are shown laterally. These are each contacted with a contact metal on
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the surface to form the contacts of the same name. Between them, the silicon is covered
with silicon dioxide, on which the gate contact is located. The gate contact cannot
inject charge carriers through the oxide into the device, but can only control the field
in the conduction channel underneath and thus its conductivity. In normal operation,
a lower voltage is applied to the source than to the drain. This allows electrons to
flow from the source to the drain. The current flow can then be controlled by the gate
voltage. A high positive voltage leads to a high conductivity in the channel, a high neg-
ative voltage leads to a vanishingly low conductivity. In addition to the three contacts
mentioned, there is the substrate contact located at the bottom of the chip. The first
method of electron injection is channel hot electron injection (CHEI) [81,113,116-118].
Here, the source and substrate contacts are grounded (U = 0) and the drain contact
is slightly higher (VDrain > 0 V). A voltage just sufficient for the conduction channel
to occur is applied to the gate contact. In this mode, electrons flow mostly parallel
to the interface and the angle between the field Esi and the interface is very small.
When the gate voltage is increased and the angle increases, the injected electrons are
measured as gate current. The higher the gate voltage the closer to 90 ◦ is the angle
of the field Esi to the interface. As a result more electrons are injected into the oxide.
The injection profile is not homogeneous along the interface, but obtains a peak where
the field Esi is highest [118]. As shown in figure 2.15, it is located at the channel end
near the drain contact.
The second method of electron injection is substrate hot electron injection (SHEI)
[81, 113, 118-121]. Here, VDrain = VSource = 0 V, Vsubstrate < 0 V, and VGate > 0 V. In
fact, the substrate voltage is very highly negative. This operation accelerates electrons
uniformly from the silicon to the surface. At the surface, the field Esi points predomi-
nantly perpendicular to the interface and is approximately equal at each location there.
As a result, the injection profile is homogeneously distributed along the interface. The
injection rate increases with an increase in negative substrate voltage. The results of
the two injection methods show that the injection probability of electrons into the oxide
is determined by the magnitude of the electric field Esi and its angle to the interface.
Fields of the order of 105 V/cm are sufficient.
If the electrons are in the conduction band of the oxide as shown in figure 2.14a, they
can be captured by traps. This generates negative oxide charges [59, 83, 87-90, 122-
127]. They can also be released from the traps. This process, called detrapping, was
observed in [91, 113, 128, 129]. It was shown that the occupation level saturates at a
value corresponding to only a fraction of the concentration of the oxide traps. This
saturation value depends on the field Eox and the electron flux in the oxide - the higher
both, the stronger is the detrapping. From this it could be concluded that the de-
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Figure 2.16: a & b: The interaction of the oxide field Eox with the oxygen vacancy leads
to a shift of the electron distribution and polarization of the bond (a). Breakage of the
Si-Si bond and relaxation of the lower Si atom (b). Inspired by [141-145]. c: Evolution of a
conduction path through the oxide. Electron traps (white circles), conducting clusters (grey
circles) and the conduction path (blue circles) are shown. Initially, only preexisting traps
exist (t0). After a while additional traps and thus conducting clusters are generated (t1).
Later a conduction path through the oxide is formed (t2).

trapping process is impact ionization [130, 131]. It was demonstrated for oxide fields
Eox ≥ 5 × 105 V/cm.

2.3.4 Oxide trap generation and oxide conduction

The literature for reliability physics of power devices reports that silicon dioxide be-
comes conductive during operation. In that case, the APD would no longer be func-
tional. In many cases, reaching a critical concentration of electron traps in the oxide
has been associated with conduction occurrence [35,63,112,113,115,132,132-134,134-
140]. In conclusion, this means that electron traps are generated over time during
operation. The two most common mechanisms for this and the present conduction
mechanism are presented below.
In [113, 145-148] it was found that the generation of electron traps in thick oxides at
rather low fields Eox is activated by temperature and driven by the field [149]. This is
explained in [141,142,145] as the field interacts with all bonds showing dipole character
as shown in figure 2.16a. In majority, the participation of the oxygen vacancy O3 ≡Si-
Si≡O3 is accepted [141,142]. As shown in figure 2.16a, the electron distribution of the
Si-Si bond is shifted against the field. The upper O atom is then negatively polarized.
Dipole bonds are then stretched and thus excessively weakened. In the previous sec-
tion, it was explained that stretched bonds can already act as traps. They can interact
with phonons [142] and thus become thermally activated, causing them to break with
time (figure 2.16b). This process is accelerated in oxides where H annealing has been
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performed at high temperatures during the process flow [150]. Likewise in oxides that
have a high percentage of water related traps [150-152], which is explained in [132] as
all irregularities, defects and impurities lead to mechanical stress within the crystal
structure of SiO2 and bond is already stretched in advance and thus weakened. In this
case, the required oxide fields to generate new traps are lower. A threshold value of
the field Eox for this process is around 7 × 105 V/cm.
In the second mechanism, trap generation depends on the field Eox and the electron flux
in the oxide [48,48,63,128,153-156] and increases with Eox. The threshold value for this
is approximately Eox,thres = 2 MV/cm, although no generated traps were observed for
fields smaller than 1 MV/cm [128,128,129,152,157-161]. In [115,115,128,153,160,162-
164] a relation to the energy of the electrons in the oxide could be established and a
threshold value for this was determined to be 2 eV. Together with the fact that elec-
tron flow is also crucial, it was concluded that above fields of Eox = 2 MV/cm impact
ionization is responsible for the generation of the traps. In [144], the binding energy
of weakly bound oxygen vacancies O3 ≡Si-Si≡O3 was determined to be approximately
2 eV.
The conduction through the oxide is described mathemtically as percolation [113,145].
The process is illustrated in figure 2.16c. It shows the oxide, the underlying silicon, and
the contact metal aluminum processed on top. Traps are shown as dots. The circles
drawn around them symbolize their interaction radius. At the beginning of degrada-
tion, only traps exist in the oxide, which form during fabrication as described in the
previous section. With time, the oxide degrades and new traps increasingly form at
random positions. The interaction radii of some begin to overlap. The clusters that
form in this way are intrinsically conductive. This is shown by the grey filled circles in
figure 2.16c. Further degradation leads to the formation of a single conductive cluster
connecting the silicon to the contact. It corresponds to the blue filled circles in the
figure. Thus, a conductive path is formed through the oxide. Conduction along this
path occurs by localized electrons tunneling or hopping between the traps. This type
of conduction is called hopping conduction [165, 166]. Any form of impurity, defect,
and mechanical stress weakens the bonding structure in the oxide and accelerates the
occurrence of the conductive path [132,150-152].

2.4 Basics of semiconductor device simulation

In this work, the semiconductor device simulator Silvaco Atlas [167] is used in a
coupled simulation together with a simulation of a novel degradation model. In this
framework it delivers the electric fields and current densities inside the studied devices.
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The simulator includes the relevant physics in the form of the so-called basic semi-
conductor equations. It approximates the device on a two-dimensional grid which is
defined before the simulation. On this grid, numerical methods solve the implemented
equations. This allows the prediction of the electrical and optoelectrical behavior of
the semiconductor structure and gives insight into the device internal physical mech-
anisms associated with its operation. Aside of internal current densities and fields, it
determines measurable quantities such as the current voltage characteristics that will
be used to compare simulated and experimental data. In this section, the basic func-
tion of the simulator Silvaco Atlas and the physical processes that are crucial in the
studied sensors will be outlined. The following is based on the Silvaco Atlas users
manual [167].

2.4.1 Basic semiconductor equations

The basic semiconductor equations are derived from Maxwell’s equations [168]:

∇⃗ × H⃗ = J⃗ + ∂D⃗

∂t
(2.5a)

∇⃗ × E⃗ = −∂B⃗

∂t
(2.5b)

∇⃗ · D⃗ = ρ (2.5c)

∇⃗ · B⃗ = 0 (2.5d)

Where D⃗ = ϵE⃗ corresponds to electric displacement, ϵ to permittivity tensor, E⃗ to
electric field, H⃗ to magnetic field, B⃗ to magnetic flux density, J⃗ to conduction current
density and ρ to electric charge density. Materials such as silicon used in semiconductor
devices do not have significant anisotropy or inhomogeneity of ϵ [169]. Thus, the
permittivity is assumed to be scalar with:

ϵ → ϵ = ϵrϵ0

With the electric field constant ϵ0 = 8. 85×10−12 As/Vm [169] and the relative permit-
tivity ϵr possessing a value of 11. 7 in silicon and 3. 9 in silicon dioxide [169]. Equation
2.5a expresses how an electric current and a change in electric field with time produce
a magnetic field. It corresponds to the Ampere-Maxwell law. Equation 2.5b describes
how a time-varying magnetic field produces an electric field and thus corresponds to
Faraday’s law of induction. Equation 2.5c describes the formation of electric fields due
to the presence of electric charges and thus corresponds to Gauss’s law. Equation 2.5d
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formulates the non-existence of magnetic monopoles, sources or sinks.

Poisson equation

From the third Maxwell equation 2.5c the Poisson equation can be derived [167]:

∆ϕ = −ρ

ϵ
(2.6)

This involves expressing the electric field E⃗ as the gradient field of the electric potential
ϕ as E⃗ = −∇⃗ϕ. Moreover, ρ here corresponds to the sum of all mobile (n and p) and
fixed charges C: ρ = e(p − n + C). Fixed charges can be charged donors ND and
acceptors NA and trapped electrons ρn and holes ρh. Image charges are not considered,
as their effect turned out to be negligible at the regarded operation conditions in
the studied devices. The Poisson equation 2.6 connects variations of the electrostatic
potential with local charge densities.

Continuity equation

Applying the divergent operator to Maxwell’s equation 2.5a, taking into account that
the divergence of the curl from any vector field is zero, and using Maxwell’s equation
2.5c, the general continuity equation is obtained:

∇⃗ · J⃗ + ∂ρ

∂t
(2.7)

Assuming that fixed charges are invariant in time (∂C/∂t = 0) and the current can be
divided into an electron J⃗n and a hole fraction J⃗p, the continuity equations for electrons
and holes follow with the introduction of the quantity R:

∂n

∂t
= 1

e
∇⃗ · J⃗n − R (2.8a)

∂p

∂t
= −1

e
∇⃗ · J⃗p − R (2.8b)

Here R corresponds to the net recombination rate of electrons and holes. If R > 0, it
is dominated by recombination. If R < 0 generation is dominant. R has to be modeled
and depends on the considered generation and recombination mechanisms.
Poisson equation 2.6 and continuity equations 2.8 provide a general framework for
semiconductor device simulation. Nevertheless, additional equations for R, J⃗n and
J⃗p are needed. The last two can be derived by simplifying the Boltzmann transport
equation.
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Transport equations

The simplest transport model is the drift-diffusion model. It becomes inaccurate only
in cases where the size of the structure under consideration becomes very small. In
the present case, the structure sizes are in the µm range. Therefore, it can be used
without hesitation. The derivation of the following equations can be found, for example,
in [169]. They provide expressions for the current densities:

J⃗n = enµnE⃗ + eDn∇⃗n (2.9a)

J⃗p = enµpE⃗ + eDp∇⃗p (2.9b)

The expressions enµnE⃗ and epµpE⃗ with electron and hole mobilities µn and µp corre-
spond to electron and hole currents due to acceleration in the electric field E⃗. Therefore,
these terms are called drift currents. They depend strongly on the considered scattering
events. The terms eDn∇⃗ and eDp∇⃗ correspond to the electron and hole currents due
to diffusion processes, which occur when there is a gradient of charge carrier concen-
trations n or p. The underlying imbalance of their densities is neutralized by diffusion.
Here Dn and Dp are the diffusion constants for electrons and holes. They are described
by the Einstein relations:

Dn,p = kBT

e
µn,p


1 for |En,p − EF | >> kBT

F1/2

[
1

kBT (En,p−ECB,V B)
]

F−1/2

[
1

kBT (En,p−ECB,V B)
] else

(2.10)

Here F±1/2[x] correspond to the Fermi-Dirac integral. It was experimentally proven
in [170, 171] that the product pn becomes doping dependent in the case of very high
dopant concentrations. Silvaco Atlas includes the associated band gap narrowing
for highly doped regions in the device in the calculations. Equations 2.6 (Possion), 2.8
(Continuity) and 2.9 (Transport) define the required basic semiconductor equations.
In this form they were first formulated by Roosbroeck [172]. However, expressions for
the mobilities in the transport equations 2.9a and 2.9b are still missing.

Mobility Model

Electrons and holes are accelerated in the electric field, but lose energy due to mul-
tiple scattering mechanisms such as lattice vibrations, impurity ions, other carriers,
surfaces and lattice imperfections. Therefore, the mobility depends in particular on
the field E⃗, the temperature T and the dopant concentrations. Therefore, the Silvaco
Atlas simulator proceeds as follows. At T = 300K, it looks up a table that assigns
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Figure 2.17: The process of photon transition.

the low-field mobility to the dopant concentration. The values contained therein, are
experimentally proven [167, table 3-37]. For temperatures different from T = 300K,
an analytical function from Caughey and Thomas [173] is applied to extrapolate to
them. This procedure yields µn(T ) and µp(T ) and accounts for lattice scattering due
to temperature. However, it becomes incorrect if the fields become too large. To in-
clude the field dependence as well, a model is used that has been successfully applied
in the simulation of MOSFETs [174]. It includes four terms. The bulk semiconductor
mobility, surface roughness mobility, surface phonon mobility and coulomb scattering
mobility. Here, the bulk mobility is similar to that of Caughey and Thomas. Thus even
surface effects are considered. All mentioned terms are combined with Matthiessen’s
rule:

1
µ

=
∑

i

1
µi

(2.11)

Now, only an equation for the generation-recombination rate is missing.

2.4.2 Generation and recombination processes

Mechanisms of generation of electron hole pairs and their recombination are included
in the Silvaco Atlas simulation. The ones used in this work are presented in the
following.

Photon transition

The photon transition is a direct transition from valence into conduction band and
vice versa [167, 169]. As shown in figure 2.17, recombination consists of an electron
from the conduction band emitting a photon with the energy of the bandgap Egap

and subsequently falling energetically into the valence band and recombining with a
hole. The reversal process is the generation shown in figure 2.17. In this process, an
electron from the valence band absorbs a photon with at least the energy of the band
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Figure 2.18: The process of trap assisted phonon transition.

gap Egap and is thus energetically lifted into the conduction band. In doing so, it leaves
a hole in the valence band. Thereby momentum and energy are conserved, so that the
transferred energy ∆E always corresponds to the photon energy ∆E = hν. Here ν is
the photon frequency and h the Planck quantum of action. Since the momentum of the
photon is very small, only negligible momentum can be transferred. Thus, only direct
transitions are possible. The generation-recombination rate for the photon transition
is:

Ropt = Copt
c (np − n2

i )

Here Copt
c is the capture rate. U the product of the carrier concentrations is larger than

the square of the intrinsic carrier concentration np > n2
i , the recombination process

dominates. Conversely, for np < n2
i the generation of electron hole pairs is dominant.

Phonon transition

Generation and recombination can also take place through the absorption and emission
of phonons [167, 169]. This process takes place under the assistance of trap states
in the midgap. The energy required during generation and emitted energy during
recombination is obtained from and transferred to the lattice. The process was defined
by Shockley, Read and Hall in [175,176] and is therefore known as the Shockley-Read-
Hall (SRH) mechanism. The generation is shown in figure 2.18. An electron in the
valence band absorbs a phonon from the lattice and thus acquires enough energy to be
captured by the trap. In doing so, it leaves a hole in the valence band. Subsequently,
the electron absorbs another phonon from the lattice and thus has enough energy to
rise into the conduction band. In the first process, hole emission, the emitted phonon
has an energy equal to the difference of the valence band to the trap level. In the second
process, electron emission, the emitted phonon has an energy equal to the difference of
the trap level to the conduction band. Recombination is also shown in figure 2.18. An
electron in the conduction band is captured by a midgap trap, emitting energy in the
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form of a phonon to the lattice. The electron then falls from the trap into the valence
band where it recombines with a hole. In doing so, it emits a phonon to the lattice.
In the first process, electron capture, the emitted phonon has an energy equal to the
difference between the trap level and the conduction band. In the second process, hole
capture, the emitted phonon has an energy equal to the difference of the valence band
to the trap level. The generation-recombination rate for this process in the stationary
case (DC) corresponds to [167,169]:

RSRH = pn − n2
i

τp,0
[
n + ni(exp)

(
Et

kBT

)]
+ τn,0

[
p + ni(exp)

(
−Et

kBT

)] (2.12)

There Et is the energy level of the trap. The electron lifetime of τn,0 = 13 × 10−6 s
and the hole lifetime of τp,0 = 13×10−6 s best represent experimental results generated
over the years for LiDAR APDs. Moreover, it can be shown by calculation that the
SRH mechanism is most effective the closer Et is to the midgap energy.

Surface recombination

The generation and recombination of electron hole pairs at interfaces is a special case
of the SRH process [167, 169]. In this case, the rate of generation and recombination
may be increased compared to the bulk. The reason is often a high concentration of
interface traps, such as the PB centers described phenomenologically in section 2.3.2.
The generation-recombination rate is calculated according to [167,169]:

Rsurf = pn − n2
i

1
Sp

[
n + ni(exp)

(
Et

kBT

)]
+ 1

Sn

[
p + ni(exp)

(
−Et

kBT

)] (2.13)

There Sn and Sp are the surface recombination velocities of electrons and holes, which
also increase with an increasing interface trap concentration.

Auger recombination

The Auger generation/recombination mechanism involves three charge carriers. Al-
though the basic physics is still being developed, the corresponding transitions and
transition probabilities are known. So that the process can be presented here phe-
nomenologically and a generation/recombination rate determined. There are two ways
in which the generation process can occur [167,169]. The first is the electron emission,
shown in figure 2.19. An electron in the conduction band that has a significantly higher
energy than the conduction band edge relaxes onto it and transfers the excess energy to
an electron in the valence band, which is then excited into the conduction band. This

31



Chapter 2. Conceptual background

-

+

-

-

-

+

-

energy

-

Generation

electron emission hole emission

++

energy

Recombination

electron capture hole capture

-

+

-

energy

-

++

-

energy

+

Figure 2.19: The process of Auger transition.

leaves a hole in the valence band. The second is the hole emission. This is shown in
figure 2.19. A high-energy hole in the valence band relaxes onto the valence band edge
and releases the energy to an electron in the valence band, which is thus lifted into the
conduction band. There are also two processes for recombination. The first, electron
capture, is schematized in figure 2.19. An electron from the conduction band recom-
bines with a hole from the valence band and transfers the available energy to an electron
in the conduction band, which is thus raised energetically within the conduction band.
The second process is hole capture, shown in figure 2.19. As before, an electron from
the conduction band recombines with a hole in the valence band. This time, however,
the available energy is absorbed by a hole in the valence band, which then reaches a
higher energy level within the valence band. The generation/recombination rate for
the Auger process is [167,169]:

RAuger =
(
CAuger

cn n + CAuger
cp p

) (
np − n2

i

)
(2.14)

Here CAuger
cn = 2. 8×10−31cm6/s and CAuger

cp = 9. 9×10−32cm6/s are the Auger capture
rates for electrons and holes, respectively.

Impact ionization

Finally, this section describes the generation mechanism essential for APDs - impact
ionization. Due to its importance, the individual aspects are described in more detail.
The underlying model for this process originates from Selberherr [169] and is exclusively
a generation process. As shown in figure 2.20, a conduction electron moves in the
electric field, which is represented by the curvature of the conduction band. The motion
is symbolized by the arrow. The electric field accelerates the electron and increases its
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Figure 2.20: The process of impact ionization is only a generation process

energy. This high energetic electron can then scatter at the lattice in such a way that
it relaxes onto the conduction band edge and transfers its kinetic energy to an electron
in the valence band. This electron is thereby lifted into the conduction band, leaving
a hole behind. The process starts again. However, there are twice as many electrons
as there were at the beginning. The original electrons have thus been multiplied. This
multiplication by the process of impact ionization can propagate like an avalanche. It
is the basis of the APD function as described in section 2.1. It seems to be identical
to the Auger process of electron emission. The difference however is the energy source.
For impact ionization, the energy is drawn from the electric field and thus is most
pronounced in areas of high fields. Auger, on the other hand, predominates in areas
of high concentration of electrons with negligible currents. Electron currents are as
essential to impact ionization as the electric field. Therefore, the generation rates are
proportional to the current density:

Gn = αn

∣∣∣J⃗n

∣∣∣
e

and Gp = αp

∣∣∣J⃗p

∣∣∣
e

(2.15)

Here αn and αp are the ionization rates of electrons and holes. They describe how many
electrons and holes are generated per unit length. Theoretical and experimental studies
suggest an exponential dependence on the electric field component in the direction of
current flow EJ [169]:

αn = α∞
n exp

[
−
(

Ecrit.
n

EJ

)]
and αp = α∞

p exp
[
−
(

Ecrit.
p

EJ

)]
(2.16)

Here α∞
n ≈ 7 × 105 cm−1 and α∞

p ≈ 6. 7 × 105 cm−1 and threshold fields Ecrit
n =

1. 2 MV/cm and Ecrit
p = 2 MV/cm at room temperature (300 K) [167]. Basically, they

are all temperature dependent. The exact expressions can be found in [167]. All of
them increase with temperature, so at higher temperatures higher fields are needed
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for impact ionization. This can be explained phenomenologically by the fact that the
lattice oscillates more strongly at higher temperatures. Thus, the probability of an
energetic electron losing its energy by scattering at phonons increases, rather than
ionising an electron.

2.5 Summary

In this chapter, the design and the function of the APD have been fundamentally in-
troduced (sec. 2.1). The physical process of impact ionization leads to a multiplication
of generated charge carriers within the sensor. The variation of the gain M with volt-
age U is an important property of the APD (fig. 2.3). It describes how much the
signal is multiplied within the sensor at a certain voltage U . Above 40 V, M increases
with voltage. Above the avalanche breakdown voltage Ubr the gain tends to infinity.
Due to the interaction of the charge carriers with the crystal lattice, the M -U char-
acteristic depends on temperature. Above 40 V it is stretched with the temperature
coefficient TK ≈ 1. 5 V/K. Therefore, the breakdown voltage depends on temperature
and increases with it according to Ubr(T2) = (T2 − T1) TK Ubr(T1). In addition, the
noise behavior of the APD is important. Basically, all generation-recombination pro-
cesses within the sensor lead to an increase in noise. In section 2.2 the basic structure
and function of a rotating LiDAR module was presented. The basis of the function
is the time of flight measurement (ToF). A laser emits an optical signal. This signal
is reflected by the target and returns to the LiDAR module. There it is detected by
the APD. The receiver circuit is designed in such a way that only AC output signals
from the APD are evaluated. This includes the optical signal with which the APD is
triggered. But also the noise of the APD. Due to the superposition of signal and noise,
signals can theoretically only be resolved at signal-noise-ratios of SNR > 1. In par-
ticular, signals backscattered from distant objects have small signals. In this case, the
noise behavior is especially crucial. For LiDAR operation in automotive applications,
targets must be reliably detected up to a distance in the order of 100 m. In section 2.3
an introduction to the concept of lifetime analysis was given. Crucial for the aging of
the APD are so-called intrinsic failure mechanisms. These are physical processes that
occur within every device. Their extent varies between individual sensors due to small
deviations from the ideal manufacturing process. Nevertheless, they can be observed in
all sensors. In stress experiments, these are investigated under accelerating conditions.
Knowledge of the failure mechanisms is then used to describe them quantitatively. By
calibrating the corresponding models with experimental data, it is possible to extrap-
olate to operation conditions. Some of these failure mechanisms are known from the
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field of power devices. Potentially crucial for APD are the generation of traps at the
Si:SiO2 interface, the generation of oxide charges and the generation of electron traps
in the oxide. In section 2.4, the fundamentals of semiconductor device simulation and
the processes that are crucial in APDs were presented. The most important of these
is impact ionization which depends on internal fields and current densities.
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Chapter 3

Development of an APD
degradation model

The aim of this thesis is to provide insights into the APD aging processes in order to
enable the development of designs that are robust to degradation in LiDAR operation.
Therefore, a novel degradation model is developed in this chapter that includes all
important aspects of the aging process. It is concluded from [30-34], that generation
of negative charges in SiO2 and traps at the Si:SiO2 interface cause the degradation of
APDs. In section 2.3, models reported in literature of power device reliability physics
have been presented that produce these phenomena. Crucial processes for APD aging
are extracted in section 3.1 by consideration of simulation results for APDs under severe
LiDAR operation conditions. Each of these include sub aspects of APD degradation.
Due to strong variations of internal electric fields and current densities, they vary in
intensity at different locations inside the device. The superposition of all processes
leads to the degradation of the sensors, which can be observed experimentally. This
introduces the challenge of covering all processes and their interaction as comprehen-
sively and detailed as possible in order to reflect reality accurately.
Therefore, the energy distribution function of electrons under high fields is determined
in section 3.2. In section 3.3, the injection probability of electrons into the oxide is
determined from it. Electrons in the oxide are captured by electron traps. Trapped
electrons in the oxide act as negative oxide charges. The processes involved are dis-
cussed and corresponding models presented in section 3.4. Electrons that are not
injected into the oxide can interact with Si-H bonds at the Si:SiO2 interface, leading
to their rupture. Si atoms possessing an unbound valence electron at the interface are
called dangling bonds and act as interface traps. Free hydrogen can move away from
the interface by diffusion or form bonds with free Si atoms again. These processes are
modeled in section 3.5.
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Chapter 3. Development of an APD degradation model

3.1 Degradation processes in LiDAR operation

All degradation mechanisms presented in section 2.3 are favored by a high electric
field in the vicinity of the Si:SiO2 interface. High fields throughout the sensor are
accompanied by high operating voltages. As mentioned in section 2.1, the operation
voltage U of the APD in LiDAR operation is set according the required value of gain M .
Often M = 50 is chosen. At room temperature, that would lead to U ≈ 190 (see figure
2.3). It could be seen from figure 2.3 that increasing temperatures stretch the M -U
curve to higher voltages. So, a targeted gain M can only be held with an increase in
voltage. This increase occurs with the temperature coefficient TK = 1. 5 V/K (section
2.1). It is assumed, that the LiDAR system operates at 125◦C. This corresponds to the
upper limit of the LiDAR mission profile (sec. 2.3.1). Therefore, an operation voltage
of 340 V is sufficient in order to estimate the upper limit of occuring fields. The results
of a corresponding APD simulation for the distribution of the electric field are shown
in figure 3.1. For orientation, the cross section of the circular symmetric APD with
doping and material profiles is shown. For more details on that, it is referred to section
2.1. The active area, has a diameter of 230 µm. The silicon and silicon dioxide layers,
the doping and the multiplication region are labeled. The field varies from values
below 5 × 103 V/cm to slightly above 7 × 105 V/cm. No degradation is expected in
the multiplication zone, because the flat n doping at the surface leads to a vanishing
field at the interface and in the oxide above it. Beside in the multiplication zone, the
field is also very large beyond the n++ doping in the edge region of the sensor chip.
An enlarged section of this region is shown on the right. A local maximum of the
field is located at the curvature of the n++ doping. The reason for this is precisely
this curvature [35]. Although, it has no direct impact on degradation, because for
that only fields at the interface are crucial. At the interface, values up to above
2. 5 × 105 V/cm are present on the silicon side. On the oxide side there are values
just below 7 × 105 V/cm. In both cases, the maximum values coincide with the end of
the field plate. As introduced in section 2.3.2, the generation of traps at the interface
is governed by the breaking of Si-H bonds. Their binding energy was reported in
section 2.3.2 as at least 1. 5 eV. The mean free path length of electrons in silicon is
around 70 nm [177-179]. It is sufficient for degradation if only a fraction of the electron
population contributes to it. For example, one can consider the upper tail of the free
path length distribution, where the path length can be assumed to have values around
130 nm. So, fields in the silicon of at least Esi,thres = 1. 2 × 105 V/cm are necessary
to degrade the interface. As shown, the values of the electric field at the interface are
higher than 1. 2 × 105 V/cm. Thus, its degradation is likely. As discussed in section
2.3.3, electron traps required for the generation of oxide charges are always intrinsically
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Figure 3.1: Sketch of the APD cross section with doping and material profiles (left). Electric
field distributions in the marked areas resulting from simulation are used to estimate the
involvement of failure mechanisms in APD degradation. Fields in the enlarged section on the
right are in 105 V/cm.

present in the oxide due to its amorph structure. For the injection of electrons from
the silicon into the oxide, their energies have to be higher than the interface barrier of
EB = 3. 25 eV. As before, assuming a free path length of 130 nm, the necessary field is
calculated to be Esi,thres = 2. 5×105 V/cm. Values of the field in that range are present
below the field plate in silicon at the interface. Electrons injected and subsequently
trapped oxide traps can be freed by the detrapping mechanism mentioned in section
2.3.3. Oxide fields of Eox,thres ≈ 5 × 105 V/cm have been observed during studies of
this process. These are present in the oxide below the end of the field plate. The
mechanism of oxide conduction, introduced in section 2.3.4, is based on the generation
of electron traps in the oxide. It is based on the thermal breaking of bonds, which are
strongly weakened by interaction with the oxide field Eox. The process was reported for
oxide fields above Eox ≈ 7 × 105 V/cm. Such values can be observed in the simulation
in a small region in the oxide below the field plate. Weak bonds can also be broken by
collisions with very energetic electrons, generating electron traps. The threshold value
for this has been found to be Eox,thres = 2 × 106 V/cm. According to the results in
figure 3.1, such values of the oxide field are not present. In conclusion, the generation of
oxide traps could be possible by thermal bond breaking. However, the fields in the oxide
only just reach the experimentally observed threshold of 7 × 105 V/cm. Moreover, no
evidence for this process was found in experiments performed during the course of this
work. Therefore, it is excluded. The fields in the oxide are too small for the generation
of oxide traps by impact ionization. Nevertheless, the generation of interface traps, the
injection of electrons into the oxide, the trapping of the injected electrons in preexisting
electron traps in the oxide, and the liberation of the trapped electrons are possible due
to sufficiently large fields. In the following, a model is developed that includes all these
failure mechanisms and thus can describe the degradation of the LiDAR APD.
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3.2 Energy distribution of electrons at high fields

For the case of vanishing electric fields, the lattice and the electron population are in
thermal equilibrium and the Fermi distribution function f(p⃗)fermi with the electron
momentum p⃗ describes the occupation probability of the states in momentum space.
Under the influence of an electric field, electrons are accelerated and acquire kinetic
energy. By increasing the electron energy, the probability to scatter at the lattice
increases. Thus electrons lose energy by the excitation of lattice vibrations. An equi-
librium is now established between the energy gain by the field and the loss to the
lattice. It does not correspond to thermal equilibrium and the Fermi distribution is
not sufficient to describe the occupation probability of the states in momentum space.
The objective of this section is to determine the distribution function for fields up to
5×105 V/cm. Investigations of high field transport continue to this day and originated
several decades ago [180, 181]. The solution of the Boltzmann equation is inevitably
the starting point of the derivation, which is formally written as [182,183]:

∂f (p⃗,t)
∂t

=
[

∂f (p⃗,t)
∂t

]
field

+
[

∂f (p⃗,t)
∂t

]
collision

(3.1)

In the steady state, as described, an equilibrium is established between the change
of the distribution function f due to the field [. . . ]field and collisions at the lattice
[. . . ]collision. Therefore, the time dependence t vanishes. The field term can be written
as [182,183]:

[
∂f (p⃗,t)

∂t

]
field

= −eE⃗ ∇p⃗f (p⃗,t) (3.2)

The collision term is determined by interactions between electrons and optical phonons,
acoustic phonons, ionized impurities and valence band electrons. The latter corre-
sponds to impact ionization. Depending on the electric field strength, impact ioniza-
tion and optical-phonon scattering compete. The mean free path for optical-phonon
scattering λopt is independent of the field and varies in the considered temperature
range between 52 Å and 65 Å [116]. The for impact ionization λii decreases with in-
creasing field. The following values were found for λii in the relevant field range:
λii = 880 Å at 4 × 105 V/cm [184], λopt/λii < 0. 1 at 5 × 105 V/cm [116], λii ≫ 500 Å
at 2 × 106 V/cm [185]. All literature values found show that the mean free path for
impact ionization in the relevant field range of up to 5 × 105 V/cm is more than an
order of magnitude larger than that for optical-phonon scattering and suggest that
impact ionization can be neglected in the collision term. This is supported by the fact
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3.2. Energy distribution of electrons at high fields

that the authors in [186] were able to show with Monte Carlo simulations for electric
fields |E⃗| in the range of 5 × 104 V/cm to 5 × 105 V/cm that optical-phonon scattering
determines the collision term. They were also able to show that the deviation from
thermal equilibrium in this field range is not large and the distribution function can
be expressed as:

f (p⃗) = f0 (p⃗) + f1 (p⃗) (3.3)

Where f0(p⃗) is symmetric and f1(p⃗) is antisymmetric about the origin p⃗ = 0⃗. Thus f1

describes the current flow and f0 the occupation of energy states [187, 188]. To solve
the Boltzmann equation, a relaxation time approach was used in [186] and the band
structure was modeled with:

p⃗2

2 me

= xEy (3.4)

Here me is the effective mass of electrons in silicon and E the energy. When x,y ̸=
1 it does not have a parabolic shape, which is reasonable due to the fact that the
conduction band at the Si:SiO2 interface can be assumed to be degenerate due to
lattice irregularities and other interface phenomena. Finally, the symmetric part of the
distribution function was derived as:

f0(E⃗,E,T ) = C exp
[
−3

2
mexy2Eopt

|E⃗|h(E⃗)(e γ(T ))2

E4y−3

4y − 3

]
(3.5)

Where C is a constant and Eopt = 0. 063 eV [189] corresponds to the energy electrons
give up to or gain from optical phonons. By comparison with other Monte Carlo sim-
ulations, field dependence could be determined in [186] to h(E⃗) =

∣∣∣E⃗∣∣∣0.5
and y = 1. 5.

Using these values, it was shown in [190] that f0 agrees with Monte Carlo simulations
to an accuracy of 4 %. For f1, a similar approach as in [186] is used in this work and
extended to three dimensions in order to enable the study of three dimensional real
APDs:

f1(E⃗,E,T ) = τ(E,T ) e h
(
E⃗
) E⃗

|E⃗|

[
∇⃗pf0

]
(E) (3.6)

Here, τ is the relaxation time for optical-phonon scattering, corresponding to the time
it takes for the lattice and electron population to reach thermal equilibrium after the
field is turned off. Its expression in [186] is extended here by a temperature dependence,
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using the relation τ ∝ λopt and the expression for λopt from [35]:

τ(E,T ) = γ(T ) E1−(3/2)y with γ(T ) = γ′x−3/2y−1 tanh (Eopt/2kBT )
tanh (Eopt/2kB 300 K) (3.7)

Further, it is

∇⃗pf0 =


∂f0/∂px

∂f0/∂py

∂f0/∂pz

 =


∂E/∂px |∂f0/∂E|
∂E/∂py |∂f0/∂E|
∂E/∂pz |∂f0/∂E|

 =
(
∇⃗pE

) ∣∣∣∣∣∂f0

∂E

∣∣∣∣∣ (3.8)

Care must be taken here to ensure that the energy E ≥ 0 [191]. From the insertion of
the dispersion relation (equation 3.4), equation 3.5 and execution of the derivatives it
follows:

E⃗

|E⃗|
∇⃗pE = E⃗

|E⃗|
∇⃗p

[
p2

x + p2
y + p2

z

2me x

] 1
y

= E⃗ · p⃗

|E⃗|
1

me xy

[
p⃗2

2me

] 1
y

−1

= |p⃗| cos(θ) E1−y

me xy
=

√
2 E1− y

2
√

me x y
cos(θ)

(3.9)

In the last step, the definitions for the dot product were used. Execution of the deriva-
tion of the second factor in equation 3.8 on the right yields:∣∣∣∣∣∂f0

∂E

∣∣∣∣∣ = χ(T ) (4y − 3) E4y−4

|E⃗|h(E⃗)
f0 (3.10)

where

χ(T ) = χ0

[
tanh(Eopt/2kB 300 K)

tanh(Eopt/2kBT )

]2

with

χ0 = 3
2

me xy2Eopt

(eγ′ x−3/2 y−1)2 (4y − 3)
(3.11)
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Finally, utilizing equation 3.6 the antisymmetric part f1 can be determined as:

f1(E⃗,E,T,θ) = γ(T ) E1− 3
2 y e h(E⃗)

√
2 E1− y

2
√

me x y
cos(θ) χ(T ) (4y − 3) E4y−4

|E⃗|h(E⃗)
f0(E⃗,E,T )

= γ(T ) e
√

2
√

mex y
(4y − 3) χ(T ) E2(y−1)

|E⃗|
cos(θ) f0(E⃗,E,T )

=
√

χ(T )3(4y − 3)Eopt
E2(y−1)

|E⃗|
cos(θ) f0(E⃗,E,T )

(3.12)

With insertion of y = 1. 5 and using equations 3.5, 3.7 and 3.11, it finally follows:

f0(E⃗,E,T ) = C exp
[
−χ(T ) E3

|E⃗|1.5

]
(3.13)

and

f1(E⃗,E,T,θ) = f ′
1(E⃗,E,T ) cos(θ) where f ′

1(E,T,E⃗) = 3
√

χ(T )Eopt
E

|E⃗|
f0(E⃗,E,T )

(3.14)

Here, x is determined from the dispersion relation and as such it is implied by χ0.
Utilizing equation 3.3 finally yields:

f (p⃗) = f(E⃗,E,T,θ) = f0(E⃗,E,T ) + f1(E⃗,E,T,θ) (3.15)

3.3 Injection probability of electrons into the oxide

In the following, the injection probability of electrons into the oxide will be determined.
This is done on the basis of the previously determined probability distribution of the
occupation of states f(p⃗) = f(E⃗,E,T,θ) at energy E for electric field E⃗, angle θ between
momentum and field and temperature T . The injection probability Pinj is supposed
to indicate what fraction of the total electron population at the Si:SiO2 interface is
injected into the oxide. Using the number of injected electrons ninj and the total
number of electrons n, this can be written as [191]:

Pinj = ninj

n
= jinj

j
(3.16)

In equation 3.16, the injection probability is also related to the total electron current
density j at the Si:SiO2 interface and the part of it that gets injected jinj. This relation
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Figure 3.2: Representation of the electron momentum p⃗ and electric field E⃗, the respective
angles θp and θE between them and the interface normal NIF , the angle θ between p⃗ and E⃗
and the azimuthal angles φ and φspat. where φ = φspat. − π. a: Representation in momentum
space. b: Spatial representation at the Si:SiO2 interface.

is later used to determine jinj. In the following, Pinj will be determined via ninj and
n. Therefore, an expression for the number of electrons will be derived.

3.3.1 Number of electrons and density of states

In the absence of magnetic fields, there is no spin degeneracy and a state in momentum
space occupies a volume of (h/L)3/2 [192]. Here h and L3 correspond to the Planck
quantum of action and the volume of the considered region of the crystal. Thus, in
an infinitesimal part of the momentum space dVp there are 2(L/h)3dVp states and
the distribution function f(p⃗) determines how many of these states are occupied by
electrons, i.e. how many electrons are in dVp:

dn(p⃗) = 2
(

L

h

)3
f(p⃗) dVp = 2

(
L

h

)3
f(p,θ) p2 sin(θ) dpdθdϕ (3.17)

Here, spherical coordinates in momentum space relative to the electric field E⃗ were
used, as shown in figure 3.2a. This is reasonable due to the fact that the momentum
aligns parallel to the field, since the latter determines in particular the direction of
acceleration of the electrons and thus the change of direction of the momentum. So,
the pz axis is chosen along the field E⃗. In spherical coordinates, the polar angle θ

corresponds to the angle between field and momentum p⃗. The azimuthal angle φ gives
the angle between the projection of the momentum in the px-py plane and the px axis.
When L = 1 cm, n corresponds to the electron concentration per cm3 . Integration
over the momentum space element Vp0 using the dispersion relation in equation 3.4
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then gives the number of electrons in it:

n
(
Vp0

)
=
∫∫∫
Vp0

f(E⃗,E,T,θ)
(2mex

h2

)3/2
y E(3/2)y−1 sin(θ) dEdθdϕ (3.18)

Here, x and y correspond to the meanings in equation 3.4. It is now possible to deter-
mine the total concentration of electrons by evaluating the integral over the complete
momentum space so that E ∈ [0,∞[, θ ∈ [0,π] and ϕ ∈ [0,2π]. Using f = f0 + f1 and∫

θ ∈[0,π] f1sin(θ)dθ = 0 it follows:

n =
∞∫

0

n(E) dE with n(E) = f0(E⃗,E,T ) g(E) (3.19)

Here f0 and f1 are defined in section 3.2. As a by-product, the density of states comes
out:

g(E) = 4π
(2mex

h2

)3/2
y E(3/2)y−1 (3.20)

Thus, the required total concentration of electrons n and the concentration of electrons
in an arbitrary momentum space volume Vp0 are determined. From the latter, the
concentration of injected electrons ninj can be determined later. For this purpose,
the conditions for the injection of electrons must first be established, which define the
momentum space volume over which is integrated.

3.3.2 Injection conditions

In order to be injected into the oxide, the energy of the electrons, as described in
section 2.3, must be greater than the energy barrier of the interface EB and an energy
condition results:

E ≥ EB (3.21)

Better agreement of model and experiment is obtained if the reflection of electrons at
the interface due to their direction of motion is taken into account [189,191]. How this
is done is illustrated in figure 3.3. Electrons approaching the interface from the silicon
side obtain momentum p⃗ represented by the blue solid arrow. The interface normal
and p⃗ enclose an angle θp. The electron momentum can be divided into a part parallel
p∥ and perpendicular p⊥ to the interface, both shown in blue dashed lines. The barrier
energy EB can be translated into a momentum p(EB) using the dispersion relation in
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Figure 3.3: Illustration of the injection condition of the angle between the electron momen-
tum and the interface θp.

equation 3.4. It is represented perpendicular to the interface, which serves the following
purpose. The perpendicular part of the electron momentum is now compared with it.
For injection to take place it has to be p⊥ ≥ p(EB). In figure 3.3a the case is shown
where this condition is fulfilled. So, the perpendicular part p⊥ is sufficient for the
electron to be injected. In contrast, in figure 3.3b it is not strong enough and the
electron is scattered back at the interface. Mathematically this is expressed as follows:

p⊥ = |p⃗| cos (θp) ≥ p(EB) ⇒
√

Ey cos (θp) ≥
√

Ey
B ⇒ cos (θp) ≥

√(
EB

E

)y

(3.22)

Where in the last step the dispersion relation (eq. 3.4) was used as described. With
0 ≤ θp < π [182] the injection condition for the momentum angle θp can be derived:

θp ≤ θp,0 = arccos
√(EB

E

)y
 (3.23)

With these conditions finally the concentration of injected electrons and the injection
probability can be determined.

3.3.3 Amount of injected electrons and injection probability

With equation 3.18 the concentration of the injected electrons ninj can be calculated
with the same procedure as the total concentration n. For this, the momentum space
volume Vp0 must be chosen to satisfy the injection conditions. The energy condition
in equation 3.21 is satisfied with integration over E ∈ [EB,∞[. In order to solve the
integral in equation 3.18 for injected electrons, the condition in equation 3.23 need to
be transformed to momentum space, i.e. an expression depending on θ is needed. Its
derivation is outlined in the following. For clarity, the region around the interface is
shown in figure 3.2b. The silicon side is highlighted in red and the oxide in green.
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The interface normal NIF is perpendicular to it. The electric field E⃗ is shown as a
red vector. The electron momentum p⃗ corresponds to the blue vector. The angle θ

corresponds to the angle between field and momentum as in momentum space. The
distribution function f(p⃗) = f(E,T,E⃗,θ) does not determine the azimuthal angle φ.
Thus, it and its spatial counterpart φspat. = φ + π are indeterminate, i.e. quantum
mechanically degenerated. This means that a certain state in momentum space (p,θ)
corresponds not only to one momentum, but to all momentums possessing a magnitude
p on the blue cone around the field vector E⃗, which enclose an angle θ with it. Due
to the fact that the angle θE between the field and the interface normal NIF is mostly
nonzero, the angle θp between a given momentum on the cone and NIF depends in
a very complex way on θ, θE and φspat.. The corresponding functional relation is
written here as θp = u(θ,θE,φspat.) and is not explicitly derived. Now the limit θp,0

can be substituted for θp from the angle condition and converted to θ. This gives an
expression θ0 = v(θp,0,θE,φ). The intergral 3.18 must then be evaluated for θ ∈ [0,θ0].
An approximation for a similar problem was found in [191]. Fields perpendicular to
the interface are considered there. In this case θE = 0 and thus θp = θ holds. Thus the
angle condition can be explicitly applied to θ:

θ ≤ θ0 = arccos
√(EB

E

)y
 (3.24)

It also follows that there is no limit to φ. Finally, the energy condition and the angle
condition are satisfied when the intergral 3.18 is solved for E ∈ [EB,∞[, θ ∈ [0,θ0] and
ϕ ∈ [0,2π]. The generalization to arbitrary angles θE is obtained by multiplying the
integrand by a correction factor C0(E⃗,E,T,θ):

ninj =
EB∫

∞

θ0∫
0

2π∫
0

f(E,θ) g(E)
4π

sin(θ)C0(E⃗,E,T,θ) dϕdθdE (3.25)

The correction factor is determined by [191]:

C0(E⃗,E,T,θ) =
1 + f ′

1(E⃗,E,T )
f0(E⃗,E,T )cos(θE)

1 + f ′
1(E⃗,E,T )

f0(E⃗,E,T )

(3.26)

With equation 3.24 it follows:

ninj =
EB∫

∞

n(E,T ) S(E,T ) dE (3.27)
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Figure 3.4: Plot of the density of occupied conduction band states n(E) at the interface
on the Si side normalized to the total density of electrons n against the energy of electrons
above the conduction band edge Esi,CB (black curve). The interface barrier EB = 3. 25 eV is
shown in green. The colored areas below the curves corresponding to the fraction of electrons
possessing at least an energy of EB. Some of them satisfy (blue) and do not satisfy (gray)
the angular condition of the orientation of their momentum. The curves for a variation of
three different field angles θE and field strengths |E⃗| are shown.

with

S(E⃗,E,T,θ) =
1

2

1 −
√

EB

E

y + 1
4

(
1 −

[
EB

E

]y
)

f ′
1(E⃗,E,T )

f0(E⃗,E,T )

 C0(E⃗,E,T,θ)

The quantity S(E,T ) can be understood as an energy dependent scattering factor de-
scribing the probability that electrons with an energy E are not backscattered at the
interface at an angle θE of the electric field. It is used to weight the concentration of
electrons of energy E. The integral then provides the injected fraction of the electron
population ninj. Figure 3.4 shows the energy dependent electron concentration normal-
ized to the total concentration n(E)/n versus the energy above the silicon conduction
band. The interface barrier energy EB is drawn. All electrons with energies above it
satisfy the energy condition for injection. They are represented by the entire colored
area under the black curve. Only a portion of them satisfies the angle condition. This
part is colored blue. The orientations of the electric field are varied from perpendicular
to the interface (θE = 0) to parallel to it (θE = 90◦). For energies rather close to
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Figure 3.5: Injection probability Pinj as a function of the electric field strength |E⃗| for
various orientations of the electric field θE . θE = 0 and θE = 90 ◦ correspond to the field
perpendicular and parallel to the interface.

the barrier energy EB, the fraction satisfying the angular condition is rather small. It
increases with increasing energy, so that at high energies above EB all electrons are
injected. The reason for this is the angular distribution of the electron momentum. At
rather low energies, the component perpendicular to the interface is usually too small.
Therefore the backscattering is relatively strong as shown in figure 3.3. At higher en-
ergies, the momentum and thus its perpendicular component is larger. This leads to a
decrease in the influence of the angle. In general, however, the fraction satisfying the
angle condition decreases with increasing angle between field and interface normal θE.
Therefore, the injected fraction (blue) decreases with increasing angle θE and almost
disappears for fields parallel to the interface in figure 3.4. It is now also possible to
determine the injection probability, which corresponds to the integral over the injected
fraction of the electron population and thus to the blue area in figure 3.4. This is
shown in figure 3.5 as a function of the electric field strength |E⃗| for various angles θE.
For increasing fields, in particular above 2 × 105 V/cm, the injection probability Pinj

increases and reaches a value close to 0. 2 in the considered field range. For fields of
around 1×105 V/cm, an injection probability of 10−6 can be expected. Furthermore, it
can be seen that as the angle θE increases, the injection probability generally decreases.
For values above 90 ◦, electrons are no longer injected.

3.4 Generation of oxide charges

In this section, the rate of oxide charge generation will be modeled. Their generation
can have several origins. Among others, it is the injection of charge carriers from
silicon into the oxide where they get captured by oxide traps. Due to the operation
and design of the LiDAR APDs studied here, these can only be electrons. It was
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mentioned in paragraph 2.3.3 that electron traps in silicon dioxide are formed due to
its amorph crystal structure. Those and the physical processes involved that lead to the
generation of oxide charges are presented. These are the capture of electrons from the
conduction band by the traps (trapping), the release of trapped electrons (detrapping)
and the relaxation of trapped electrons from shallow to deep energy levels. For the
latter, an entirely new model needed to be developed. Finally, the models of the three
mechanisms and the previously developed injection probability are united to the oxide
degradation model

3.4.1 The origin of electron traps in silicon dioxide

The structural unit of SiO2 is the SiO4 tetrahedron. In figure 3.6 the bond of two
of them is illustrated. A silicon atom saturates its four valence electrons each with
covalent bonds to neighboring oxygen atoms. The resulting local tetrahedral ordering
is found in all forms of silicon dioxide. During the process of oxidation, it usually
grows in an amorphous structure that has only local tetrahedral ordering. The bond
angles within the tetrahedron are ϕox = 109 ◦ [144]. In the perfect lattice the bond
angle with neighboring tetrahedra would be θox = 150 ◦. Due to amorphous growth
however, these can deviate significantly. Deviations from the ideal bond angle cause
the bond to be strongly stretched and distorted, and thus weakened. For bond angles
above 180 ◦ and below 120 ◦, the O-vacancy occurs [193]. The oxygen atom marked
in red in the figure then does not exist and the Si-O-Si structure is replaced by a
Si-Si bond. In addition, the Si-O bond can also break. This was shown in figure
2.16a. One of the two silicon atoms is then bonded to only three oxygen atoms. This
arrangement is called trivalent Si (·SiO3). Stretched and distorted bonds, trivalent
Si atoms and Si-Si bonds act as electron traps [92, 97-103, 115, 194-198]. Obviously,
electron traps are already preexisting in the oxide due to the processing of the oxide
layer. Oxidation rate and temperature play an important role for their concentration.

50



3.4. Generation of oxide charges

Oxide depth y

En
er

gy

ECB,SiO2

Oxide depth y
En

er
gy

ECB,SiO2

Figure 3.7: Trapping of electrons in shallow trap levels in the oxide.

In addition to these intrinsic traps, impurities can occur that also capture electrons.
Adding water vapor during oxidation accelerates the process but incorporates water
into the oxide in addition to the amorphous growth of SiO2. This increases the disorder
of the lattice and impurities such as Si-O-H and Si-H appear, which interact as electron
traps [82, 150, 151, 153, 198]. In this process, the concentration of traps increases with
the amount of added water vapor. Presumably, Si-H bonds are also formed during
hydrogen annealing, which corresponds to the passivation of the interface [150]. The
increased disorder due to these impurities leads to increased distortion and stretching
of the SiO2 lattice.Moreover, the intrinsic Si-O bond is very polar [144]. All polar bonds
can be further stretched and distorted by the application of an electric field [141]. The
density of the resulting initiated traps is then field dependent.

3.4.2 Trapping of injected electrons

Electrons that have overcome the interface barrier can subsequently be captured in the
oxide by electron traps. This process is illustrated in figure 3.7. It generates negative
oxide charges. Here Nox,max corresponds to the concentration of electron traps and
thus to the maximum possible concentration of trapped electrons in the oxide. The
concentration of trapped electrons in the oxide Nox(t) is then determined by [91,93,199]:

∂Nox

∂t

∣∣∣∣∣
trapping

= jinj

e
σ (Nox,max − Nox(t)) (3.28)

Here jinj is the current density of injected electrons, which can be determined by
equation 3.16 via the injection probability and the current density of electrons at the
interface on the silicon side. The term jinj/e therefore describes how many electrons
per second are injected into the oxide and are available for capture. The effective cross
section σ describes the strength with which they are attracted by traps. It is a property
of the traps. In general, Nox,max is time dependent as more traps could be generated
as a result of the sensor degradation during the operation. However, in the course of
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Figure 3.8: Detrapping - the liberation of tapped electrons from shallow trap levels via
impact ionization.

this work no indication for it was found.

3.4.3 Detrapping of captured electrons

The concentration of occupied electron traps Nox(t) is determined from equation 3.28.
Since the injection probability Pinj and hence the injection current jinj (section 3.3)
increase with field, the generation of oxide charges Nox(t) is expected to be accelerated
under increased fields. However, it was observed in [91] during experiments of oxide
charging that the negative charge in the oxide saturates after a while and that the
particular saturated charge concentration decreases with increasing field. The higher
the field, the lower the oxide charge concentration that is reached. It was found that
the occupation level of traps in the oxide is field dependent [91, 129]. The reason for
this is a detrapping mechanism, whereby trapped electrons are released from the traps.
Depending on the field, an equilibrium between trapping and detrapping is established.
This corresponds to a certain occupation level of the traps, i.e. a certain amount
of oxide charges. It could be shown that the underlying physical process is impact
ionization [91,129-131]. As illustrated in figure 3.8, electrons from the conduction band
of the oxide scatter at trapped electrons and thus excite them into the conduction band.
The temporal change of the occupation is thereby described by [91,135,200,201]:

∂Nox

∂t

∣∣∣∣∣
detrapping

= −jinj

e
α(Eox) Nox(t) (3.29)

The detrapping via impact ionization depends on the current density of injected elec-
trons jinj into the conduction band of SiO2. The effective cross section α(Eox) contains
the field dependence and can be empirically modeled as [135]:

α(Eox) = α0 exp
(

− B

Eox

)
(3.30)
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Figure 3.9: Relaxation of trapped electrons from shallow into deep levels.

Here α0 corresponds to a constant prefactor and B describes the threshold oxide field
for impact ionization, which is determined by the energy levels from which the trapped
electrons are excited [159,200]. Of course, these levels correspond to the energy levels
of the traps. As the oxide field Eox increases, the probability of detrapping by impact
ionization also increases. Monte Carlo simulations of the rate of this process, taking
into account intervalley and umklapp scattering, have shown very good agreement
with equation 3.30 [200]. In addition, good agreement with experimental data has
been demonstrated in [91,201].

3.4.4 Relaxation of trapped electrons from shallow in deep
levels

In [92,107,202] it was found that the oxygen vacancy Si-Si, has at least two trap levels.
It was further observed experimentally that electrons trapped in the shallow level can
relax into the deep level by a relaxation mechanism. The process is illustrated in figure
3.9. The Si-Si bond is under high tension due to the absence of an oxygen atom. In this
respect, the relaxation of a trapped electron could correspond to a relaxation of the
Si-Si bond. The relaxation mechanism is not determined quantitatively in literature.
Isn this work, the relaxation of trapped electrons from the shallow into the deep trap
level is modeled as a rate equation:

−∂Nox,shallow

∂t
= ∂Nox,deep

∂t
= γ0 Nox,shallow(t) (3.31)

Here, Nox,shallow and Nox,deep(t) are the concentrations of trapped electrons in shallow
levels and those that are already relaxed into deep levels. The relaxation rate γ0

determines how many electrons per time relax from shallow levels to deep levels. The
total concentration of trapped electrons and thus the negative oxide charge Nox(t) does
not change. It is the sum of both: Nox(t) = Nox,shallow(t)+Nox,deep(t). This implies the
assumption that only one electron can be trapped per trap no matter if in a shallow
or deep level. Furthermore, if an electron is trapped in a deep level, it stays there.
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3.4.5 Oxide degradation model

The mechanisms for oxide charge generation from the last three sections will now
be synthesized into one expression of the generation rate of oxide charges. As already
illustrated in figure 3.7, it is assumed that after electrons are captured they first occupy
shallow levels. Thus, they can only get into deep levels via the relaxation from shallow
levels. From this, it follows that the increase in oxide charges Nox due to the trapping
of electrons corresponds to the increase in occupied shallow trap levels Nox,shallow due
to electron trapping:

∂Nox

∂t

∣∣∣∣∣
trapping

= ∂Nox,shallow

∂t

∣∣∣∣∣
trapping

(3.32)

The concentration of electrons in shallow traps can be written as:

Nox,shallow(t) = Γ0(t) Nox(t) (3.33)

where Γ0(t) is the fraction of the total oxide charge that is determined by electrons
occupying shallow levels. It is time dependent and describes at any time t how many
electrons are in shallow and deep levels. Its value ranges between 0 and 1. With
time, all electrons relax into deep levels. Therefore, Γ0(t → ∞) → 0. It was already
illustrated in figure 3.8, that it is assumed further that only electrons from shallow
levels can be liberated by impact ionization. Thus, the change in oxide charge Nox due
to detrapping corresponds to the change in occupied shallow levels Nox,shallow due to
detrapping. This results in a modified detrapping term:

∂Nox

∂t

∣∣∣∣∣
detrapping

= ∂Nox,shallow

∂t

∣∣∣∣∣
detrapping

= −jinj

e
α(Eox) Nox,shallow(t)

= −jinj

e
α(Eox) Γ0(t) Nox(t)

(3.34)

Here it can already be seen that the relaxation process from shallow to deep levels
weakens the detrapping mechanism with time. From the equations for trapping 3.28
and detrapping 3.34 the rate equation for oxide charges Nox is determined:

∂Nox

∂t
= jinj

e
σ [Nox,max − Nox(t)] − jinj

e
α(Eox) Γ0(t)Nox(t) (3.35)

Every electron trapped in an oxide trap corresponds to a negative oxide charge no
matter if in a shallow or deep trap level. Equations 3.31, 3.32, and 3.34 can now be
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used to determine the rate of change of the occupied shallow traps:

∂Nox,shallow(t)
∂t

= ∂Nox(t)
∂t

− γ0 Nox,shallow(t) (3.36)

Equation 3.36 describes how the occupation of shallow levels increases by electron trap-
ping and decreases by detrapping (first term) and relaxation (last term). It is used in
chapter 4 to numerically determine the ratio Γ0(t).

3.4.6 Positive fixed oxide charges

After the sensors come out of production, they already have positive oxide charges
(fixed charges). Their concentration is determined by the oxidation conditions of the
silicon surface. They are located approximately within the first 3 nm in the oxide
from the interface [203]. They are generated as a consequence of the lattice strain
near the interface due to the lattice mismatch between Si and SiO2. Electrically, they
compensate the generated negative oxide charges in parts.

3.5 Generation of interface traps

In the literature of the reliability physics of power devices, models are reported covering
the generation of electron traps at the Si:SiO2 interface. However, these models usually
focus only on certain aspects of the overall process. In this section, a model is developed
that describes the overall process in all its sub-aspects by melting a wide range of
models together and in parts extending these. As mentioned in chapter 2.3.2, these
are the breaking of the Si-H bond at the interface and the subsequent diffusion of the
hydrogen species or the re-formation of Si-H bonds by the reaction of free hydrogen
with unpassivated dangling bonds. These processes are described in the following
quantitatively by their microscopic physics and combined together in order to reliably
model the degradation of the interface. In this respect the following model is the first
of its kind which describes the mentioned aspects comprehensively.

3.5.1 Hydrogen dissociation

In order to describe the dissociation of hydrogen from the Si-H bond microscopically,
the truncated oscillator was introduced in [67,204-209]. It is illustrated in figure 3.10a
and describes the Si-H bond energetically. The ground state E0 corresponds to the
energetic minimum of the bonding state of the Si-H bond. The energy ESiH is the Si-H
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Figure 3.10: a: The Si-H bond described by the truncated oscillator is shown with its
levels En and its thermal equilibrium binding state E0. ESiH corresponds to the binding
energy of the Si-H bond. The energetic difference from one bond state to the next is ∆E.
By drawing/transferring energy from/to electrons and the lattice, the bond moves up/down
the levels En. Arrived at the top it breaks. Then, it is in the broken state. b: The bending
mode is shown schematically. Each excited bond oscillates accordingly.
Both inspired by [67,204-209]

energy of the bond in the ground state. There are some energy levels it can climb which
corresponds to the excitation of vibrations of the bond. In this way, its binding energy
is lowered and the bond is weakened. The difference between the levels is equal to ∆E.
Eemi corresponds to the energy difference of the highest level and the emission barrier.
By overcoming it, the bond runs into the second minimum which corresponds to the
anti-bonding state. That means the Si-H bond is broken and hydrogen released. Here
Epass corresponds to the energy that has to be supplied to the bond in order to move
it from anti-bonding back to the bonding state. The number of levels is calculated
according to:

N = ESiH − Eemi

∆E
(3.37)

Between them, the bond can jump up and down by drawing thermal energy from or
giving it to the lattice [204,205,208]. This corresponds to the creation (n → n+1) and
annihilation (n → n − 1) of local phonons, namely the oscillation of the Si-H bond.
The thermal creation rate is:

ω′
+,th = ω′

0 exp
(

− ∆E

kBTlattice

)
(3.38)
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Here ω′
0 corresponds to a characteristic rate. It simply corresponds to the rate of

annihilation:

ω′
−,th = ω′

0 (3.39)

The process described corresponds to heating or cooling of the bond, which seeks
thermal equilibrium with the lattice. Electrons possessing energies greater than the
level difference ∆E can scatter at the bond and also excite local vibrational states
(n → n + 1). Likewise, electrons can absorb a vibrational quantum from the bond
(n → n − 1). This creation and annihilation by interaction with electrons corresponds
to heating or cooling of the bond by multiple collisions with electrons [210,211] and is
determined by a characteristic energy-dependent interaction frequency of electrons with
the Si-H bond γ. In [207, 212-216] it was found to be the determining quantity in the
generation of interface traps. It describes how likely an interaction of electron and Si-H
bond is per unit time. In [204-207] the explicit expressions differ strongly. However,
the qualitative approach is always the same - how many times per unit time does an
electron with sufficient energy move past the bond and how likely is their interaction
then. In the following, the interaction rate γ is determined based on the quantities
derived in section 3.2 and 3.3. First, the portion n̂(E) of the electron population at
the interface in silicon possessing some energy E is needed. It is determined by the
energy distribution of the electrons concentration n(E):

n̂(E) = n(E)∫∞
0 n(E ′)dE ′ (3.40)

From this, the concentration of electrons of a certain energy per time is obtained by
multiplying n̂(E) by the total concentration of electrons per time. This is modeled
here with the electron current density at the interface je,IF /e. Not every electron that
moves past the bond and has sufficient energy will interact with it. The probability of
an interaction to occur is measured by an effective cross section σSiH−e [205-207,217]:

σ(E,Ethres) = σ0

[
E − Ethres

Eref

]p

(3.41)

Here Ethres corresponds to the threshold energy of the regarded interaction. The refer-
ence energy is Eref = 1eV [205] and the exponent p depends on the type of interaction.
The interaction frequency is then expressed as:

γ(Ethres) = j
IF

e

∫ ∞

Ethres

n̂(E) σ(E) dE (3.42)
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From equations 3.38, 3.39 and 3.42, the creation and annihilation rates for the heating
and cooling of the bond can be determined. For that the threshold energy corresponds
to the difference of vibrational levels ∆E. This yields:

k↑ = γ(∆E) + ω′
0 exp

(
− ∆E

kBTlattice

)
(3.43)

k↓ = γ(∆E) + ω′
0 (3.44)

There are two main local vibrational modes of the Si-H bond: Stretching and bending
modes. The first corresponds to oscillations in the H atoms distance from its Si atom
[218]. The second, illustrated in figure 3.10b, corresponds to a deflection of the bond
from its rest position by a certain angle, as in a pendulum. Thus, it is a rotation
of the Si-H bond around the Si atom [219, 220]. In [67, 204, 207, 208, 220, 221] the
authors achieved good agreement with experimental data by taking into account only
the bending mode.
In addition to heating, the bond can also be directly broken from the ground state and
any excited level En [205,222]. In this case, the energy difference ∆En = ESiH−En from
the start level En to the emission barrier must be overcome. This can be supplied to
the bond by very energetic electrons. For this to happen, the threshold energy of ∆En

has to be supplied to the bond. The interaction frequency γ(∆En) then determines
how likely per unit time this interaction is. Moreover, the required energy can also
be supplied thermally by the lattice. Analogous to the creation rate for the local
oscillation k↑, the rupture rate is obtained from the i-th level:

rn = γ(∆En) + γrupture exp
(

−∆En

kBT

)
(3.45)

Here γrupture corresponds to the frequency at which phonons with sufficient energy are
transferred from the lattice to the bond. Using the expressions from equations 3.43
and 3.45, the cumulative Si-H rupture rate corresponds to [205]:

R = C
N∑

m=0
rm

(
k↑

k↓

)m

with C =
N∑

m=0

(
k↓

k↑

)m

(3.46)

This in turn can be used to derive the generation rate of interface traps:

∂Nit

∂t

∣∣∣∣∣
SiH rupture

= (Nit,max − Nit) R (3.47)
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3.5.2 Diffusion and passivation

Passivation of dangling bonds corresponds the transition from the anti-bonding state
in figure 3.10a to the binding state. The passivation rate is modeled as Boltzmann
thermal activation:

P = γpass exp
(

−Epass

kBT

)
(3.48)

It is given by the passivation frequency γpass and the passivation barrier Epass. Of course
free hydrogen needs to be present for this process. Thus, the passivation is also governed
by the concentration of atomic hydrogen at the interface NH,IF . It is determined by
the diffusion of free hydrogen away from the interface [68, 70-80, 211, 222]. Atomic
[76, 123, 223-227] and molecular hydrogen [228-230] were found to be the diffusing
species. An exact description of diffusion is possible by means of a system of coupled
differential equations [79,167]:

∂NH

∂t
= DH

∂2NH

∂x2 − kH→H2 N2
H + kH2→H NH2 (3.49)

∂NH2

∂t
= DH2

∂2NH2

∂x2 − 0. 5 kH2→H NH2 + 0. 5 kH→H2 N2
H (3.50)

Di corresponds to the diffusion coefficient of the species i and describes, as a function
of temperature, how fast its concentration front propagates with time:

Di = Di0 exp(−Ei/kBT ) (3.51)

Here, Di0 and Ei correspond to a constant prefactor and thermal activation energy for
the diffusion of species i. The process is shown in figure 3.11a. Once atomic hydrogen is
generated at the interface, it can react to molecular hydrogen and vice versa. This pro-
cess is described by the terms with factors kHi→Hj

. In addition, both hydrogen species
diffuse through the oxide and silicon. The terms Di∂Ni/∂t describe this diffusion pro-
cess. The differential equation 3.49 would have to be solved to determine the hydrogen
concentration at the interface NH,IF . However, this is a very complex task and can
only be done numerically. Therefore, some simplifications are made. The diffusion
coefficient of atomic as well as molecular hydrogen at a temperature of 125◦C in silicon
dioxide (DH ∝ 10−7cm2/s, DH2 ∝ 10−10cm2/s) is up to three orders of magnitude
larger than that in silicon (DH ∝ 10−5cm2/s, DH2 ∝ 10−7cm2/s) [231]. Therefore, in
agreement with literature, diffusion is assumed to occur exclusively through the ox-
ide [68, 70-80]. For thicknesses greater than 100nm, it can be assumed to be infinitely
thick [232]. Under these assumptions, according to [73, 74, 79] the shape of the hydro-
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Figure 3.11: Reaction-diffusion process of hydrogen at the Si:SiO2 interface (a). Concen-
tration of Hi in the depth of the oxide after the triangular approximation (b).

gen species diffusion profile can be approximated as a triangle. This is illustrated in
figure 3.11b. Here, the distance of the diffusion front from the interface corresponds to
√

Dit and increases with increasing time t. Considering diffusion exclusively by atomic
hydrogen, its concentration at a certain distance from the interface xox is consequently

NH(xox) = NH,IF − NH,IF√
DHt

xox (3.52)

where the total amount of hydrogen in the oxide corresponds to the integral of NH(xox)
over the oxide depth xox. Moreover, this must correspond to the generated interface
traps. From this the concentration of hydrogen at the interface is determined:

Nit − Nit,init =
∫ √

DH t

0
NH(xox) dxox =

√
DHt

2 NH,IF

⇒ NH,IF = 2√
DH t

(Nit − Nit,init)
(3.53)

Above, Nit,init corresponds to the concentration of interface traps prior their generation
during degradation. Similarly, diffusion can be considered which takes place exclusively
by molecular hydrogen. Only a relation between the atomic and diffusing molecular
hydrogen formed is needed. This is provided in [79] as:

N2
H,eff,IF

NH2,IF

= n0 = const.

⇒ NH,eff,IF =
√

NH2,IF n0

(3.54)
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Using this, and following an analogous procedure as before, the concentration of atomic
hydrogen at the interface for diffusion of molecular hydrogen is obtained to be:

NH,IF =
√√√√ n0√

DH2t
(Nit − Nit,init) (3.55)

It was found in the course of this work, that good agreement with experimental data is
achieved by using n0 = 2, which corresponds to the obvious meaning that one hydrogen
molecule decays into two hydrogen atoms.
In reality, the removal of hydrogen from the interface is accomplished by a combination
of diffusion of atomic and molecular hydrogen, as schematized in figure 3.11a. Thus,
the corresponding results for NH,IF are considered here as the upper and lower limits
within the true solution is found:

NH,it =
[

2√
D t

(Nit − Nit,init)
]a

with D = b DH2 + (1 − b) DH

a = b

2 + (1 − b)

(3.56)

Here b = 0 and b = 1 correspond to the limiting cases where only atomic (H) or
molecular hydrogen (H2) is involved in the diffusion process. Substitution into equation
3.48 now yields the determination of the repassivation rate. Considering equations 3.43
and 3.56, the rate of change of interface traps can now be written as [76,79]:

∂Nit

∂t

∣∣∣∣∣
passivation

= −P NH,it(t) Nit(t) (3.57)

3.5.3 Interface degradation model

Finally, from equation 3.47, 3.57 and comparison of [67, 68, 73, 76, 77, 79, 205, 206] and
section 4.1.2 in [167], a differential equation can now be set up, which describes both
the rupture of Si-H bonds, the diffusion of hydrogen atoms and the passivation of
dangling bonds (Si·):

∂Nit

∂t
= ∂Nit

∂t

∣∣∣∣∣
SiH rupture

+ ∂Nit

∂t

∣∣∣∣∣
(re)passivation

= (Nit,max − Nit) R − P NH,it(t) Nit(t)
(3.58)

Equation 3.58 determines the generation rate of interface traps ∂Nit

∂t
. It will be solved

in chapter 4 numerically.
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Chapter 3. Development of an APD degradation model

3.6 Summary

Crucial processes for APD degradation were extracted from the consideration of sim-
ulation results of an APD under severe LiDAR operation conditions. Due to strong
variations of internal electric fields and current densities, they vary in intensity at
different locations inside the device. The superposition of all processes causes the
degradation of the sensors. In order to obtain a model that reflects reality accurately
enough, each of the processes involved is represented comprehensively and in detail.
At first the electron distribution function was determined. It expresses the likelihood
of electron state occupation in momentum space. A literature review on the strength of
scattering mechanisms at relevant electric fields in silicon below 5×105 V/cm identified
electron phonon scattering as the most prominent in the collision term of the Boltz-
mann transport equation. A solution approach to the latter was found in literature and
extended by temperature dependency and to the three dimensional case in order to be
applicable to 3d real APDs in the full LiDAR temperature range. Taking into account
the electron distribution function, the occupation of states in momentum space was
derived. The corresponding integrals were solved in order to fulfill previously defined
injection conditions for the electric field strength and the orientation of electron mo-
mentum. Consequently, the energy dependent electron concentration at elevated fields
and the injection probability of electrons into the oxide were established. The latter
over proportionally increases with the electric field strength and decrease the more
parallel the electric field is oriented towards the interface.
From this, the current density of electrons injected into the oxide was determined.
In the oxide, electrons are captured in preexistent electron traps. Electrons drawn
sufficient energy from the oxide field tend to liberate trapped electrons via impact
ionization which is covered by an empirical detrapping model reported in literature.
However, by supposing oxygen vacancies as the dominant trap, the liberation is mit-
igated by relaxation of trapped electrons from shallow into deep trap levels. For this
process only its presence was proven experimentally in literature without underlying
mathematics. In conjunction with aging phenomena the mechanism is first expressed
quantitatively in this work. Its temporal evolution runs in parallel to the generation of
negative oxide charges. Therefore, its solution needs to be embedded into the simula-
tion of the entire degradation model. The mentioned mechanisms of electron injection,
trapping, detrapping and relaxation are melt together into a novel oxide degradation
model expressed as a time differential equation. No model found in literature covers
the kinetics of negative oxide charge generation in such deep detail. Negative oxide
charges are partially compensated by preexistent positive oxide charges. They occur
as a consequence of lattice strain in the first few nm from the interface and will be
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3.6. Summary

incorporated into the simulation of the oxide degradation model.
At the Si:SiO2 interface, most of the dangling bonds are passivated with hydrogen.
However, interaction with electrons and lattice vibrations induce heating and rupture
of the Si-H bonds. The corresponding rupture rate is assembled from different models
found in literature and the previously achieved energy dependent electron concentra-
tion. It is opposed by the repassivation of dangling bonds, which depends on the
availability of free hydrogen at the interface. The latter is governed by its generation
due to Si-H bond rupture and its diffusion through the oxide away from the interface.
In order to approximate the diffusion process, a triangular approximation for the profile
of hydrogen concentration within the oxide is applied. Union of rupture, repassivation
and diffusion forms the interface degradation model which also correspond to a time
differential equation. No model could be found in literature which is as comprehensive
and detailed.
In order to model APD degradation, the differential equations of the oxide and interface
degradation need to be solved in parallel.
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Chapter 4

Simulation of APD degradation

In the previous chapter, novel degradation models of the oxide and the Si:SiO2 interface
were established. They are expressed by the differential equations 3.35 and 3.58. Both
of the generation processes are promoted by electron currents and electric fields inside
the device. In turn, oxide charges and interface traps affect internal currents and
fields. A coupled problem arises, which cannot be solved analytically. In order to
tackle this challenge, a sophisticated numerical iteration approach is established in this
chapter, that simulates APD degradation in a tandem procedure incorporating the
device simulator.
Section 4.1 first defines the stressors of degradation within the device. Then, the basic
solution approach is developed. This is then applied to solve the differential equation
of the oxide charges generation in the simplified case of constant fields and currents.
Similarly it is used to solve the differential equation of interface trap generation in
section 4.2. In section 4.3, a method is developed to solve both differential equations
self-consistently in parallel on sensor level using the aforementioned tandem procedure.
It can be used to calculate the profiles of oxide charges and interface traps within the
device. In section 4.4, a parameter is defined to measure the degradation of the sensor.
Finally, in section 4.5, the degradation of real sensors is simulated and discussed.

4.1 Oxide degradation

In chapter 3 a model was established, which covers the degradation of silicon dioxide
by generation of negative oxide charges. Thereby, the differential equation 3.35 deter-
mines the increase of the their concentration Nox with time. Negative oxide charges
correspond to the concentration of electrons trapped in the oxide. Their generation
rate can be abstracted by a function of all internal quantities Q(t), the concentration
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Si

SiO2

E ESi,IFNIF

Eox,IF,⊥

Je,Si,IF

Figure 4.1: Sensor inter-
nal drivers of degradation
at the interface: The elec-
tric field strength in silicon
Esi := |E⃗si,IF |, the com-
ponent perpendicular to the
interface in the oxide Eox :=
|E⃗ox,IF,⊥| and the electron
current density in silicon
je := |⃗je,si,IF |. The angle
θE between E⃗si,IF and the
interface normal NIF .

Nox(t) itself, and its fraction of occupied shallow trap levels Γ0(t):

∂Nox

∂t
= F ox [Q(t), Nox(t),Γ0(t)] (4.1)

The rate of change F ox it determined by equation 3.35.

4.1.1 Internal drivers of degradation

The device internal quantities Q(t) are the drivers of degradation. They are illustrated
in figure 4.1 and include the electric field at the interface in silicon Esi := |E⃗si,IF | and
the angle θE,si between the field E⃗si,IF and the interface normal NIF . It is calculated
from the components of the field perpendicular and parallel to the interface according
to θE = acos(−E⊥/

√
E2

∥ + E2
⊥). Furthermore, the electron current density at the

interface in silicon je := |⃗je,si,IF |, the component of the field perpendicular to the
interface in the oxide Eox := |E⃗ox,IF,⊥| and the temperature of the crystal lattice at
the interface in silicon TL are included. Heating of the lattice by electron-phonon
scattering is not considered here. Therefore, the latter corresponds to the temperature
of the environment TL = T . The choice of these quantities is justified by their influence
on components of the model: The injected electron current is explicitly determined by
the electron current at the interface jinj = je Pinj. The injection probability Pinj is
determined by the field in silicon Esi, the angle θE and the temperature T (section
3.3). In addition, the detrapping process is caused by the oxide field Eox. Charges
in the oxide act on the underlying silicon as an applied gate voltage in MOSFETs.
Therefore, the Q(t) are in turn affected by the degradation phenomenon Nox(t), so
they are themselves time dependent. For reasons of self-consistency, this feedback of
the effect Nox(t) to its cause Q(t) must be taken into account in in order to provide a
self-consistent solution of equation 3.35.
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4.1. Oxide degradation

4.1.2 Basic iteration approach

There is no information in analytical form about the feedback. Therefore, no analytical
solution for equation 3.35 can be given. Therefore, a numerical method is established,
which allows a solution taking into account the feedback. The first and also basic
part of it will now be presented. For the time being, the feedback is disregarded and
introduced at a later point in section 4.3. The procedure is illustrated in a Nox vs. t

plot in figure 4.2a. The solid curve corresponds to the solution of Nox that is to be
determined. It increases with time and slowly approaches the limit concentration of
available preexisting oxide traps Nox,max. The procedure to determine it is as follows.
At first, the slope Fi at time ti is determined according to equations 3.35 and 4.1 by

Fi = F ox [Q(ti),Nox(ti),Γ0(ti)] (4.2)

In the figure it is shown as a tangent to the curve at t = ti. In the second step, the size
of the valid time step must be determined. If it is too large, the true solution will be
greatly overestimated. If it is too small the solution algorithm would be very slow in
the end and thus useless, because to much computing time would be consumed. The
ideal step size depends on the curvature of the Nox(t) curve and thus also on time.
An empirical function ∆Nox(t) is used for its determination. It will be defined below.
It corresponds to the maximum valid change in the concentration of oxide charges at
time ti. This yields the allowed time step at time ti:

∆ti = ∆Nox(ti)
Fi

(4.3)

The step ∆ti is taken as illustrated in figure 4.2a which is accompanied by a change in
the oxide charge:

∆Nox(ti) = Fi∆ti (4.4)

In the third and final step, the next moment in time ti+1 and the corresponding con-
centration of the oxide charge Nox(ti+1) are determined:

Nox(ti+1) = Nox(ti) + ∆Nox(ti)

ti+1 = ti + ∆ti

(4.5)

Executing the procedure, the time t is discretized. Iteration over the time windows
[ti,ti + ∆ti[ yield an piecewise approximation of the Nox(t) curve. It is then piece-
wise linear with slope Fi. Essential to this procedure is the function ∆Nox(t), which
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Figure 4.2: a: Illustration of the step wise approach to solve the differential equation of
oxide degradation (eq. 3.35). This leads to the time dependent concentration of electrons
trapped in the oxide Nox(t). Solutions for Nox(t) as determined via the simplified approach
in case of b: only trapping (black) and additional detrapping for four values of the oxide
field Eox (105 V/cm). And c: only trapping (black), trapping and detrapping (black) and the
entire model (trapping, detrapping, relaxation) (blues). The relaxation rate γ0 (10−4 s−1) is
varied as labeled and the concentration of electrons occupying shallow trap levels Nox,shallow

is plotted for γ0 = 10−4 s−1 (dashed). Here, the concentration of available preexisting oxide
traps Nox,max is set equal to 1012 cm−2.

ensures that the true solution Nox(t) is not overestimated. In order to compute
Fi = F ox[Q(ti),Nox(ti),Γ0(ti)], the fraction of occupied shallow trap levels Γ0(t) needs
to be known. This is the subject of the next paragraph.

4.1.3 The occupation of shallow trap levels

In paragraph 3.4.4 a model was developed which captures the relaxation of electrons
from shallow to deep trap levels in the oxide. The fraction Γ0 of the total concentration
of oxide charges Nox which corresponds to electrons in shallow states Nox,shallow is
determined by equation 3.33. It enters explicitly into the differential equation of oxide
degradation and thus into F ox[Q(ti),Nox(ti),Γ0(ti)]. An approach is developed that
allows its determination. It is embedded into the procedure of the previous paragraph
4.1.2. Discrete time windows at time ti with a length of ∆ti are considered. Both
quantities ti and ∆ti are determined following the procedure there. Time t0 corresponds
to t = 0. Initially, no electrons are trapped in the oxide. For this, they have to be
injected into the oxide in time window i = 0 and trapped there. Therefore, at time
t1, there are Nox(t1) = ∆Nox(t0). It is assumed that trapped electrons can occupy
deep states only by relaxation. Therefore Γ0(t1) = 1. In general, the concentration of
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4.1. Oxide degradation

occupied shallow traps at time ti is determined by:

Nox,shallow(ti) = Nox(ti) Γ0(ti) (4.6)

As described in paragraph 3.4.4, relaxation is determined by a constant rate γ0. Elec-
trons can only get trapped in shallow levels. From there they relax to deep states
within [ti,ti +∆ti[. But only as many can relax as are in shallow states at time ti. This
gives the change due to relaxation:

∆Nox,shallow(ti)|relaxation = −min [Nox,shallow(ti) γ0 ∆ti ; Nox,shallow(ti)] (4.7)

From this the net change is obtained:

∆Nox,shallow = ∆Nox(ti) + ∆Nox,shallow(ti)|relaxation (4.8)

Finally, from this Γ0(ti+1) is determined:

Γ0 (ti+1) = Nox,shallow(ti) + ∆Nox,shallow(ti)
Nox(ti) + ∆Nox(ti)

(4.9)

The numerator corresponds to the concentration of occupied shallow states Nox(ti+1)
and the denominator to the total concentration of oxide charges Nox(ti+1) at time ti+1.
Within one iteration step, this procedure is performed after that in the previous para-
graph. Both are then iterated over together yielding the piecewise linear approximation
of the Nox(t) and Γ0(t) curves. With this sophisticated tool at hand, the interaction of
the processes involved in negative oxide charge generation is now examined.

4.1.4 Simplified solution

If the feedback between the drivers Q(t) and the degradation Nox(t) is initially disre-
garded, equation 3.35 can now be solved numerically for time invariant Q(t). Within
the model of oxide degradation, electrons in the conduction band of the oxide tend to
excite electrons from shallow trap states into the conduction band by impact ioniza-
tion via the detrapping mechanism (paragraph 3.4.3). The necessary energy for this is
provided by their acceleration in the oxide field Eox. Figure 4.2b shows the solutions
for a variation of the oxide field considering trapping and detrapping in an Nox vs.
t plot. All remaining model parameters were chosen identically. If only trapping is
considered (black curve), the concentration Nox increases relatively strongly at small
times t, passes through a kink, and converges to the maximum value of Nox,max. The
influence of the detrapping mechanism is regarded by the variation of the oxide field
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Eox (colored curves) while the relaxation mechanism is turned off. At early times, the
curves increase equally regardless of the field Eox. However, the larger Eox, the earlier
the curves saturated. The saturation concentration Nox,sat is smaller than Nox,max and
decreases with increasing field Eox. Within the model, this can be explained by the
fact that as the field increases, an increasing number of electrons in the conduction
band of the oxide have enough energy to excite electrons from shallow trap states.
Therefore, equilibrium between trapping and detrapping occurs at a decreasing con-
centration of trapped electrons. For the stationary case ∂Nox(t)/∂t = 0, the saturation
concentration can be derived:

Nox,sat(t) =
[

Γ0(t) α(Eox)
σ

+ 1
]−1

Nox,max (4.10)

Considering equation 3.30, it follows that α(Eox) increases with increasing field. Thus,
equation 4.10 states a decrease of the saturation concentration with increasing field
Eox. The more pronounced the detrapping process, the lower is the concentration of
oxide charges that is reached. Now, the relaxation process is turned on. In figure 4.2c
the Nox(t) curves corresponding to the full set of processes (trapping, detrapping and
relaxation) are shown where the relaxation rate γ0 is varied and the oxide field is fixed.
Also the already discussed curves of only trapping and only trapping and detrapping
are shown. Furthermore, the concentration of electrons in shallow trap states for one
value of γ0 is plotted. At early times t, all curves increase equally. The larger the value
of γ0, the more the solution of Nox(t) deviates from that considering trapping and
detrapping, and the closer it is to that considering only trapping. Thus, for the curve
with the lower relaxation rate, the kink can be seen where the detrapping curve enters
its saturation. In the case of the curve with the higher relaxation rate, this kink is not
visible. At late times t both relaxation curves approach the maximum value Nox,max.
The concentration of electrons in shallow trap states increases with time in the same
way as all other curves, then passes through a maximum and thereafter decreases with
time and approaches 0. Thus, at the beginning, all electrons are trapped in shallow
states from which they can be released via impact ionization. With time, they relax
into deep states from which they can not be released by impact ionization. Thus, the
influence of detrapping decreases with time. The larger the relaxation γ0, the stronger is
this decrease and the faster is the approach to the solution for exclusively trapping. So,
the relaxation mechanism affects the detrapping mechanism by allowing the amount of
trapped electrons that can be liberated from the shallow levels to decrease with time.
The oxide field Eox primarily influences the strength of the detrapping mechanism.
Together with the relaxation it delays the generation of oxide charges compared to the
case where only electron trapping is considered.
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4.1.5 Impact of operation conditions

With the application of the previously developed approach, the influence of the external
stressors is investigated. These are the intensity of the incident light Popt , the operation
voltage U and the temperature T . In order to measure the impact of the stressors on the
aging process, a degradation pace is defined. Here, it corresponds to the reciprocal time
at which 90% of the maximum oxide charge density Nox,max is reached. It is exemplarily
marked in figure 4.2a. In figure 4.3 the degradation pace t−1

90 is plotted (solid) against a
variation of the illumination intensity Popt in multiples of Popt,0 = 20 mW/cm, voltage
U and temperature T . For these, the values of the device internal parameters of
current density je and electric field Esi are extracted from the device simulation and
given into the simulation of the model, while all remaining model parameters are held
constant. The intensity of incident light and the photo-generated electron current are
linearly related. Temperature affects the generation of the dark current in the device.
Therefore, the total electron current varies with both. As the illumination intensity
increases, t−1

90 increases. With voltage and temperature, t−1
90 increases slowly for small

values and rapidly for larger values. This means that the rate of degradation and
hence the stress on the device increases with the operating voltage U , temperature
T , and illumination intensity Popt. The increase with voltage can be explained as
follows. The fields inside the sensor increase with increasing voltage. In paragraph
3.3.1 and 3.3.3, it was quantitatively concluded that the mean energy of electrons and
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thus the injection probability increase with increasing fields. So, an increased number
of electrons has sufficient energy to overcome the interface barrier and is injected into
the oxide. Increasing illumination intensity Popt or temperature increase the amount
of photo or thermally generated electrons in silicon. As higher electron currents are
available in both cases, more electrons are injected into the oxide. Finally, an increase
of all stressors lead to an increased amount of electrons involved in trapping. This
corresponds to a higher amount of oxide charges generated with time. The dashed
curve in figure 4.3 corresponds to the case without temperature induced generation of
dark current. Instead, the current density is fixed at its value at T = 145 ◦C. So, the
impact of the temperature on the current density is turned off and the pure temperature
dependence of the injection process is regarded. It turns out that in this case the
degradation pace decreases with temperature. In the framework of the discussion in
paragraph 3.2 this behavior is explained as follows. An increase of the temperature
leads to an increase of the optical phonons present in the lattice. Therefore, the electron
mean energy is reduced due to the promotion of scattering events where electrons lose
their energy to the lattice and only a decreased amount is energetic enough to overcome
the interface. Obviously, this effect is outweighed by the thermal generation of dark
current.

4.2 Interface degradation

The differential equation of the interface degradation model equation 3.58 is composed
of two competing terms. The rupture rate (equation 3.47) drives the degradation of
the interface. The passivation rate (equation 3.57) counteracts the degradation. In its
form equation 3.58 is similar to equation 3.35 describing oxide degradation. For this
reason, the basic solution approach from paragraph 4.1.2 is adopted. In this case, the
rate of change is written as:

∂Nit

∂t
= F it [Q(t), Nit(t), NH, IF ] (4.11)

It is determined by equation 3.58. The quantity NH,IF corresponds to the hydrogen
concentration at the interface and Q(t) to the internal stressors introduced in section
4.1.1. As discussed in paragraph 3.5.1, the electric field in silicon Esi and the current
density je enter the interaction frequency γ(E) (equation 3.42). The temperature T

influences all rates in their Boltzmann-like exponential factors.
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Figure 4.4: a: Solution for the concentration of interface traps Nit(t) resulting from equation
3.58. The strength of passivation is varied via a variation of the passivation rate γpass

(colored). Labels of the curves correspond to the quotient γpass/γrupture with γrupture =
1012 s−1. For γpass/γrupture = 0. 1 the hydrogen concentration at the interface is shown
(dashed). The solution for the case of vanishing passivation is also shown (black). Also
the periods of dominant rupture and passivation and the transition period are marked. b:
Influence of the external stressors U , T and Popt on interface degradation. The belonging of
the x-axis labels to the stressors is assigned by color. The degradation rate is measured by
τ−1

25 . Stressor variations as in figure 4.3

4.2.1 Simplified solution

Figure 4.4a shows the solutions for the concentration of interface traps Nit(t) in an
Nit vs. t plot for the case of vanishing passivation (γpass → 0) and a variation of
the passivation frequency γpass. Also shown is the concentration of hydrogen at the
interface NH,IF (t) for one of the Nit curves. This is determined by the diffusion of
the hydrogen in the oxide away from the interface as explained in paragraph 3.5.2.
The solution of Nit(t) without passivation increases rapidly at early times starting
from its initial value Nit,init and then slowly converges to the limit of Nit,max at late
times. Similarly, the curves of the solutions taking passivation into account increase
at early times t. However, they kink earlier and run below the curve of vanishing
passivation. The difference between every curve with γpass ̸= 0 and the one with
γpass → 0 increases and the time of kink decreases with increasing γpass. The hydrogen
concentration at the interface NH,IF increases at early times t along with the associated
Nit(t) curve, moves away from it after the kink, passes through a maximum, and then
slowly decreases. In conclusion, the process of Si-H bond rupture is dominant at early
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times. Therefore, the passivation curves initially follow the course without passivation.
New interface traps are quickly generated. Similarly, hydrogen is generated at the
interface. Both concentrations are therefore initially the same. The availability of
hydrogen at the interface in the early stage of degradation increases with time. This is
why passivation is becoming more pronounced with time. An equilibrium is established
between the generation of dangling bonds and their passivation. This would lead to
a steady state (∂Nit/∂t = 0) and a saturation of the concentration at Nit < Nit,max.
At the same time however, hydrogen is removed from the interface and distributed in
the oxide due to the diffusion process introduced in paragraph 3.5.2. Consequently, its
concentration at the interface decreases with time and the equilibrium shifts toward
increasing concentrations Nit until Nit,max is reached. Therefore, the slow increase of
Nit at the late stage of degradation is due to diffusion of the hydrogen away from the
interface. So, the diffusion process dominates. In the transition from the rupture to
the diffusion dominance, the Nit curve passes through its kink and the NH,IF curve
through its maximum. At this moment the equilibrium of generation and passivation
would form if there would be no diffusion.

4.2.2 Impact of operation conditions

The influence of the external stressors, i.e. the intensity of the incident light Popt,
the voltage U and the temperature T , is investigated in the following. As in para-
graph 4.1.5, the reciprocal time is chosen as a measure of the degradation pace. Here,
the time τ25 is chosen which is when 25% of Nit,max is generated. In figure 4.4b the
degradation pace t−1

25 is plotted against a variation of the illumination intensity Popt

in multiples of Popt,0 = 20 mW/cm, voltage U and temperature T . For these, the val-
ues of the component internal parameters of current density je and electric field Esi

are extracted from device simulation results and given to the simulation of the model,
while all remaining model parameters are kept constant. As the illumination power
increases, t−1

25 increases. With voltage and temperature, t−1
25 increases slowly for small

values and rapidly for larger values. As discussed in section 3.3, the average energy
of electrons increases with electric field and thus with voltage. In that case, the Si-H
bonds are weakened more due to the heating process described in paragraph 3.5.1.
Also, the number of electrons that can directly break the bond is increased. So, the
interface trap generation rate increases with increasing voltage. An increased illumina-
tion intensity Popt means an increased generation rate of photo generated electrons and
electron current density. This also increases the number of electrons that can heat and
directly break the bonds. Increased temperature T increases the number of phonons
in the lattice and also the availability of electrons that can interact with the bond
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and heat it up. In addition, the diffusion of hydrogen is accelerated. The equilibrium
between rupture and passivation is therefore shifted in favor of rupture. Finally, due
to these processes, Nit increases faster, reaching the 25 % mark more quickly, and the
degradation pace increases.

4.3 Self-consistent numerical iteration approach

In this section, the solution approach for the oxide and interface degradation differ-
ential equations (eq. 3.35 and 3.58) is completed. Self-consistency is achieved by the
incorporation of the feedback between internal stressors Q and degradation phenomena
Nox and Nit. This is done on device level by a tandem procedure including the device
simulator (sec. 2.4) and the parallel simulation of oxide and interface degradation.
The latter two and the procedure outlined in the following are implemented in the R
programming language.

4.3.1 Iteration procedure of the coupled simulation

In order to incorporate the feedback between internal stressors Q and degradation
phenomena Nox and Nit during sensor aging, a coupled simulation approach is devel-
oped. Its procedure is illustrated in figure 4.5. During its initialization, sensor design
and internal properties are defined. Only circular symmetric sensors are considered.
Therefore, it is sufficient to regard a 2d cross section of the simulation domain. As
discussed in section 3.1, the degradation is supposed to occur in the edge region of the
APD. There it is both, a temporal and spatial physical process. Therefore, the edge
region is spatially discretized. This is done by dividing sections along the interface over
the distance between n and p contacts. In the three dimensional sensor, the sections
correspond to rings drawn around the active area. Within the sections, the initial val-
ues of Nox and Nit are defined. On the resulting structure, the device simulator then
determines the internal stressors Q by solving the Poisson and continuity equations.
They are output as illustrated by the drawn curve and discretized by averaging their
values in each section. The discretization is shown as bars within each section. The
discretized internal stressors Q(ti,xj) serve as input to the simulation of the degrada-
tion model.
According to equation 3.35, 4.1 and 4.2, the generation rate of oxide charges Fox,i,j =
Fox[Q(ti,xj),Nox(ti,xj),Γ0(ti,xj)] for each section j along the interface at time ti of it-
eration step i is determined from Q(ti,xj). Similar to the discussion in section 4.1, the
resolution function ∆Nox,i,j gives the allowed maximum change in the concentration
of oxide charges Nox(ti,xj) at time ti and in section xj at the interface. As discussed

75



Chapter 4. Simulation of APD degradation

It
er

at
io

n
Sensor design & initial properties

Nox(t0,x) = 0      Nit(t0,x) = Nit,init

Device simulator
Solution of Poisson and Continuity Equation

Internal stressors Q(ti,xj) 

Simulation of degradation model: 
Nox,i,j Nit,i,j

Update: 
Nox(ti+1,xj) = Nox(ti,xj) + Nox,i,j

Nit(ti+1,xj) = Nit(ti,xj) + Nit,i,j

p+n++
SiO2

Si 


t i

N
it
(t

i)

Distance along IF x
xn

....x1x2 ....

Distance along IF x
xn

....x1x2
....

Distance along IF x
xn

....x1x2
....

N
o

x(
t i)

Q
(t

i)

Figure 4.5: Illustration of the numerical iteration procedure that is developed for the self-
consistent simulation of APD degradation.

in paragraph 4.1.2, the permitted time step ∆ti,j at time ti and location xj follows
according to equation 4.3. In the figure it is illustrated by the yellow bars. Of course,
the same time step must be taken in all sections. As ∆Nox,i,j must not be exceeded
per section, the minimum of all sections ∆ti = min(∆ti,j) is taken forward in time
and ∆Nox,i,j = Fox,i,j · ∆ti gives the change per section j for iteration step i. During
initial investigations of the presented solution approach, it was found that the time
steps in the solution of the equation of the interface traps are very small and thus the
solution requires many iterations and thus a lot of computation time. However, it was
also found that the influence of the oxide charges on the internal stressors is much
larger than that of the interface traps. This will be discussed in more detail in the end
of this chapter. The discrete time windows [ti,ti + ∆ti[ are therefore determined by
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the generation of oxide charges as described. Within these windows, the generation of
interface traps is determined as discussed in section 4.2 under the action of Q(ti). By
doing so, for interface generation the feedback for the duration of ∆ti is disregarded.
From this, the change of the interface trap concentration ∆Nit,i,j follows.
According to equations 4.4 and 4.5, the concentration of oxide charges is updated
Nox(ti+1,xj) = Nox(ti,xj) + ∆Nox,i,j. Subsequently, the amount of occupied shallow
oxide traps is determined according to paragraph 4.1.3. This yields the portion of oc-
cupied shallow trap levels Γ0(ti+1,xj). In same way the concentration of interface traps
is updated Nit(ti+1,xj) = Nit(ti,xj) + ∆Nit,i,j. These are then given as input into the
device simulator in order to determine the internal stressors for the next time step.
Iteration over the described procedure provides the self-consistent solution of the APD
degradation model. Next, the empirical resolution functions ∆Nox,i,j and ∆Nit,i,j are
defined.

4.3.2 Resolution functions

In this paragraph, the resolution functions for oxide charge and interface trap genera-
tion will be given by means of pseudo code.

Oxide charge resolution function

Positive oxide charges Nox,init are present in the oxide of the sensor after production
due to technology. Although these are assumed to be uncorrelated to the degradation,
they still enter the resolution function ∆Nox(Nox(ti,xj),Nox,max,Nox,init,Nox,sat). Also
the saturation concentration Nox,sat under detrapping enters (equation 4.10). The
pseudo code is:

Pseudo Code 4.3.2.1

(i) ∆Nox = 2 Nox

(ii) ∆minNox = 0. 5 Nox,sat

(iii) if (Nox,init < 0. 5 Nox,sat) & (Nox = 0):
if (∆Nox < Nox,init): ∆Nox = Nox,init

elseif (∆Nox < ∆minNox): ∆Nox = ∆minNox

(iv) if (∆Nox > 0. 9 [Nox,sat − Nox]): ∆Nox = 0. 9 [Nox,sat − Nox]

(v) if (∆Nox < 0. 025 Nox,max): ∆Nox = 0

(vi) if (Nox ≥ 0. 97 Nox,sat): ∆Nox = 0
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The basic rule of change is pseudo code 4.3.2.1 (i). Thus, the current oxide charge
concentration is doubled. This is especially important for the start of the simulation
to avoid too small steps in Nox(ti,xj), which unnecessarily lengthen the calculation.
Small concentration does not have a large impact. Therefore, a minimum change is
defined in pseudo code 4.3.2.1 (ii). It corresponds to 50 % of the saturation concen-
tration Nox,sat. If the simulation is still at the beginning (Nox(ti,xj) = 0) and the
concentration of initial positive oxide charges ∆Nox,init is smaller than the minimum
change ∆minNox,i,j, ∆Nox,i,j must be determined according to a different rule. That
is pseudo code 4.3.2.1 (iii). If ∆Nox,i,j is smaller than ∆Nox,init, it is set equal to it.
If ∆Nox,i,j is smaller than the minimum change ∆minNox,i,j, it is set equal to it. This
seems like a lot because in this case all positive charges would be compensated and/or
already 50 % of the saturation concentration would be reached. However, it must be
noted that the time step ∆t ends up being the minimum of all columns. Thus, only
the section with the maximum degradation rate, i.e. the one exposed to the maximum
stress, would take this initial step. It was found that everything that happens before
that does not have a big influence on the degradation itself but only costs computing
time. On the one hand, if the simulation is no longer at the beginning (Nox(ti,xj) > 0),
it must be ensured that no steps are taken that are so large that Nox,sat is exceeded.
This is checked by pseudo code 4.3.2.1 (iv). If this is the case, the step size ∆Nox,i,j is
set to 90 % of the difference of the current value and the saturation concentration. As
mentioned, small step sizes decelerate the simulation. Therefore, on the other hand, it
is checked if the step size is smaller than 2. 5 % from the maximum value Nox,max. In
that case it is set equal to zero (pseudo code 4.3.2.1 (v)). This procedure is important in
areas where the detrapping influence slowly fades due to relaxation. There, very small
step sizes were observed, which unnecessarily delay the simulation. Illustratively, in
this case, we wait until a single large step > 2. 5 % of Nox,max is taken instead of many
small ones. A similar case occurs when the oxide charge concentration approaches its
saturation value. Therefore, the step size is also set to zero when 97 % of the saturation
concentration is already reached (pseudo code 4.3.2.1 (vi)). The presented determina-
tion rule for ∆Nox is only the basis. In a lot of cases it was needed to be adjusted in
order to meet the requirement of keeping the computing time as low and the accuracy
of the results as high as possible.

Interface trap resolution function

The empircal resolution function for the generation of interface traps is defined by its
pseudo code as:
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Pseudo Code 4.3.2.2

(i) ∆Nit = Nit

(ii) if (∆Nit > 0. 5 [Nit,max − Nit]): ∆Nit = 0. 5 [Nit,max − Nit]

(iii) if (∆Nit ≥ 0. 97 Nit,max): ∆Nit = 0

Here the initial value Nit,init corresponds to the concentration of dangling bonds af-
ter passivation with hydrogen. In paragraph 2.3.2 it was mentioned that Nit,init =
1010 cm−2. The basic rule for the step size of the resolution function for the generation
of interface traps is pseudo code 4.3.2.2 (i). Thus, unlike before, this is chosen to be
the current concentration Nit(ti,xj). As before, it must be ensured that by some step
size, the saturation concentration Nit,max is not exceeded (pseudo code 4.3.2.2 (ii)).
Moreover, small steps are to be avoided if the concentration Nit strives towards its
saturation value (pseudo code 4.3.2.2 (iii)), in order to prevent unnecessary small steps
that would lengthen the computation time.

4.3.3 Resulting oxide charge and interface trap densities

The coupled simulation approach developed previously is now applied to the degrada-
tion model developed in chapter 3 in order to determine the oxide charge and interface
trap distributions and their temporal fluctuations inside the APD. The external stres-
sors correspond to a temperature of T = 145 ◦C, an operating voltage of U = 380 V, and
an intensity of the incident light of Popt = 20 mW/cm2. Model parameters are listed in
table 4.1. Figure 4.6 shows a cross-section of the localization of the degradation in the
sensor. The active area is on the left of the n++ layer. For more details on that it is
referred to section 2.1. The degradation is supposed to occur at the interface below the
field plate and extends there into the gap between the p and n contact metals. The spa-
tial distributions of the internal stressors Q(x,t) = {Esi(x,t),je(x,t),θE(x,t),Eox(x,t)}
at the interface are plotted as a function of distance x from the center of the device. The
simulated sensor has an active area with a diameter of 1 mm and circular symmetry.
The time under stress tstress is assigned by color. The initial state before degradation
t = 0 corresponds to the black line in each case. Starting at the end of the n contact
doping at x = 589 µm, the electric field on the silicon side of the interface Esi(x,t)
increases strongly in the initial state of the device (t = 0), reaches its maximum below
the end of the field plate at x = 595 µm and then decreases with increasing distance
x to about x = 610 µm, increases slightly and passes through a local maximum just
at the overlap of the p side contact over the oxide. With time, no serious change is
detected at x > 600 µm. Significant is the time variation below and in the vicinity of
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Table 4.1: Applied model parameters.

Parameter Value Unit Reference
Injection model
χ0 1. 7 × 107

Generation of oxide charges
Trapping of injected electrons

σox 10−15 cm2

Detrapping of captured electrons
α0 280 σox cm2

B 1. 4 × 106 V/cm
Relaxation of captured electrons

γ0 3 × 10−4 s−1

Generation of interface traps
Hydrogen dissociation

σmp,0 10−13 cm2

pσmp 1 [205,206]
σsp,0 10−13 cm2

pσsp 11 [205-207]
ESiH 1. 5 eV [67,167,205,207,218-220]
Eemi 0. 8 eV [167]
γrupture 1012 s−1 [167]
∆E 0. 075 eV [67,167,207]
ω′

0 1011 s−1 [67, 167,207]
Diffusion and (re)passivation

Epass 0. 8 eV [167]
γpass 1012 s−1 [167]
DH,0 8. 1 × 10−3 cm2/s [167,231]
DH2,0 8. 1 × 10−5 cm2/s [167,231]
EH 0. 2 eV [167,231]
EH2 0. 2 eV [167,231]
x 0. 5

the field plate (589 µm< x < 600 µm). In the vicinity of the location of the initial peak
at x = 595 µm, it increases with time and then decreases again. At x = 590 µm it also
increases sharply with time.
The electron current density je(x,t) on the silicon side at the interface increases in the
initial state (t = 0) starting at x = 589. 5 µm and passes through its peak just before
the end of the field plate at about x = 594 µm. Thereafter, it decreases with increasing
x toward the p side contact doping. It also exhibits the most significant variation with
time in the region below the field plate (589 µm< x < 600 µm). With time, the peak
at x = 594 µm increases and becomes somewhat broader. Then, the peak decreases
to below its initial shape and becomes narrower than it. Above x = 595 µm je(x,t)
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stress tstress.
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decreases steadily with time.
The angle θE(x,t) between interface normal and electric field Esi(x,t) increases sharply
in the initial state (t = 0), passes through a maximum of of 60 ◦ at x = 590. 5 µm,
then decreases to 30 ◦ at approximately x = 593 µm, increases again, passes through a
maximum of 60 ◦ again at approximately x = 597 µm and then decreases until approx-
imately x = 610 µm. At x = 610 µm it increases again. As before, θE(x,t) varies most
with time below x = 600 µm and increases there. The maximum at x = 590. 5 µm
increases to 165 ◦ and that at x = 597 µm to 120 ◦. For clarity, the orientations of
the field Esi for different angles are shown in figure 4.7. It is responsible for the di-
rection of the acceleration of the electrons. For θE(x,t) = 0 it is perpendicular to
the interface, so electrons are accelerated directly towards the interface. Likewise for
θE(x,t) = 45 ◦. But, not the hole magnitude of the field contributes in the latter case.
When θE(x,t) = 90 ◦ the field is parallel to the interface and electrons are accelerated in
the direction parallel to the interface. For θE(x,t) > 90 ◦ the field points away from the
interface into the silicon and they are moved away from the interface. Thus, electrons
are displaced from the IF in regions where θE > 90 ◦. Therefore, the current density
je(x,t) decreases there.
The feedback of the trapped charges in the oxide to the field in the oxide Eox depends
on their distribution into the depth of the oxide. This is not considered by the derived
model in chapter 3. The variation of Eox with time is not considered. So, its profile is
fixed to that of t = 0. Starting at x = 589. 5 µm, this increases and passes through a
maximum of more than 5 × 105 V/cm at x = 594. 5 µm. After that it decreases to 0 at
x = 607 µm and then increases again.
Figure 4.8 shows the spatial distribution of the concentration of oxide charges Nox(x,t)
and interface traps Nit(x,t). As with figure 4.6, the cross section of the localization of
degradation is shown here. The distance x is measured starting at the center of the ac-
tive area and moving outward. The variation over time is assigned by color. In the early
stage if degradation, the concentration of negative oxide charges Nox(x,t) increases in
the vicinity of the end of the field plate at x = 595 µm. From there, it spreads out with
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Figure 4.8: Profiles of generated concentration of negative oxide charges Nox and interface
traps Nit along the interface in the sensor after different times under stress tstress.

time to higher and lower values of x with generation tending to stagnate at x = 595 µm.
In this fashion two local maxima accumulate at around 590. 5 µm and 596 µm. In be-
tween, and especially at 592 µm< x < 595. 5 µm, the generation proceeds much more
slowly. So that Nox,max is reached later there. Above x = 597 µm, Nox(x,t) < 1011 µm−2

for the simulated stress time of 72 h and even Nox(x > 600 µm,t) = 0.
The concentration of interface traps Nit(x,t) first increases sharply in the vicinity of
the ending of the field plate at x = 595 µm. Already within the first 30 min Nit(x,t)
increases at 589. 5 µm< x < 596 µm to more than 80 % of the maximum concentra-
tion Nit,max. Even for high stress times of t > 3 d, the concentration profile remains
negligible at x > 610 µm. By t = 1 d, Nit(x,t) is saturated below the field plate and
beyond at x < 596 µm. Compared to the generation of oxide charges, it can be seen
that the saturation of Nit(x,t) occurs more than three times faster in the region of
589. 5 µm< x < 596 µm. Thus, the generation of oxide charges occurs significantly
slower than that of interface traps.
Comparison with figure 4.6 reveals the effect of the feedback of oxide charges and in-
terface traps on the internal stressors. An increase in oxide charges causes a change in
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Figure 4.9: Simulation study on a: The effect of degradation phenomena on the Id-U
curve for Ubr,RT = 200 V. black: no degradation (Nox = 0, Nit = 0). red and dashed:
Nox = 0, Nit = 5 × 1012 cm−2. red and dot-dashed: Nox = 1012 cm−2, Nit = 0. red and
solid: Nox = 1012 cm−2, Nit = 5 × 1012 cm−2. b: The effect of degradation on the δ-U
curve for Nox = 1012 cm−2 and Nit = 5 × 1012 cm−2. red: Ubr,RT = 200 V (as in (a)). blue:
Ubr,RT = 240 V. green: no avalanche implant (Ubr,RT → ∞).

the electric field Esi and its orientation θE. This leads to a redirection of electron flow
in silicon, changing the current density je. It is increased by the increase in interface
traps due to the promoted generation of dark current.

4.4 Degradation parameter

Both in simulation and later in experiment, the question arises how to measure the
degradation. A quantity that can be easily simulated and measured is the voltage
dependent dark current Id(U). This has already been presented in section 2.1 and figure
2.3. In the previous section it was presented that the degradation model from chapter
3 predicts the generation of oxide charges and interface traps predominantly below the
field plate and in the vicinity of its ending. It is verified in the following from results of
the device simulator that these phenomena of degradation are fundamentally reflected
in the Id-U characteristic of the APD. The concentration of the avalanche implant
was chosen such that the breakdown voltage at room temperature is Ubr,RT = 200 V.
Accordingly, at 125 ◦C it is Ubr,125 ≈ 350 V. The concentration of oxide charges due to
trapped electrons Nox and the concentration of interface traps Nit were varied in the
area below the field plate. In both cases their values were spatially constant. Figure
4.9a shows the resulting Id-U curves for the case of no degradation (Nox = 0, Nit = 0),
exclusively interface traps (Nox = 0, Nit = 5 × 1012 cm−2), exclusively oxide charges
(Nox = 1012 cm−2, Nit = 0) and both (Nox = 1012 cm−2, Nit = 5 × 1012 cm−2). In the
case of no degradation, the dark current Id increases with voltage. At low voltages,
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the increase is rather weak. From about 250 V the increase increases. From about
340 V Id increases so fast that the curve is almost vertical. The curve for the case of
exclusively interface traps is similar to the one without degradation. It is only slightly
above it at voltages between 50 V and 200 V. The curve for the case of exclusively
oxide charges is also very similar to that without degradation. However, it runs above
it between about 170 V and 350 V. The difference is higher than before for the case
of exclusively interface traps. The curve of both, interface traps and oxide charges, is
also very similar to one without degradation. It runs above it between about 50 V and
350 V. Their difference gets even higher than in the aforementioned cases. In general,
the effects of degradation can be seen only weakly in this plot. The Id-U characteristic
basically measures the overall state of the sensor. Degradation changes this compared
to the initial unstressed state. However, for the investigation of the aging behavior, the
difference between the initial and the degraded state is crucial. To be able to measure
this, the relative deviation of the current from the initial state δ is defined as:

δ(U,t) = Id(U,t) − Id(U,t = 0)
Id(U,t = 0) (4.12)

Thus, for each voltage, the difference between the current and the initial dark current
is determined and normalized to the latter. Figure 4.9b shows the relative deviation
for the data from figure 4.9a in an δ vs. U plot (red curves). In the case of exclusive
generation of interface traps, the relative deviation is significant at U > 40 V and
reaches a maximum value of 5% at about U = 75 V and then decreases with increasing
voltage U . In the case of exclusive oxide charge generation, δ(U) increases with voltage,
reaches its maximum at 25 % at U = 315 V, and then decreases again. When oxide
charges and interface traps are assumed, the δ(U) curve for 40 V< U < 100 V runs
below that of exclusive generation of interface traps. Otherwise it runs above both
curves. It increases with increasing voltage, reaches its maximum of 30 % at U = 315 V
and then decreases again. In general, its trend most resembles that of exclusive oxide
charge concentration, but runs up to 8 % above it. Thus, it can be concluded that the
generation of oxide charges has a dominant influence on the δ-U characteristics. Except
for the simulation results for the APD with Ubr,RT = 200 V, the δ-U characteristics
for Ubr,RT = 240 V and Ubr,RT = ∞ at maximum oxide charge and interface traps
concentrations (Nit = Nit,max = 5 × 1012 cm−2, Nox = Nox,max = 1012 cm−2) are shown
only. For Ubr,RT = 240 V, the δ-U curve follows that of Ubr,RT = 200 V and increases
with voltage to its maximum of 36 % at U = 340 V and then decreases again. An
APD with Ubr,RT = ∞ corresponds to an APD in which the avalanche implant has a
vanishing doping concentration. Thus, it is a simple PIN photo diode. In this case, the
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δ-U curve increases with voltage reaching values of over 50 % in the considered voltage
range of 0 ≤ U < 380 V. Obviously, the effects of degradation are much more visible
in the δ-U characteristic than in the Id-U characteristic. Moreover, at constant oxide
charge and interface state concentration, i.e., the same state of degradation, these
are more pronounced the higher the breakdown voltage Ubr is. This increases with
temperature as described in section 2.1 and decreases with increasing avalanche implant
concentration. In conclusion, the relative deviation δ(U) is chosen as degradation
parameter. Furthermore, in order to investigate the temporal degradation behavior
an APD with a vanishing avalanche implant, i.e., a PIN diode, is first investigated
at elevated temperature in the following. For the case of the PIN diode at voltages
U > 150 V, compared to APDs δ is larger for the same values of Nox, Nit and U and
thus the degradation is best measurable.

4.5 Simulation of sensor degradation

In the previous section it was shown that the degradation is most clearly measurable
on PIN diodes. In order to investigate the effect of degradation on the δ-U character-
istic, the degradation of a PIN photo diode is simulated. The same stress and model
parameters as in section 4.3 are used. Figure 4.10a shows the dark current voltage char-
acteristic. The Id-U curve of the sensor in the initial unstressed state corresponds to the
black line. The dark current Id increases saddle-shaped with voltage U . The curves in
the stressed states are also shown. Each curve is assigned to a time tstress by color. At
high voltages U > 130 V the values of Id(U) increase with time. At voltages U < 130 V
Id(U) slightly decreases with time. The behavior of the Id-U curves with tstress is sim-
ilar to a rotation of them around the point P = (130 V , Id(U = 130 V,t = 0) ). With
time the curves rotate away from the initial course. After tstress ≈ 3. 5 h they rotate
back towards the initial course. This backward motion saturates after tstress ≈ 9 h be-
fore the initial course is reached. In figure 4.10b the degradation parameter δ is plotted
against the voltage U . The time under stress tstress is assigned by color as before. After
each tstress, δ increases with voltage. For U < 130 V δ < 0, above that δ > 0. This
is consistent with the observation in figure 4.10a that the stressed characteristics drift
away from the initial characteristic at U < 130 V below and at U > 130 V with time.
The values of δ at voltage U > 130 V increase with time. In particular, for voltages
U > 300 V, this trend reverses after a certain time and the values of δ become smaller
again with time and then saturate. With the simulation results in figure 4.10b, it could
be shown that both the effect of generation of interface traps and oxide charges are
more visible at high voltages. Finally, δ(U = 380 V) is plotted in figure 4.10c against

86



4.5. Simulation of sensor degradation

D
ar

k 
cu

rr
en

t
I d

(µ
A

) 60

50

40

30

20

0 100
Voltage U (V)

200 300

(a)

0 100
Voltage U (V)

200 300


(%

)

60

40

20

0

(b)


(U

=3
8

0
V

)(
%

)

60

40

20

0

0 12 24 36

Time under stress tstress (h)
tmax tsat

(c)

36

0

2

0.5

6

tstress (h)

Figure 4.10: Results of the simulation of the degradation of a PIN photo diode. Id-U (a)
and δ-U (b) characteristics for a variation of stress time tstress. c: Course of degradation in a
plot of δ(U = 380 V) against tstress. Points are assigned to curves in (a) and (b) by color and
connected with the black curve. Also the case of no generation of interface traps is shown
(gray).

tstress. A value of δ(U = 380 V,tstress) = 0 corresponds to the initial state of the sensor.
With time δ(U = 380 V) increases, reaching its maximum of 60 % at tstress ≈ 3. 5 h and
then decreases within another 6 h to the saturation value of about 43 %. Comparing
with figure 4.8, it is noticeable that the time of the maximum coincides with the mo-
ment when the oxide charge reaches the limit value of Nox = Nox,max in the regions
around 590. 5 µm and 596 µm. At the same time, the generation between these two
regions starts. It is thus the moment when the Nox profile is most inhomogeneous.
To understand the cause of this behavior, the cross section of the sensor in figure 4.11
shows the distribution of the electric field strength at different times. In the initial
state (t0 = 0), in the state of maximum (tmax = 3. 5 h) and in the saturated state
(tsat = 35 h). Two areas are distinguished where the field strength is particularly high.
Area 1 is located at the pn junction, where the n contact doping has its strongest curva-
ture. Area 2 is located immediately below the end of the field plate below the interface.
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Figure 4.11: Cross section of the edge area of the simulated PIN photo diode. For clarity its
structure with doping and material profiles is shown (lower right). The spatial distribution of
the electric field strength E = |E⃗| and the impact ionization rate extracted from simulation
results are shown for the times t0, tmax and tsat.

Comparing t0 and tmax, it is noticeable that the field strength in both areas increases
from about 2. 5 × 105 V/cm at the maximum at t0 to over 3 × 105 V/cm at tmax. The
field increases, especially in both of the areas. At the transition of tmax to tsat, in area
1 the region with a field above 3 × 105 V/cm expands somewhat. However, the field in
area 2 decreases again and has again a maximum value of about 2. 5 × 105 V/cm. As
mentioned above, tmax coincides with the moment when the profile of oxide charges
is most inhomogeneous such that the limit of Nox,max is already reached at around
590. 5 µm and 596 µm but Nox in between is rather low. Obviously, area 2 is well below
the region of low Nox. Also the field in this area obtains a maximum at tmax. Then
the concentration of oxide charges increases between 590. 5 µm and 596 µm, δ is going
down and also the field in area 2 decreases. The fact that an increase and decrease
of the field strength lead to an increases and decreases of the current suggests, that
impact ionization is the cause of up-down trend in figure 4.10. In order to verify that,
the distribution of the impact ionization rate Gn is also shown in figure 4.11. At time
t0, its maximum value in area 1 and 2 is about 1020 /cm2s. By time tmax, this in-
creases and is above 3 × 1021 /cm2s in both areas. By time tsat, the generation rate
decreases again in area 2. Whereas in area 1 it stays constant. Thus, the reason for
the increase of δ(U = 380 V,tstress) with time is an increase in the impact ionization
rate, which is primarily caused by the increase in negative oxide charges. The maxi-
mum in δ(U = 380 V,tstress) is caused by a maximum inhomogeneity of the Nox profile
leading to a maximum in the impact ionization rate. So far, the temporal degradation
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behavior is explained by means of the generation of negative oxide charges. In order
to investigate the role of the generation of interface traps, the δ(U = 380 V)-tstress

curve for the case of exclusive generation of oxide charges is shown in figure 4.10c. It
increases with time, reaching its maximum of 60 % at about tstress = 4 h and decreasing
to its saturation value of 43 % after a little more than 6 h. Obviously, it takes the same
course as the curve assuming both, the generation of oxide charges and interface traps.
The only difference is that it is around 14 % slower in time. Thus, the generation of
interface traps seems to accelerate the degradation. As discussed in paragraph 2.3.2,
an increase in interface traps increases the SRH generation and recombination rate.
This allows more electron-hole pairs to be generated, leading to an increase in current
density. As discussed in section 4.1, the generation rate of oxide charges increases with
current density je. Which in turn accelerates the degradation.

4.6 Summary

The feedback between internal stressors and the generation of negative oxide charges
and interface traps poses a problem. Due to its complexity, it cannot be represented
analytically. However, a sophisticated numerical iteration approach was tailor-made
and solved this coupled problem self-consistently. Its application provided new insights
into the degradation kinetics of APDs.
Each of the processes of negative oxide charge and interface trap generation is expressed
as time differential equation. A basic numerical iteration approach was developed that
provides piecewise linear approximations for them. In detail, in the process of oxide
charge generation a second temporal process, the relaxation of electrons from shallow
into deep trap levels, is involved which runs in parallel and is coupled to it. Its in-
corporation was another hurdle, which was overcome via the elaboration of a refined
extension that allows to embed the solution of this second process into the solution
of the main process. No comparable approach is found in the literature, neither in
the field of power devices nor in degradation modeling of APDs. Application of the
basic approach already led to important insights into the kinetics of each generation
process. It indicates the increase of their pace with increasing external stressors, i.e.
temperature T , voltage U and intensity of incident light Popt.
In order to involve the feedback between internal stressors and the generation processes
in the solution of their differential equations, the basic approach was completed by a
tandem procedure. In a coupled simulation, the device simulator determines internal
stressors by solving the Poisson and continuity equations. These serve as input to the
simulation of the degradation model. It determines the generated oxide charges and
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interface traps within a defined time window and updates their concentrations. These
are then passed to the device simulator to determine the resulting internal stressors.
Iteration over this procedure led to a self-consistent numerical solution for the time
course of degradation. As a noval result, time dependent profiles of negative oxide
charges and interface traps inside the sensor were provided. Also their impact on the
temporal change of the internal stressors were determined. The devices exclusively
degrade inside their edge region starting below the field plate.
Furthermore, a degradation parameter δ was defined, which reflects the relative change
of the degrading sensor with respect to its initial state. It is based on the dark cur-
rent characteristic Id-U , which is easy to measure and simulate. It was revealed, that
the higher the breakdown voltage Ubr, the more pronounced the effect of degradation
phenomena on δ. The breakdown voltage increases with temperature (fig. 2.3) and
decreases with increasing concentration of the avalanche implant.
The simulation of degradation effects provided additional new insights into the APD
degradation behavior. The generation of negative oxide charges was identified to cause
a drift of the impact ionization rate in the edge region of the sensor. The generation
of interface traps promotes the accumulation of negative oxide charges by their supply
of thermally generated dark current. In this way, degradation is about 14 % faster.
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Chapter 5

Degradation under varied
conditions: Calibration of the
model

In order to provide insights into the aging of APDs in automotive LiDAR applications,
the model developed in chapter 3 covers the intended crucial degradation mechanisms
that promote the aging process. In chapter 4, a numerical iteration approach was tailor-
made to enable the self-consistent simulation of the degradation model. Although, it
already reflects the causal relations of APD degradation, the model cannot capture re-
ality. For this purpose, it needs to be calibrated on real world data. Stress experiments
under severe operation conditions are conducted to provide the necessary data. It was
shown in chapter 4, that degradation is best measurable at PIN photo diodes.
First the design of experiment, i.e. stress conditions, stress routine and the design
of PIN test structures, is introduced in section 5.1. Then stress experiments are per-
formed on the sensors and the influence of operation conditions on their degradation is
investigated (sec. 5.2). Thereafter, the degradation model will be applied in order to
fit the experimental data (sec. 5.3). This provides new insights into the variation of the
degradation behavior between individual sensors and the origin of oxide electron traps
(sec. 5.4). In the end of this chapter the calibrated degradation model is achieved.

5.1 Design of experiment

It is presented in paragraph 5.1.1, how stress is applied to the sensors in order to
meet the requirements mentioned in paragraph 2.3.1. Furthermore, a stress routine
is introduced in paragraph 5.1.2 enabling the characterization of the tested sensors
during the stress experiments. These concepts are adopted to all stress experiments
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in this work. In the end, paragraph 5.1.3 illustrates the basic design of the sensors
investigated in this chapter.

5.1.1 How to apply stress

In section 4.2 and 4.1, it was shown that the pace of negative oxide charge and interface
trap generation increase with temperature T , operating voltage U , and illumination
intensity Popt. In order to accelerate aging as much as possible, these would have to
be selected as high as possible. However, stress conditions must be avoided that cause
failure mechanisms or a function of the APD that cannot occur in the APD mission
profile in LiDAR operation (sec. 2.3.1).
Above Eox = 2 × 106 V/cm oxide trap generation via impact ionization and for Eox >

5×106 V/cm tunneling processes of electrons into the oxide occur. Both were excluded
for normal operation in section 3.1. Moreover, an operation voltage of U > 400 V causes
the sensor to physically break through due to a flashover from the n to the p contact.
As a result, the APD will no longer function properly. A failure that is impossible
within the LiDAR mission profile. It is extracted from device simulations, that the
oxide field is smaller than 1 × 106 V/cm for an operation voltage of 380 V. This value
differs also enough from 400 V to prevent flashovers and is therefore choosen as upper
limit. At operation voltages above the breakdown voltage U > Ubr, the conductivity of
the APD approaches infinity. Accordingly, its resistance drops to almost zero. In this
case, the series resistance RS, i.e. the resistance of all cables, measuring devices, etc.
connected before and after the sensor, is greater than its own resistance. As a result,
any voltage applied to the test setup in addition to Ubr no longer drops across the APD
but across RS. Therefore, above U = Ubr, the signal is primarily generated by RS and
not by the APD. So, high operation voltages can only be realized for high breakdown
voltages Ubr, which increase with temperature (fig. 2.3) and decreasing concentration
of the avalanche implant.
The temperature is only limited by experimental setup, i.e. the cables and the optical
fiber used in the experiments. These can withstand only up to T = 150 ◦C. Therefore,
145 ◦C was chosen as the maximum applied temperature.
When the intensity of the incident light is large, large amounts of charge carriers are
generated which can lead to partial shielding of areas inside the device from the electric
field induced by the external voltage U . This excess radiation must be prevented.
Moreover, Si-H bonds at the interface can be broken by energetic radiation in the UV
range or higher. Therefore, the wavelength must not deviate much from the LiDAR
mission profile wavelength of 905nm. At the maximum illumination intensity during the
stress experiment of 40 mW/cm2, no radiation excess was detected. This corresponds

92



5.1. Design of experiment

to about a quarter of the maximum intensity of the entire solar spectrum on earth of
150 mW/cm2 [233]. The LEDs used provide a peak at 940 nm.

5.1.2 How to measure degradation

The characterization during the stress experiment is possible only by alternating stress
and characterization phases. In section 4.4 it was shown that all information about
the degradation is contained in the degradation parameter δ(U). It is based on the
dark current characteristic Id-U . The corresponding routine of the stress experiment
is as follows. At the beginning, the sensor is characterized by means of a dark current
curve Id(U). In terms of the degradation parameter δ, this is the necessary reference
for the time course of the degradation. Then the stress loop starts. The following
steps are repeated until the end of the experiment. For a predefined time ∆tstress

the sensor is stressed at constant voltage U , constant temperature T and constant
illumination intensity Popt. The stress strongly drives the sensor from thermal to an
equilibrium characterized by high fields and high current densities. In order to perform
meaningful characterizations, the sensor must physically relax to an equilibrium closer
to the thermal one. Thus, after stressing, the sensor is given the time ∆trelax to relax
into thermal equilibrium. After that, the characterization is done by measuring a dark
current curve Id(U). With this procedure, the sensor is repeatedly subjected to the
same stress for the time ∆tstress and then characterized. The result is a time history of
dark current curves, as already shown as a result of the simulation of the degradation
model in section 4.5. The elapsed time under stress tstress is calculated from the number
of iterations n and the duration of the stress periods according to: tstress = n ∆tstress.

5.1.3 Basic device design and applied stress conditions

Figure 5.1 illustrates the basic design of the investigated PIN test sensors. The differ-
ence to the APD as presented in section 2.1, is that the avalanche implant is missing.
The top view on the device (figure 5.1a) shows the circular active area. It has a diam-
eter of 1 mm. All the sensors exhibit circular symmetry. Figure 5.1b shows the cross
section along the straight line in figure 5.1a of the sensor edge region. The essential
dimensions are shown. The field plate has a length of 6 µm. The gap between the n

and p contact metals has a length of 24 µm. As discussed in sections 4.1 and 4.2, the
oxide charge and interface trap generation models predict an increase in degradation
pace with all external stressors U , T , and Popt. In agreement with the maximum values
defined in section 5.1.1, the stressors were varied as noted in table 5.1. In order to be
able to make statistically significant statements, five devices are examined per stress
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Figure 5.1: Illustration of the basic device design. a: Top view. b: Cross section of the edge
area with material and doping profiles with dimension of the field plate and gap between n
and p contact.

Table 5.1: Applied stress levels.

U in V T in ◦C Popt in mW/cm2 level no
380 105 20 1
380 125 20 2
300 145 20 3
340 145 20 4
380 145 0 5
380 145 20 6
380 145 40 7

level. In section 4.4 it was shown by simulations that the signal of degradation ef-
fects in the dark current Id and the degradation parameter δ increases with increasing
operating voltage. In order to characterize the state of the sensors, a characteristic
curve of the dark current up to a voltage of U = 380 V was regularly recorded after
∆tstress = 30 min of constant stress and subsequent relaxation of the sensor to thermal
equilibrium (sec. 5.1.2).

5.2 Degradation behavior under varied conditions

Stress experiments were performed according to the previous section. In this section
the general behavior of degrading sensors will be discussed. After that the impact of
the applied stress conditions on their degradation is investigated.

5.2.1 General behavior of degrading devices

Figure 5.2a shows the dark current voltage curves of a sensor stressed at level 6. The
total time under stress tstress is assigned by color. The initial characteristic curve
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Figure 5.2: Results of the stress experiment under the conditions of level 6 on a PIN test
sensor. Id-U (a) and δ-U (b) characteristics for the variation of stress time tstress. c: Course
of degradation in a plot of δ(U = 380 V) vs. tstress. Points are assigned to curves in (a) and
(b) by color and connected with a black curve.

shows a saddle-shaped course. The dark current Id increases strongly with voltage U

at lower voltages, then somewhat weaker for U > 40 V and again more strongly at
higher voltages U > 300 V. Already after the first half hour the Id-U curve differs quite
strongly from its initial course. It seems to have rotated out of the initial orientation
around a point around U = 240 V counterclockwise. This rotation progresses with
time. So, the dark current values at low voltages U < 240 V decrease and at voltages
U > 240 V they increase. After tstress ≈ 2. 5 h it rotates back. The backward motion
saturates before the initial curve is reached. This behavior can be seen more clearly
when considering the δ-U curves shown in figure 5.2b. A value of δ(U0) = 0 means
that at a voltage of U0 the dark current is the same as in the beginning (t = 0). All
δ(U) curves increase with voltage. At voltages U > 240 V their course resembles an
exponential one. This exponential like trend at U > 240 V becomes steeper with time
tstress. With time the slope of the δ(U) with U increases. After about tstress = 2. 5 h
the curve becomes flatter again and goes down with time. For U < 240 V the dark

95



Chapter 5. Degradation under varied conditions: Calibration of the model


m

ax
(%

)

100

80

60

40

20

0

tmax (h)
361224364860 1

4

1
2
3

5
6
7

Level no.

Degradation pace
D

egrad
atio

n
 exten

t

Temperature T

Voltage U

Intensity Popt

Figure 5.3: Results of all stress experiments on PIN photo sensors. The maximum reached
degradation parameter δmax is plotted against the time tmax when it occurs. Stress levels are
assigned to their conditions in table 5.1 by color. Temperature variation: 1, 2, 6. Voltage
variation: 3, 4, 6. Intensity variation: 5, 6, 7.

current decreases with time such that the decrease is higher for lower voltages. At
U ≈ 240 V δ = 0 for all times. This behavior is similar to a rotation of the δ(U) curves
around (240 V,0) out of the zero position of δ(U) = 0 for all regarded voltages U . At
about tstress ≈ 2. 5 h this motion inverts. The backward motion stops before the zero
position is reached again. In section 4.4, the value of the degradation parameter δ at
U = 380 V, was chosen as measure of the course of degradation. The same is done here.
The resulting curve is shown in a plot of δ(U = 380 V) against tstress in figure 5.2c.
It increases very sharply at early times, passes through a maximum of almost 60 % at
tstress = tmax = 2. 5 h and then decreases again. At tstress = tsat ≈ 7 h it reaches a value
of 40 % and decreases only very weakly thereafter, so that at tstress = 36 h it reaches a
value of 35 %.
The deviation of the curve from its initial course increases with time, is the highest at
tmax, then decreases and saturates before the initial course is reached again. All sensors
that were investigated at all of the stress levels in table 5.1 qualitatively showed the
same degradation behavior as the one discussed. The only difference is, that their time
scales and magnitude of δ varied.
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5.2.2 Influence of stress conditions and temporal behavior of
degradation

Previously, the degradation behavior of one sensor during the stress experiment was
discussed as an example. All remaining sensors showed the same trend in all stress
levels, although their respective time scale and the magnitude of δ varied. For the
course of the degradation as shown in figure 5.2c, it is decisive on the one hand how
fast it proceeds and on the other hand how strong the deviation from the initial state
is. In order to represent the course of the degradation of all experiments as compressed
as possible, the time tmax is chosen, at which the maximum deviation from the initial
course, i.e. the maximum in δ(U = 380 V) is reached. Moreover, the value of the max-
imum δmax = max [δ(U = 380 V)] itself is suitable to measure how strong the deviation
from the initial state is after this time. Regarding the simulation results in section 4.5,
it is clear that tmax is a characteristic value for the time course of the degradation,
because the moment when the maximum occurs in δ(U = 380 V), the distribution of
oxide charges Nox is maximum inhomogeneous. As discussed in section 4.5, tmax is
not only affected by the generation of oxide charges but also by generation of interface
traps. As it impacts the speed of degradation. Thus, tmax contains information about
the course of both failure mechanisms, oxide charge and interface trap generation. In
figure 5.3 the experimental results for all levels and sensors in a plot of δmax against
tmax is shown. Here, the tmax axis is reciprocal and logarithmically scaled. Thus, the
x axis reflects the degradation pace. The stress levels investigated, are assigned by
color. At first glance, it can be seen that the data points of the different stress levels
form separate clusters from each other. Furthermore, degradation pace increases with
an increase of temperature, voltage and intensity of the incident light. For a better
overview, the individual clusters are shown in figure 5.4, 5.5 and 5.6 according to the
stressor variations.
In the temperature variation (figure 5.4), the sensors are exposed to an operation volt-
age of U = 380 V, an illumination intensity of Popt = 20 mW/cm2 and the temperature
is varied. Stress level 1 has the lowest temperature with T = 105 ◦C. Thereby, the
maximum for the five investigated sensors scatters between 50 % and almost 100 %
deviation δmax from the initial state. It occurs between almost 53 h and 55 h. At the
next higher temperature of T = 125 ◦C at level 2, δmax varies between 43 % and 73 %
deviation from the initial state after a stress time of approximately 27. 25 h to slightly
more than 29 h. The sensors are exposed to the highest temperature of T = 145 ◦C at
stress level 6. They reach the maximum deviation from the initial state after 2 h to
3. 5 h. It varies between 33 % and 60 %.
In voltage variation (figure 5.5), the sensors are subjected to a temperature of T =
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145 ◦C, an illumination intensity of Popt = 20 mW/cm, and the operation voltage U is
varied. Stress level 3 corresponds to the stress with the lowest voltage of U = 300 V.
Thereby, the maximum δmax for the five studied sensors varies between 15 % and almost
45 %. It occurs between 13. 75 h and 14. 75 h. At level 4, the tested sensors are sub-
jected to a stress of U = 340 V. The maximum δmax occurs after a stress time of about
9. 75 h to 10. 75 h with a value of 30 % to 60 %. The highest voltage of U = 380 V is
applied at level 6, the investigated sensors reach a maximum deviation from the initial
state δmax of 33 % to 60 % after between 2 h and 3. 5 h.
In variation of the illumination intensity (figure 5.6), the sensors are exposed to a tem-
perature of T = 145 ◦C, a voltage of U = 380 V, and the illumination intensity Popt is
varied. Stress level 5 corresponds to the stress with the lowest illumination intensity
of Popt = 0. So, it corresponds to stress in the dark. Here, the maximum δ for the
five sensors studied varies between 30 % and almost 60 % deviation from the initial
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condition. It occurs between 5. 5 h and 6. 5 h under stress. At level 6, the investigated
sensors are exposed to an illumination of Popt = 20 mW/cm. The maximum δ occurs
after a stress time of 2 h to 3. 5 h with a value of 33 % to 60 % deviation from the initial
state. Under stress of the highest illumination intensity Popt = 40 mW/cm2 at level 7,
the investigated sensors reach a maximum deviation from the initial state of 38 % to
almost 75 % after already 1 h to 1. 5 h.
Each of the plots in figure 5.4, 5.5 and 5.6 covers 3. 8 h on time scale. Thus, it is easy
to see that for all stress levels, the maximum for all sensors occurs in a time window
smaller than this 3. 8 h. At levels 1 and 2, the range is slightly more than 2 h. The
largest scatter in the deviation from the initial state occurs at level 1 with almost 50 %.
It is also noticeable that per stressor variation, the time after the maximum deviation
occurs decreases with the increase of the respective stressor. There is also a slight trend
that the clusters of data points shifts towards smaller values of δmax with a tempera-
ture increase. With voltage variation, the cluster shifts slightly towards larger values
of δmax with increasing voltage U . Thus, larger deviations δmax from the initial state
are achieved on average with a decrease in temperature and an increase in voltage. In
particular, on the time scale, the clusters of data points of each stress level are clearly
separated. This demonstrates that each stress level corresponds to its own degradation
pace. To examine this behavior in more detail, the mean of tmax per stress level ⟨tmax⟩
is plotted against the stress level in figure 5.7 for every stressor variation.
When varying the illumination intensity Popt at constant voltage U = 380 V and tem-
perature T = 145 ◦C, the maximum deviation from the initial state occurs for Popt = 0
after 6 h, for Popt = 20 mW/cm2 after 2. 6 h, and for Popt = 40 mW/cm2 after about
1 h and 10 min. Thus, with an increase in Popt, the degradation pace ∝ ⟨tmax⟩−1

level in-
creases slightly over proportionally. When varying the operation voltage U at constant
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illumination intensity Popt = 20 mW/cm2 and temperature T = 145 ◦C, the maximum
deviation from the initial state occurs at U = 300 after about 14 h, at U = 340 V after
10 h, and at U = 380 V after 2. 6 h. With an increase in the operation voltage U the
degradation pace also increases over proportionally. When varying the temperature
T at constant illumination intensity Popt = 20 mW/cm2 and voltage U = 380 V, the
maximum deviation from the initial state occurs at T = 105 ◦C after about 48 h, at
T = 125 ◦C after about 24 h, and at T = 145 ◦C after 2. 6 h. With an increase in
temperature T the degradation pace increases over proportionally. In conclusion, the
degradation pace increases over proportionally with all stressors U , T , and Popt.
Level 6 is shared by every stressor variation. From level 6, a decrease in temperature
of about 14 % (20 ◦C) to level 2 leads to almost a tenfold increase in time tmax. A
decrease of the intensity by 100 % (20 mW/cm2) to level 5 leads to a little more than a
doubling of tmax. A decrease of the voltage by 10 % (40 V) leads to a fourfold increase
of tmax. Especially at high temperatures, the temperature appears to have the great-
est influence on the degradation pace. This suggests that the dark current provides a
significant contribution to the degradation. To further support this proposition, figure
5.7 can be compared with figure 4.3. There, the generation pace of oxide charges was
plotted for the temperature variation. The solid curve corresponds to the case where

100



5.3. Application of the degradation model

the increase of the dark current due to the temperature increase was included. The
dashed curve reflects a temperature independent dark current. The curve from the
stress experiments in figure 5.7 corresponds qualitatively to the first case. Thus, the
dark current actually provides a very large contribution to sensor degradation.

5.2.3 Recap

Stress experiments on PIN test diodes have been conducted. Every device on every
stress level obtains qualitatively the same degradation course. A maximum deviation
from their initial state δmax is observed. In comparison with simulation results in
chapter 4 the moment when the maximum occurs is assigned to the appearance of
the maximum inhomogeneous negative oxide charge profile. It is thus a characteristic
moment in the course of degradation. Therefore, the values of the maximum δmax and
the time tmax after which it occurs are chosen in order to characterize the extent and
time scale of the degradation course of every device. In a plot of δmax against tmax, the
data points form clusters on the time axis per stress level. Thus, the stress level governs
the time scale of degradation. The degradation pace increases over proportionally with
temperature, voltage and intensity of the incident light. Moreover, the data points of
individual sensors scatter much in extent and slightly in time per stress level. Finally,
it was concluded, that the dark current provides an outstanding contribution to the
degradation of the devices.

5.3 Application of the degradation model

The comparison of the plots in figures 4.10 and 5.2 reveals that the degradation be-
havior resulting from simulation and those observed in the stress experiment are very
similar. So, the experimental trend is fit by the simulation of the degradation model
at least qualitatively. In the following simulation results are generated in order to fit
the experimental results quantitatively. Doing so, the model parameters should be
calibrated on the totality of all experimental data and varied in the smallest possible
extent in favor of agreement between simulation and experiment.

5.3.1 Classification of model parameters

The varied parameters are shown in table 5.2. They can be differentiated according to
what they are predominantly determined by. There are those that are predominantly
determined by the technology. The technology includes all processes used in general
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Table 5.2: Varied model parameters.

Symbol Context Main cause
Injection model
χ0 Determines the shape of the silicon

band structure at the Si/SiO2 interface.
Generation of oxide charges
Nox,init Initial positive oxide charge concentra-

tion.
Process flow

Nox,max Concentration of preexisting electrons
traps in the oxide. Corresponding to
the maximum concentration of negative
oxide charge in addition to Nox,init.

Process flow

σox Oxide electron trap capture cross sec-
tion.

Technology

α0 Prefactor of detrapping rate of elec-
trons in shallow oxide trap levels.

Technology

B Critical field of detrapping rate of elec-
trons in shallow oxide trap levels.

Technology.

γ0 Relaxation rate of electrons from shal-
low into deep oxide trap levels.

operation conditions

Generation of interface traps
σ0 Prefactor of the cross section of electron

Si-H interaction.
Technology

x Contribution of H2 to hydrogen diffu-
sion

Technology

for the production of the investigated sensors. The technology is the same for all
investigated sensors. Therefore, the corresponding parameters should be also the same
for all sensors. As described in section 3.2, the shape of the band structure of silicon at
the Si:SiO2 interface is modeled according to equation 3.4. Among other things, this
depends, on the parameter x, which is determined by χ0 according to equation 3.11.
Therefore, the parameter χ0 determines the modeled shape of the band structure of
the silicon at the interface. It depends on the orientation of the silicon surface and the
process flow of oxidation. In all the devices studied, the silicon at the interface has
⟨111⟩ orientation and the oxidation has the same process flow. Using χ0 = 1. 7 × 107

good agreement between simulated and experimental data was obtained. The authors
in [190] were able to obtain good agreement with their data with χ0 = 1 × 108. Both
values are less than one order of magnitude apart and thus comparable.
Another parameter is the capture cross section of electron traps in the oxide σox. With
a value of σox = 10−15 cm2 good agreement between simulated and experimental data
could be achieved. This value corresponds to the cross section of the dominant trap.
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The authors in [92] were able to assign a value between 10−16cm2 and 10−15cm2 to
the shallow trap level of the oxygen vacancy. So, there is also good agreement with
literature. As discussed in chapter 3.4.1, the amorphous growth of silicon dioxide leads
to the appearance of stretched and distorted Si-O bonds. If the deviation from the
ideal structure is too strong, oxygen vacancies occur. In the present case, the process
of oxide growth is the same in the production of each sensor and thus leads to the same
type of oxide trap and the same value of its cross section for all sensors.
In section 3.4.3, a detrapping model was introduced that describes the impact ionization
of electrons from shallow electron trap levels in the oxide. This process is considered
to be mostly determined by the properties of the dominant electron trap in the oxide.
These in turn are assumed to be determined by the technology of oxidation. The
detrapping rate is empirically described by the expression in equation 3.29 and 3.30.
Good agreement of the degradation model with the experimental data could be achieved
assuming the exponential prefactor of α0 = 2. 8 × 10−13 cm2. In [201], good agreement
could be obtained between the simulated data there and the experimental data from [91]
using a value of α0 = 8 × 10−13 cm2. Using the same value, agreement with Monte
Carlo simulations was obtained in [200]. For the critical oxide field B a value of
B = 1. 4 MV/cm was found in this work. In [113] detrapping of shallow electron traps
in the oxide was experimentally detected at 1. 2 MV/cm. In [129], the threshold value
of the oxide field Eox for detrapping was determined to be of the order MV/cm. In [129]
it was shown that all trapped electrons in the oxide are liberated at a field of 6 MV/cm.
Thus, the two parameters of the detrapping model α0 and B found in this work are in
good agreement with literature values.
For the cross section of the interaction of electrons with the Si-H bonds at the interface
σ0 (sec. 3.5.1), the experimental results could be met with a value of σ0 = 10−13cm2.
The authors in [205,206] were already able to show that this parameter is the same for
the scattering of multiple electrons of low energy and single electrons of high energies.
In [167,208] a value of σ0 = 10−14cm2 was adopted to successfully fit experimental data.
So the value found in this work differs by an order of magnitude from the literature
value.
The parameter x corresponds to the fraction of molecular hydrogen (H2) in the diffusion
mechanism of hydrogen away from the interface as described in section 3.5.2. In this
work, x = 0. 5 turned out to be appropriate. According to this parameter, atomic
and molecular hydrogen are equally involved. No literature values could be found for
this parameter. In [71-73] models for hydrogen diffusion were also developed. Good
agreement with the experimental data from the references of these works could be
obtained only under the assumption that both molecular and atomic hydrogen are
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Figure 5.8: Results of experiment (empty circles) and simulation (trianles) of the degrada-
tion of PIN test sensors. The maximum deviation δmax from the initial state of the sensors
is plotted against the time tmax when it occurs. Stress levels are assigned to their conditions
in table 5.1 by color.

involved in the diffusion process. So there is good qualitative agreement with the
results in the literature.
As described in section 3.4.4, the relaxation rate γ0 determines the amount of electrons
in shallow trap levels in the oxide that relax per unit time into the deep levels. This
physical mechanism is believed to vary in extent with both field and temperature.
It is further hypothesized that the parameters of the available electron traps in the
oxide Nox,max and that of the initial positive oxide charges Nox,init vary due to process
fluctuations across the wafer but also between batches and thus from device to device.
The last three mentioned will be discussed in the following. All remaining model
parameters correspond to their values in table 4.1.

5.3.2 Simulation vs. experimental data

The attempt to fit the model to experimental Id-U curves as shown in figure 5.2a turns
out to be unnecessarily complicated. Due to the complexity of the devices, even small
deviations from the ideal process flow during their fabrication, which occur naturally
in reality, can lead to significant deviations from the ideal dark current curve as it is
determined in the semiconductor device simulation. In terms of the informative value
of the model with respect to degradation, it is more important whether the extent of
the degradation and its time scale in the simulation match those in the experiment.
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As before, this is examined using the maximum deviation δmax and the time tmax af-
ter which it occurs. Figure 5.8 shows the experimental data previously discussed in
section 5.2.2 in a δmax vs tmax plot. The resulting data points from the simulation are
also shown. Model parameters are varied such that the experimental clusters are met
by the simulated data points at each stress level. Doing so, the relaxation rate γ0 is
varied between stress levels depending on voltage and temperature. The parameters of
Nox,max and Nox,init were varied to obtain the individual data points per stress level.
It can be seen that the clusters of experimental data of each stress level coincide with
the clusters formed by the simulated data points at each stress level. Furthermore,
the simulated clusters surround the experimental ones for each stress level. As in the
previous section, the data are shown separately in figures 5.9, 5.10, and 5.11 for the
variation of temperature T , operation voltage U , and illumination intensity Popt. The
values for the relaxation rate γ0 per stress level are noted in table 5.3. The data points

Table 5.3: Relaxation rate parameter γ0 per Stresslevel.

Stress level
no.

γ0 in s−1

1 8 × 10−6

2 3 × 10−5

3 1 × 10−5

4 5 × 10−5

5 3 × 10−4

6 3 × 10−4

7 3 × 10−4

from the simulation are labeled for each stress level separately and assigned to a pair
of values Nox,max and Nox,init as listed in table 5.4.
The simulation data of stress level 1 in figure 5.9, are close to the experimental data.
To achieve this agreement, a relaxation rate of γ0 = 8 × 10−6 was found and the
concentration of initially present positive oxide charges Nox,init was varied between
1011 cm−2 and 1. 5×1011 cm−2. The concentration of electron traps in the oxide Nox,max

varies between 8 × 1011 cm−2 and 20 × 1011 cm−2. For simulated data points 3 and 4,
Nox,max = 10 × 1011 cm−2 and only the values of Nox,init differ. For data point 3, it is
Nox,init = 1 × 1011 cm−2. In the plot in figure 5.9, it is at δmax = 65 % and tmax ≈ 56 h.
For data point 4, Nox,init = 1. 5 × 1011 cm−2. In the plot, it is at δmax ≈ 55 % and
tmax ≈ 52. 5 h. Thus, as Nox,init increases, the time tmax and δmax decrease. Starting
at data point 4 with Nox,init = 1. 5 × 1011 cm−2 and Nox,max = 10 × 1011 cm−2, Nox,max

increases with constant Nox,init at points 2 with Nox,max = 14 × 1011 cm−2 and 1 with
Nox,max = 20 × 1011 cm−2 an. Data point 2 is at δmax ≈ 80 % and tmax ≈ 53. 5 h,
data point 1 is at δmax ≈ 103 % and tmax ≈ 53. 75 h. So, δmax and tmax increase with
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Table 5.4: Parameter values of the initial positive oxide charge concentration Nox,init and
the concentration of electron traps in the oxide Nox,max of simulated data points (triangles)
in figures 5.9, 5.10, and 5.11.

Level no data point
no

Nox,init in
1011 cm−2

Nox,max in
1011 cm−2

1 1 1. 5 20
1 2 1. 5 14
1 3 1 10
1 4 1. 5 10
1 5 1 8
2 1 1 14
2 2 1. 5 12
2 3 1 10
2 4 0. 1 8
2 5 1 8
3 1 1. 8 12
3 2 1 10
3 3 1. 5 10
3 4 0. 8 6
4 1 1. 8 16
4 2 0. 1 10
4 3 1. 8 12
4 4 1 10
4 5 1. 5 10
4 6 0. 5 8
5 1 1 14
5 2 1 10
5 3 0. 5 8
5 4 1 6
6 1 1. 5 12
6 2 1 10
6 3 1. 5 10
6 4 0. 1 8
6 5 1 8
6 6 1 6
7 1 1. 5 15
7 2 1 12
7 3 1. 5 12
7 4 1 10
7 5 0. 5 8
7 6 1. 5 9
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Figure 5.9: Data from figure 5.8 for the variation of temperature T . Italic numbers at
triangles assign the particular data point to the parameters of Nox,max and Nox,init listed
in table 5.4. Non-italic numbers at empty circles assign the particular data point to the
parameters of Nox,max and Nox,init listed in table 5.5. Their values are obtained by the
interpolation procedure (paragraph 5.4.1). Variations with the values of Nox,max and Nox,init

are drawn.

Nox,max. Thereby, the increase in δmax and tmax with Nox,max is stronger than with
their decrease with Nox,init.
The simulation data of stress level 2 in figure 5.9, are close to the experimental data.
For this match, a relaxation rate of γ0 = 2 × 10−5 was found and the concentration
of initially present positive oxide charges Nox,init varies between 0. 1 × 1011 cm−2 and
1. 5×1011 cm−2. The concentration of electron traps in the oxide Nox,max varies between
8 × 1011 cm−2 and 14 × 1011 cm−2. For simulated data points 4 and 5, it is Nox,max =
8×1011 cm−2 and the values of Nox,init vary. At data point 4, Nox,init = 0. 1×1011 cm−2.
In the plot in figure 5.9, it is at δmax ≈ 45 % and tmax ≈ 29. 25 h. For data point 5,
Nox,init = 1 × 1011 cm−2. In the plot, it is at δmax ≈ 40 % and tmax ≈ 26. 5 h. Thus,
as Nox,init increases, the time tmax and δmax decrease. Starting at data point 5 with
Nox,init = 1 × 1011 cm−2 and Nox,max = 8 × 1011 cm−2. Nox,max increases with constant
Nox,init for points 3 with Nox,max = 10×1011 cm−2 and 1 with Nox,max = 14×1011 cm−2

an. Data point 3 is at δmax ≈ 63 % and tmax ≈ 27. 3 h, data point 1 is at δmax ≈ 75 %
and tmax ≈ 29. 1 h. So δmax and tmax increase with Nox,max also in this case. Here again,
the increase in δmax with Nox,max is stronger than with their decrease with Nox,init.
The simulation data of stress level 3 in figure 5.10, are also close to the experimen-
tal data. For this, a relaxation rate of γ0 = 1 × 10−5 was set and the concentration
of initially present positive oxide charges Nox,init varies between 0. 8 × 1011 cm−2 and
1. 8×1011 cm−2. The concentration of electron traps in the oxide Nox,max varies between
6 × 1011 cm−2 and 12 × 1011 cm−2. For simulated data points 2 and 3, it is Nox,max =
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Figure 5.10: Data from figure 5.8 for the variation of voltage U . Italic numbers at triangles
assign the particular data point to the parameters of Nox,max and Nox,init listed in table
5.4. Non-italic numbers at empty circles assign the particular data point to the parameters
of Nox,max and Nox,init listed in table 5.5. Their values are obtained by the interpolation
procedure (paragraph 5.4.1). Variations with the values of Nox,max and Nox,init are drawn.

10×1011 cm−2 and the values of Nox,init vary. At data point 2, Nox,init = 1×1011 cm−2.
In the plot in figure 5.10, it is at δmax ≈ 36 % and tmax = 14. 75 h. At data point 3,
Nox,init = 1. 5 × 1011 cm−2. In the plot, it is at δmax ≈ 26 % and tmax ≈ 13. 7 h. So, the
time tmax and δmax decrease with increasing Nox,init .
At stress level 4, it was also possible that the simulated data points in figure 5.10 were
close to the experimental data. Here, the relaxation rate was γ0 = 5 × 10−5. The
concentration of initially present positive oxide charges Nox,init varies here between
0. 1 × 1011 cm−2 and 1. 8 × 1011 cm−2 and the concentration of electron traps in the
oxide Nox,max varies between 8 × 1011 cm−2 and 16 × 1011 cm−2. A trio of points can be
found to study the effect of varying Nox,init on the degradation parameters δmax and
tmax. At points 2, 4, and 5, Nox,init varies at constant Nox,max = 10 × 1011 cm−2 with
0. 1×1011 cm−2, 1×1011 cm−2 and 1. 5×1011 cm−2. The values of 11. 15 h, 10. 25 h, and
9. 25 h are obtained for the time tmax, and the values of 42 %, 37 %, and 30 % are ob-
tained for the deviation δmax. So both degradation parameters decrease with Nox,init.
The effect of varying Nox,max can be analyzed on the pair of points 1 and 3. Here
Nox,init = 1. 8 × 1011 cm−2 and Nox,init = 16 × 1011 cm−2 and Nox,max = 12 × 1011 cm−2.
This leads to values for tmax of 9. 8 h and 9 h and for δmax of 62 % and 39 %. So both
degradation parameters increase with the limit concentration Nox,max.
At stress level 5, the simulated data points in figure 5.11 are close to the experimental
data. For this, the relaxation rate is γ0 = 5 × 10−4 and the concentration of initially
present positive oxide charges varies Nox,init between 0. 5×1011 cm−2 and 1×1011 cm−2.
The concentration of electron traps in the oxide varies Nox,max between 6 × 1011 cm−2
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Figure 5.11: Data from figure 5.8 for the variation of intensity Popt. Italic numbers at
triangles assign the particular data point to the parameters of Nox,max and Nox,init listed
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and 10 × 1011 cm−2. The influence of Nox,max can be studied using the trio of points 1,
2 and 4. With constant Nox,init = 1 × 1011 cm−2, Nox,max varies with 14 × 1011 cm−2,
10 × 1011 cm−2 and 6 × 1011 cm−2. For the degradation parameters, the values for tmax

are 7 h, 5. 9 h and 4. 9 h and for δmax 63 %, 53 % and 24 %, respectively. As the limiting
concentration of trapped electrons in the oxide increases, both degradation parameters
increase.
The simulation data of stress level 6 in figures 5.9, 5.10 and 5.11, are close to the
experimental data. Here, a relaxation rate of γ0 = 2 × 10−5 was set and the concentra-
tion of initially present positive oxide charges Nox,init varies between 0. 1 × 1011 cm−2

and 1. 5 × 1011 cm−2. The concentration of electron traps in the oxide Nox,max varies
between 6 × 1011 cm−2 and 12 × 1011 cm−2. For simulated data points 2 and 3, it
is Nox,max = 10 × 1011 cm−2 and the values of Nox,init vary. At data point 2, it is
Nox,init = 1 × 1011 cm−2. In the plot, it is at δmax ≈ 55 % and tmax ≈ 3. 3 h. At data
point 3, it is Nox,init = 1. 5 × 1011 cm−2. In the plot, point 3 is at δmax ≈ 58 % and
tmax = 2 h. For simulated data points 4 and 5, it is Nox,max = 8 × 1011 cm−2. For
data point 4, it is Nox,init = 0. 1 × 1011 cm−2. In the plot, it is at δmax = 40 % and
tmax ≈ 3. 75 h. For data point 5, it is Nox,init = 1 × 1011 cm−2. In the plot, it is at
δmax ≈ 37 % and tmax = 2. 75 h. So the time tmax and δmax decrease with increas-
ing Nox,init in both examples. Starting at data point 6 with Nox,init = 1 × 1011 cm−2

and Nox,max = 6 × 1011 cm−2, Nox,max increases with constant Nox,init at points 5 with
Nox,max = 8 × 1011 cm−2 and 2 with Nox,max = 10 × 1011 cm−2. Data point 6 is at

109



Chapter 5. Degradation under varied conditions: Calibration of the model

δmax ≈ 26 % and tmax ≈ 2. 3 h, point 5 at δmax ≈ 36 % and tmax ≈ 2. 7 h and point 2 at
δmax ≈ 55 % and tmax ≈ 3. 2 h. In this example δmax and tmax increase with Nox,max.
Thereby, the increase in δmax and tmax with Nox,max is stronger than with their decrease
with Nox,init.
At stress level 7 shown in figure 5.11, the simulated data points are close to the ex-
perimental data. The relaxation rate of γ0 = 1 × 10−4 was found. The value for
the concentration of initially present positive oxide charges Nox,init varies between
0. 5×1011 cm−2 and 1. 5×1011 cm−2 and the concentration of oxide traps Nox,max varies
between 8 × 1011 cm−2 and 15 × 1011 cm−2. A trio of points can be found to study the
effect of varying Nox,max on the degradation parameters. For points 1, 3, and 6, Nox,max

varies at constant Nox,init = 1. 5 × 1011 cm−2 with 15 × 1011 cm−2, 12 × 1011 cm−2 and
9 × 1011 cm−2. The values 0. 95 h, 0. 94 h and 0. 8 h are obtained for the time tmax and
the values 42 %, 37 % and 30 % are obtained for the deviation δmax. So both of the
parameters increase with Nox,max.

5.3.3 Recap

With the self-consistent simulation of the degradation model it is possible to generate
data which is very close to the data of the stress experiments. Model parameters are
in good agreement with their literature values. The relaxation rate γ0 increases with
voltage U and temperature T . It is independent of the illumination intensity Popt.
Thereby, the variation of the experimental data points between individual sensors at
each stress level can be captured by a variation of the model parameters Nox,max and
Nox,init. In this context, δmax and tmax increase with Nox,max and decrease with Nox,init.
Although, the increase with Nox,max is stronger than the decrease with Nox,init. In
general, the variation of Nox,max or Nox,init impacts δmax more than tmax. It is also
seen, that the stress level has a much more significant impact on tmax. Regarding a
constant stress level, the difference of an individual sensor in tmax from the average is
in the range of 1 % and thus negligible.

5.4 The individuality of sensors

The natural fluctuation within the process flow leads to fluctuations of device prop-
erties across a single wafer but also between individual runs. This results in slight
fluctuations in the properties between individual sensors. In the previous section it
could be seen, that the model parameters of the initial concentration of positive oxide
charges Nox,init and the concentration of oxide traps Nox,max allowed to capture the
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variation of experimental data points that occurred for each stress level. In this sec-
tion, an interpolation procedure will be derived that allow the determination of the
parameters Nox,init and Nox,max for the experimental data points and the correspond-
ing sensors. Thus, the fluctuations between the sensors concerning their degradation
behavior will be modeled via the variation of Nox,init and Nox,max.

5.4.1 Derivation of an interpolation method

The simulated and experimental data in figure 5.8 are close. But they do not match per-
fectly. In order to determine the parameters of Nox,init and Nox,max for the experimental
data points, an interpolation procedure is derived. Following the k-nearest-neighbor al-
gorithm [234], the experimental data are considered separately. Figure 5.12 illustrates
the procedure. Exemplary the experimental and simulated data points of stress level 3
are shown in a plot of δmax against tmax. The distances d3 j between the experimental
point 3 and all simulated data points j are illustrated. The assumption is that the
experimental data point corresponds to a pair of values (Nox,init, Nox,max). Further-
more, it is assumed that the difference between the values of Nox,init and Nox,max of
two points is less, the closer the points are located in the δmax-tmax space. So, similarity
is measured by their distance in the δmax vs. tmax plot. Because the δmax axis and the
tmax axis are at two different scales and dimensions, the Euclidean distance measure
cannot be used to calculate the distance here. Instead, the Mahalanobis Distance [235]
is used, which is unitless and scale invariant. It incorporates the correlations of the
parameters of the data set and is defined as [235] :

d(x,y) =
√

(x − y)T S−1 (x − y) (5.1)
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Where x and y are the two points between which the distance is determined and S

corresponds to the covariance matrix of the entire data set. It is determined here
separately for each stress level. Experimental and simulated data are included in the
calculation of the covariance matrix. The points considered here are two dimensional.
This results in the form of S:

S =
 s2

δ sδ t

st δ s2
t

 (5.2)

Where sδ = σδ and st = σt are the standard deviations of the data in δmax and tmax,
and the correlation of the n data points of the data on the δmax and tmax axis:

sδ t = st δ = 1
n − 1

n∑
i=1

(xi δ − xδ) (xi t − xt) (5.3)

The quantities xδ and xt correspond to the arithmetic mean of the data in δmax and
tmax. Thus, the Mahalanobis Distance in equation 5.1 can be simplified to:

d(x,y) = s2
δ(xδ − yδ)2 + s2

t (xt − yt)2 − 2 sδ t(xδ − yδ) (xt − yt) (5.4)

The distances in figure 5.11 dij = d(xexp i,xsimu j) correspond to the distance between
the ith experimental data point xexp i and the jth simulated data point xsimu j.
With the distance of two points, now a parameter αij can be defined, which describes
the similarity of the points xexp i and xsimu j. Using the softmax function [236, 237] it
is defined as:

αij =
exp(d−1

ij )∑
j d−1

ij

(5.5)

On a scale from 0 to 1, its value indicates how similar the points are to each other. The
smaller the distance, the more similar they are. The sum of the values of the similarity
parameter of a single experimental point to all simulated points gives 1:

∑
j

αij = 1 (5.6)

This can now be used to determine the pair of values (Nox,init , Nox,max) of an experi-
mental data point xexp i:Nox,init

Nox,max


xexp i

=
∑

j

αij

Nox,init

Nox,max


xsimu j

(5.7)

112



5.4. The individuality of sensors

10

5

0

O
cc

ur
en

ce

0 10.5 1.5
Nox,init (1011 cm-2)

4

2
3

5
6
7

1

Level no

2

(a)

10

5

0

O
cc

u
re

nc
e

5 1510 20
Nox,max (1011 cm-2)

4

2
3

5
6
7

1

Level no

(b)

Figure 5.13: Distribution of occurrence of Nox,max (a) and Nox,init (b) values of the studied
PIN test sensors resulting from the interpolation procedure derived in paragraph 5.4.1.

In this way, the (Nox,init , Nox,max) pair of the simulated data point closest to the respec-
tive experimental point is weighted most heavily in the calculation of the experimental
(Nox,init , Nox,max) pair. This procedure can now be performed for each experimental
data point of each stress level to finally obtain an estimate of the concentration of
electron traps in the oxide Nox,max and initial positive oxide charges Nox,init for the
experimental data points. The resulting values of Nox,max and Nox,init for each experi-
mental data point are listed in table 5.5. The numbering of the data points corresponds
to that in figures 5.9,5.10 and 5.11.

5.4.2 Variation between individual sensors

Figure 5.13 shows the occurrences of values of Nox,init and Nox,max in a plot of the num-
ber of occurrences against the concentration. The contributions of each stress level are
assigned by color. As can be seen from figure 5.13a, Nox,init = 1011 cm−2 occurs most
frequently. There, the distribution of Nox,init values has a peak. Overall, this value was
determined for 10 of the 35 sensors studied. Starting from the peak, Nox,init decreases
with increasing values Nox,init > 1011 cm−2 and decreasing values Nox,init < 1011 cm−2.
Values were found between approximately 0. 3 × 1011 cm−2 and 1. 7 × 1011 cm−2. The
peak is exactly central in this range. However, values Nox,init > 1011 cm−2 occur more
frequently. Moreover, no clear correlation can be seen between the stress level and the
value of Nox,init. Thus, it does not depend on the voltage U , temperature T , or illumi-
nation intensity Popt. The occurrence of the concentration of electron traps in the oxide
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Table 5.5: Initial positive oxide charge concentration Nox,init and concentration of electron
traps in the oxide Nox,max of experimental data points (circles) in figure 5.9,5.10 and 5.11
determined by the derived interpolation procedure as described in paragraph 5.4.1.

Level no data point
no

Nox,init in
1011 cm−2

Nox,max in
1011 cm−2

1 1 1. 47 18. 4
1 2 1. 36 12. 5
1 3 1. 28 12. 2
1 4 1. 47 10. 3
1 5 1. 16 10. 4
2 1 0. 99 13. 5
2 2 1. 01 10. 3
2 3 0. 92 10. 3
2 4 0. 84 10. 1
2 5 0. 99 8. 2
3 1 1. 74 11. 7
3 2 1. 3 9. 9
3 3 1. 24 9. 3
3 4 1. 3 9. 5
3 5 1. 14 8. 5
4 1 1. 72 15. 4
4 2 0. 68 10. 5
4 3 1. 05 10. 4
4 4 1. 16 10. 7
4 5 0. 97 10. 2
5 1 0. 96 12
5 2 0. 87 10. 2
5 3 0. 86 9. 5
5 4 0. 83 9. 4
5 5 0. 9 8. 9
6 1 1. 42 11. 5
6 2 1. 04 9. 3
6 3 1. 03 9. 1
6 4 0. 34 8. 3
6 5 1. 01 8. 4
7 1 1. 34 12. 9
7 2 1. 06 10. 8
7 3 1 10
7 4 1. 18 11
7 5 1. 14 10. 7
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Nox,max in figure 5.13b has a peak at Nox,max = 10 × 1011 cm−2. Overall, this value
occurred in 12 of the 35 sensors studied. In [93], this value was used to fit degradation
data from oxide charging experiments of MOSFETs. On the right Nox,max > 1011 cm−2

and on the left Nox,max < 1011 cm−2 of the peak, the number of occurrences decreases.
Values occur between approximately 8×1011 cm−2 and 18×1011 cm−2. The location of
the peak in this region is shifted from the central position to lower values of Nox,max.
No clear correlation can be seen between the stress level and the value of Nox,max.

5.4.3 The origin of electron traps

It is investigated whether the initial positive charges and the electron traps in the
oxide have a common origin. If this were the case, Nox,init and Nox,max should show
a correlation. In figure 5.14, the results of the values of both parameters from the
interpolation approach from paragraph 5.4.1 for the tested sensors are plotted against
each other. The correlation coefficient was determined using the cor-function in the
R programming language. It is 0. 6 which indicates a moderate correlation between
Nox,init and Nox,max. Also the linear regression is shown. Especially those points
around Nox,init = 1 × 1011 cm−2 and Nox,max = 10 × 1011 cm−2 are very close to the
corresponding line. Generally, the increase of Nox,max with Nox,init is seen. This allows
the interpretation that the occurrence of at least some of the electron traps in the
oxide can be traced to the same origin as the positive oxide charges. As discussed in
section 3.4, the positive oxide charges occur due to distortion of the oxide lattice at
the interface with silicon. In section 2.3.4 and 3.4 it was discussed that the occurrence
of oxygen vacancies is also due to the distortion of the lattice. The reason for the
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correlation between Nox,max and Nox,init is therefore the distortion of the lattice at the
interface. It follows that the majority of the electron traps in the oxide are located
close to the interface. This result is consistent with the authors’ findings in [238] that
the majority of the electron traps in the oxide are localized less than 200 Å from the
interface.

5.4.4 Recap

An interpolation procedure has been derived. With the Mahalanobis Distance a similar-
ity measure was defined that allowed the interpolation between simulated data points.
It enabled the determination of the concentrations of initially presented positive oxide
charges Nox,init and electron traps in the oxide Nox,max for the experimental data points.
The number occurrences of Nox,init and Nox,max was determined. This provides new
insights into the variation of individual sensors concerning their degradation behavior.
The value of Nox,max = 10 × 1011 cm−2 occurred most frequently and corresponds to
the value reported in literature. To larger and smaller values the number of occur-
rence decreases continuously. This distribution is used later in this work to provide an
estimation on the lifetime of APDs in automotive LiDAR application. A correlation
of 0. 6 between Nox,init and Nox,max was determined indicating a moderate correlation.
This points to a common origin, which are the first 200 Å from the interface where
lattice distortion is very high. This provides a perfect environment for the formation
of oxygen vacancies. Therefore, the oxygen vacancy is concluded to be the dominant
trap in the oxide layers of the investigated sensors. This is also new information about
the properties of the studied APDs.

5.5 Relaxation rate vs. stress conditions

In the previous section it was finally concluded that the oxygen vacancy is the dominant
trap dominant electron trap in the silicon dioxide layers of the studied sensors. In
section 3.4.4 a mechanism was presented which assumes the existence of two energy
levels in this trap and describes an electron transfer from the shallow to the deep state
by means of a relaxation rate. According to [106], the origin of the existence of the
two trap levels is an asymmetric relaxation, of the two neighboring silicon atoms of
the oxygen vacancy. As soon as an electron is captured by one silicon atom (Si1) of
the vacancy, the second one (Si2) relaxes into the plane of its bound oxygen atoms.
This creates a two-level system that can be described schematically as shown in figure
5.15 [106, 239-241]. The potential of the oxygen vacancy has two local minima at
the positions of silicon atoms Si1 and Si2. Initially, the trapped electron is located
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Figure 5.15: Illustration
of the energetic structure of
the two level system. In-
spired by [106,239-241].

in the minimum of higher energy at Si1. To get to the lower energy minimum, i.e.,
the deep trap level, it must either overcome the barrier ∆E, or tunnel through it. At
elevated temperatures, quantum effects play an increasingly minor role. Therefore,
in the present case, the electron is more likely to overcome it at high temperatures
above 100 ◦C by thermal excitation [239-241]. For this, the transition rate between the
minimum at Si1 to that at Si2, i.e., the relaxation rate of the electron, can be described
by an Arrhenius dependence [240]:

γ0 ∝ exp
(

∆E

kBT

)
. (5.8)

The relaxation of the oxygen vacancy leads to an electric dipole µ [239]. This interacts
with an external electric field Eox, resulting in a net lowering of the barrier by µEox/2.
This yields the barrier energy [239]:

∆E = ∆E0 − µ

2 Eox (5.9)

Where ∆E0 corresponds to the barrier energy without an external field. From this, the
following dependence of the relaxation rate γ0 on the oxide field Eox and temperature
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T can be derived:

γ0(Eox,T ) = γa exp
(

−γb
γc − Eox

kBT

)
(5.10)

Here γa, γb and γc are constants. No values could be found for them in the litera-
ture. Therefore, an absolute comparison of the relaxation rate values in table 5.3 is
not possible. However, it is investigated in the following whether the dependences
on the temperature T and the oxide field Eox agree with equation 5.10. The oxide
field Eox varies with the operation voltage U . This relationship must first be quan-
tified. However, in addition to the voltage U , Eox also varies spatially. The spatial
Eox(x) profile is shown in figure 4.6. During device degradation, the relaxation rate
has a significant effect on sensor properties in the regions where detrapping is most
pronounced. There is an exponential relationship between the detrapping rate and
the oxide field (eq. 3.29 and 3.30). Therefore, for a fixed value of U , a mean value
⟨Eox⟩x(U) is taken from all values of the spatial Eox profile that are greater than
or equal to 90 % of the maximum value. Moreover, for a fixed voltage U , the field
in the oxide Eox increases with a decreasing concentration of initial positive charges
Nox,init. Using the distribution of Nox,init from figure 5.13a, a statistically significant
expected value for ⟨Eox⟩x(U) and an upper and lower bound can be specified. The
expected value is defined as the value for Eox at the peak value of Nox,init = 1011 cm−2:
Eox(U) = ⟨Eox⟩x(U,Nox,init = 1011 cm−2). Similarly, the upper (Eox,+(U)) and lower
(Eox,−(U)) limits for ⟨Eox⟩x(U) defined at the values of Nox,init corresponding to the
median of all values of the distribution in figure 5.13a that are smaller (for Eox,+(U))
or larger (for Eox,−(U)) than Nox,init = 1011 cm−2. Substituting these values into equa-
tion 5.10 allows to find the voltage dependent expectation value of the relaxation
rate γ0(U,T ) = γ0(Eox(U),T ) and correspondingly a range between resulting upper
(γ0,+(U,T ) = γ0(Eox,+(U),T )) and lower limit (γ0,−(U,T ) = γ0(Eox,+(U),T )) that cor-
responds to the statistical dispersion of the theoretical relaxation rate from equation
5.10.
Figure 5.16 shows the results of the relaxation rate of the fit from subsection 5.3 which
are shown in table 5.3. Also shown is the previously derived theoretical expected value
γ0(U,T ) and the associated scatter. Here, γa in equation 5.10 was chosen to match the
value from the fit and the theoretical expected value at U = 380 V and T = 145 ◦C.
Also, γb = 1. 11 × 10−6 ecm and γc = 1. 73 × 106 V/cm were set. Where e corresponds
to the elementary charge.
Figure 5.16a shows the variation of the relaxation rate at a temperature T = 145 ◦C
with stress. On the log γ0 axis, the straight line corresponds to the theoretical expected
value γ0(U,T = 145 ◦C) and the shaded region corresponds to the associated scatter of
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Figure 5.16: Dependence of relaxation rate γ0 on voltage U (a) and temperature T (b).
Values for γ0 are obtained by the fit of the degradation model to the experimental data in
section 5.3. The expected theoretical value of γ0 from equation 5.10 (black line) and its
tolerance (shaded area) are also plotted. The latter are determined following the approach
discussed in the text.

the theoretical value for γ0. The values from the fit in section 5.3 are shown, which
belong to the variation of the voltage U . These are stress levels 3, 4 and 6. Both the
theoretical value and the fitted value of the relaxation rate increase with increasing
stress. The values from the fit are very close to the straight line of the theoretical
expected value. Obviously, the trend from the fit of the experimental data agrees well
with the theoretically expected one from equation 5.10. Figure 5.16b shows the varia-
tion of the relaxation rate at a voltage U = 380 V with temperature in an Arrhenius
plot. On the reciprocally scaled T axis and the logarithmically scaled γ0 axis, the
theoretical expected value γ0(U = 380 V,T ) corresponds to a straight line. The shaded
area corresponds to the expected deviation of γ0 from the line. The values from the
fit of the experimental degradation data are shown, which belong to the temperature
variation. These are stress levels 1, 2 and 6. Both the values from the fit and the
theoretical ones increase with increasing temperature. The fitted values are close to
the theoretical straight line that passes through the fitted data point at T = 145 ◦C.
However, at T = 125 ◦C the data point is about 25 % below the straight line and at
T = 105 ◦C it is about 60 % above the straight line. Nevertheless, the fitted values
are within the expected deviation of the theoretical values. Overall, there is good
agreement with the fitted values for the relaxation rate γ0 within the tolerance of the
theoretical values. Thus good agreement with literature is obtained.
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5.6 Summary

Stress experiments have been conducted under seven stress conditions on five PIN test
sensors each. The deviation of the sensors from their initial state δ(U = 380 V) in-
creased during stress action, reached a maximum δmax after a time tmax, decreased
and saturated before the initial state was reached again. Self-consistent simulation re-
sults of the degradation model in chapter 4 yielded a similar behavior. It was distilled
there that tmax corresponds to a characteristic value of the time course of degradation.
Therefore, the extent of degradation δmax and its time scale tmax are predestined to
represent the experimental results. In this way, the essential information of degradation
data consisting of hundreds of dark current curves are extracted and compressed into
a scatter plot of δmax against tmax. In this framework, the degradation course of one
sensor corresponds to a single point. Thus, a novel representation of APD degradation
data is found, whose efficiency outshines everything known in literature.
Data points of every stress level form clusters on time scale. Thus, the stress level
governs the time scale of degradation. The degradation pace increases over propor-
tionally with temperature, voltage and intensity of the incident light. Moreover, the
data points of individual sensors scatter much in degradation extent and slightly in
time around the average per stress level. It was also concluded, that the dark current
provides an outstanding contribution to the degradation of the devices. This is a very
important new result.
With the self-consistent simulation of the degradation model it is possible to generate
data which is very close to the data of the stress experiments. All model parameters
are in good agreement with their literature values. Thereby, the variation of the exper-
imental data points between individual sensors at each stress level can be captured by
a variation of the model parameters Nox,max and Nox,init. In this context, δmax and tmax

increase with Nox,max and decrease with Nox,init. Although, the increase with Nox,max is
stronger than the decrease with Nox,init. In general, the variation of Nox,max or Nox,init

impacts δmax more than tmax. It is also seen, that the stress level has a much more
significant impact on tmax. Regarding a constant stress level, the difference of an indi-
vidual sensor in tmax from the average is in the range of 1 % and thus negligible. These
are new results never been achieved before in this condensed quantitative manner.
An interpolation procedure has been derived. With the Mahalanobis Distance a similar-
ity measure was defined that allowed the interpolation between simulated data points.
It enabled the determination of the concentrations of initially presented positive ox-
ide charges Nox,init and electron traps in the oxide Nox,max for the experimental data
points. The distribution of the number of occurrences of Nox,init and Nox,max was de-
termined, which reflects the distribution of degradation related properties of individual
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devices. It provides new insights into the variation of individual sensors. The value
of Nox,max = 10 × 1011 cm−2 occurred most frequently and corresponds to the value
reported in literature. To larger and smaller values the number of occurrence decreases
continuously. This distribution is used later in this work to provide an estimation on
the lifetime of APDs in automotive LiDAR application. A correlation of 0. 6 between
Nox,init and Nox,max was determined indicating a moderate correlation. This points to
a common origin, which are the first 200 Å from the interface where lattice distortion is
very high. That provides a perfect environment for the formation of oxygen vacancies.
Therefore, the oxygen vacancy is concluded to be the dominant trap in the oxide layers
of the investigated sensors. This is also new information about the properties of the
studied APDs. The relaxation of trapped electrons from shallow into deep trap levels
is a idiosyncrasy of the oxygen vacancy. The corresponding relaxation rate introduced
in section 3.4 obtained a dependency from temperature and voltage that is also in very
good agreement with literature. Aside of the mentioned new insights and extraordinary
results, the degradation model was calibrated by the fit on the experimental data.
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Chapter 6

Investigation on degrading
automotive LiDAR APDs

A lot of new knowledge concerning the degradation behavior in general was gained in
the previous chapters. A novel APD degradation model was developed in chapter 3. In
chapter 4, a numerical iteration approach was tailor-made to enable the self-consistent
simulation of the model. In the previous chapter 5, the model was calibrated and proven
to fit experimental degradation data in excellent agreement. With this powerful tool at
hand, the question of how APDs degrade and what consequences the degradation has
for the function of the sensors in LiDAR operation will be answered in this chapter.
First, stress experiments are performed on APDs. The calibrated degradation model
from chapter 5 is used to provide insight into how the internal properties of the sensor
changes during its degradation (sec. 6.1). Next, the impact of degradation on the APD
function in automotive LiDAR application is investigated in section 6.2. Finally, the
failure mode is identified in section 6.3 and its lifetime is estimated under the most
severe condition within the mission profile for automotive LiDAR.

6.1 Degradation behavior of APDs

The degradation of automotive LiDAR APDs is investigated experimentally. After
that the calibrated APD degradation model is used in order to simulate the observed
degradation behavior. The obtained simulation results are then used to provide insights
into the internal state of the sensor during degradation.
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Figure 6.1: Schematic top view on automotive LiDAR APD of the two investigated designs
(a,b). Cross section of their edge region with schematic doping and material profile (c).

6.1.1 Design of experiment

Degradation is studied on APDs. Sensors of their design are currently tested and
installed in LiDAR systems used in automotive applications. The design of these APDs
is shown in figure 6.1. The active area has a diameter of 230 µm. For more details
on the basic design, it is referred to the discussion in section 2.1. The investigated
sensors obtain two slightly different designs. The top view in figures 6.1a and 6.1b
reveal the differences. The shape of the n contact differs. In the first case (fig. 6.1a),
the two bond pads are opposite each other. In the second case (fig. 6.1b), they are
next to each other. Figure 6.1c shows a cross-section of the edge region of the sensors.
The n++ contact doping of the n side and the p+ contact doping of the p side are
shown. Silicon dioxide is on top of the silicon. Aluminum is used as the contact
metal. The field plate which is the extension of the n contact across the oxide has
a length of 4 µm beyond the pn junction. The gap between the n and p contact is
30 µm. For the investigated sensors, the doping concentration of the avalanche implant
varies, which leads to different avalanche breakdown voltages Ubr. In this respect, five
groups can be distinguished possessing a breakdown voltage Ubr,RT of 220 V, 240 V,
275 V, 295 V and ∞ at room temperature. The last one corresponds to PIN photo
diodes. All degradation experiments are performed at a temperature of 145 ◦C, an
operation voltage of 380 V and an illumination intensity of Popt = 20 mW/cm2. This
stress condition corresponds to that of stress level 6 in section 5.1.3 listed in table 5.1.

6.1.2 Behaviour of degrading automotive LiDAR APDs

In the stress experiments more than 30 sensors were tested. Basically, two different
degradation trends are observed.
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Figure 6.2: Observed degradation trends of automotive LiDAR APDs in a plot of the
degradation parameter δ against the operation voltage U . The time under stress tstress is
assigned by color. a: The up-down trend. b: The down trend.

Occuring degradation trends

Figure 6.2 shows the two occuring degradation trends in a plot of the degradation pa-
rameter δ against the operation voltage U . The temperature during the corresponding
measurements corresponds to the stress temperature of T = 145 ◦C. The time under
action of stress tstress is assigned by color.
For the degradation trend in figure 6.2a, the degradation parameter is less than zero at
voltages below approximately U = 265 V. In this voltage range, δ increases with voltage
for every tstress, reaching a value of δ = 0 at approximately 265 V and increase further
above 265 V at values δ > 0. In this range, the progression with voltage resembles
an exponential relationship. With time, δ becomes smaller at voltages of U < 265 V.
At voltages U > 265 , δ becomes larger with time and the curve becomes steeper.
Therefore, the behavior of the δ-U curve with time is similar a rotation of the curve
from the zero position (δ = 0 for all U) around the point of δ = 0 and U = 265 V.
After a time of tstress ≈ 2. 5 h this behavior reverses and the curve begins to rotate
back towards the zero position. At this time the deviation of the sensor from its initial
course (t0 = 0) is maximum in magnitude. At a voltage of U = 380 V the maximum
value of δ is approximately 36 %. After tsat ≈ 10 h this backward rotation saturates
before the zero position is reached. Then there is no significant change with time. The
discussed behavior is referred to in this work as the up-down trend. It is similar to the
behavior observed in chapter 5 on PIN test sensors.
The second degradation trend is shown in figure 6.2b. At voltages of approximately
U < 200 V the δ-U characteristic fluctuates around a value of δ = 0. Above U = 200 V
the deviation from the initial state δ decreases with voltage. In that range the curve
is similar to an exponential decrease. With time, the values of δ decrease at voltages
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Figure 6.3: Distribution of extent and occurrence of the degradation trends in dependence
on the breakdown voltage Ubr,RT in a plot of the degradation parameter δ against Ubr,RT . A
positive value of δ corresponds to δmax of the occurred up-down trend. A negative value of
δ corresponds to δ85 of the occurred down trend.

of U > 200 V. This motion saturates with time. So after a saturation time tsat the
δ-U characteristic does not change significantly with time. For example, at a voltage
of U = 380 V, a value of δ ≈ −15 % is reached after about 10. 5 h. This behavior will
be referred to as down trend in the following.

Distribution of extent and occurrence of the degradation trends

The extent and number of occurrences of the previously discussed trends in correlation
with the breakdown voltage Ubr,RT will be investigated. In order to represent the
degradation data as compressed as possible, the procedure is similar to that in chapter
5. For each sensor which degraded with an up-down trend, the time tmax when δ is
maximum at a voltage of U = 360 V and the corresponding value δmax = max[δ(U =
360 V,t)] is determined. In case of the down trend the following procedure is executed.
First, δ at a voltage of U = 360 V is determined. Then, the time tstress = t85 when
δ(U = 360 V,t) corresponds to 85 % of the saturation value δ(U = 360 V,t → ∞) is
determined. The value of 85 % is chosen such that t85 coincides on average with the
time tmax of the up-down trends. Accordingly, δ85 = δ(U = 360 V,t = t85) is the
analogon of δmax.
In figure 6.3, δmax in case of an up-down and δ85 in case of a down trend are plotted
against the breakdown voltage at room temperature Ubr,RT . Therefore, a negative value

126



6.1. Degradation behavior of APDs

of δ < 0 corresponds to the determined value of δ85 if the respective sensor degraded in
a down trend. Vice versa, a positive value of δ > 0 corresponds to the determined value
of δmax if it was an up-down trend. A breakdown voltage of Ubr,RT = ∞ corresponds
to a PIN photo diode. All sensors possessing the design in figure 6.1b are PIN photo
diodes. Of the eight devices tested possessing a breakdown voltage of Ubr,RT = 220 V,
two show an up-down and six a down trend. The upper value of δmax which was
reached is almost 20 %, and the lower value is just above 10 %. The upper value of
δ85 of the down trend sensors is about −3 % and the lower almost −15 %. For the
six sensors studied with breakdown voltage of Ubr,RT = 240 V, the up-down and down
trends were observed three times each. The upper value of δmax of the up-down sensors
is 30 %, and the lower value is approximately 17 %. The upper value of δ85 of the down
trend sensors is about −6 %, the lower about −18 %. Furthermore, seven devices with
breakdown voltage Ubr,RT = 275 V were studied. Of these, four exhibit an up-down
trend and three a down trend. The upper value of δmax of the up-down sensors which
was reached is about 25 %, and the lower value is just above 6 %. The upper value
of δ85 of the down trend sensors is about −4 %, the lower nearly −20 %. Of the six
devices tested with a breakdown voltage of Ubr,RT = 295 V, one sensor degrades with
an up-down trend and five sensors with a down trend. For the up-down trend sensor,
it is δmax = 23 %. The upper value of δ85 of the down trend sensors is approximately
−5 %, and the lower value is approximately −15 %. Moreover, five PIN photo diodes
(Ubr,RT = ∞) were tested. Two degraded with an up-down and three with a down
trend during degradation. The upper value of δmax of the up-down sensors which was
reached is approximately 58 %, and the lower value is just 20 %. The upper value of
δ85 of the down trend sensors is about −3 %, the lower about −17 %. Of the 32 sensors
studied here, in total 63 % exhibit the down trend. The rest of the devices degraded
with the up-down trend. For all breakdown voltages, both trends occur. Neither the
extent nor the number of occurrence show any correlation with it. Therefore, no clear
relationship can be established between the occurrence of a trend and its extent and
the breakdown voltage Ubr,RT .
The median of the times tmax and t85 of all studied sensors is t = 2. 6 h. This agrees
well with the experimental results in section 5.2.2. There, the median of the values of
tmax of the sensors stressed under level 6 is 2. 5 h. So under stress level 6 the PIN test
sensors and the APD degrade at the same pace.

6.1.3 Application of the calibrated degradation model

The degradation model developed in chapter 3 and calibrated in chapter 5 will be ap-
plied in order to investigate the degradation of APDs. For this purpose, it is simulated
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Figure 6.4: Simulation results for up-down (a) and down (b) degradation trends of APDs.
The time under stress tstress is assigned by color.

after the procedure described in chapter 4. In the previous section, the sensors were
stressed under stress level 6 (tab. 5.1). Under the corresponding conditions, it was
found in section 5.3 that the relaxation rate is γ0 = 3 × 104 s−1. As in section 5.3, the
parameters of the concentration of electron traps in the oxide Nox,max and the concen-
tration of initially present positive oxide charges Nox,init are varied in order to fit the
previously discussed degradation trends. All remaining parameters correspond to the
values given in section 5.3 and 4.3.

Simulation of APD degradation trends

The simulated δ-U characteristics are shown in figure 6.4. The time under stress is
assigned by color. As in section 5.3, the up-down trend is obtained with the choice of
Nox,max > Nox,init. This is exemplified in figure 6.4a for Nox,max = 8 × 1011 cm−2 and
Nox,init = 2×1011 cm−2. Starting at values smaller than zero the degradation parameter
δ increases with voltage, reaches a value of δ = 0 at about 150 V and increases sharply
above 150 V with values δ > 0. In this range, the variation with voltage resembles an
exponential relationship. With time, δ becomes smaller at voltages of U < 150 V. At
voltages U > 150 V, δ becomes larger with time and the curve in this voltage range
becomes steeper. Therefore, the behavior of the δ-U curve with time is similar to a
counterclockwise rotation of the curve from the zero position (δ = 0 for all U) around
δ = 0 and U = 150 V. After a time of tstress = tmax ≈ 2. 5 h this behavior reverses and
the curve begins to rotate back towards the zero position. At this time the deviation
of the curve from its initial course (t0 = 0) is maximum in magnitude. For example, at
a voltage of U = 380 V, it is δ ≈ 33 % at this time. Subsequently, the reverse motion
stops before reaching the zero position. From this moment tsat, the δ-U curve does not
change significantly with time.
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In section 5.3, it was shown that δmax decreases with increasing Nox,init and decreasing
Nox,max. Following this relationship, the down trend was achieved for values Nox,max <

Nox,init. Figure 6.4b shows simulation results for Nox,max = 6×1011 cm−2 and Nox,init =
1012 cm−2. Starting at low voltages, δ equals zero until it slightly increases at U = 50 V.
At around 100 V it reaches a maximum of under 1 % and decreases. Between 160 V
and 230 V it falls below zero and decreases further with voltage. The decrease follows a
steep curve that resembles an exponential decrease. The voltage when δ = 0 decreases
with increasing time. With increasing time, the values of δ for U > 160 V decrease.
This behavior saturates. For example, at a voltage of U = 380 V, a value of δ ≈ −13 %
is reached after about 10 h. Subsequently, the δ-U curve does not change significantly
with time.
In comparison, the discussed simulated and experimental trends in figure 6.2 are similar.
For the up-down trend, the maximum deviation from the initial state in experiment
and simulation is reached after approximately tmax = 2. 5 h. In the down trend, the
values for the time tsat after which the characteristics do not change significantly in
the experiment (tsat,exp ≈ 10. 5 h) and the simulation (tsat,simu ≈ 10 h) are close to
each other. Thus, an excellent agreement is established on time scale of degradation.
The extent of degradation is measured by the value of the degradation parameter δ.
At a voltage of U = 380 V, the maximum for the up-down trend is approximately
36 % for the experimental curve in figure 6.2a. For the simulated up-down trend, it is
about 33 %. For the experimental down trend (fig. 6.2b), the saturation value at 380 V
is about 15 % and for the simulated down trend it is about 13 %. So, an excellent
agreement is also demonstrated for the extent of degradation. In the following, the
results of the simulation are used to provide insights into the internal state of the APD
during degradation.

Drift of internal parameters during up-down degradation

The drift of sensor internal parameters during the up-down degradation trend of LiDAR
APDs is investigated in the following. Insight is provided by the simulation results of
the calibrated degradation model. Figure 6.5 shows the spatial distribution of the
concentration of negative oxide charges Nox(x,t) and interface traps Nit(x,t). The
distance x is measured from the center of the active area. The variation over time is
assigned by color.
Initially, the concentration of negative oxide charges Nox(x,t) increases in the vicinity
of the field plate ending at x = 155 µm. From there, Nox(x,t) propagates with time to
higher and lower values of x with generation tending to stagnate between 153 µm and
155. 5 µm. Thereby, maxima at 151. 5 µm and 156 µm arise in the first 2. 5 h obtaining
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values of the concentration limit Nox,max = 8 × 1011 cm−2. In between and especially
around 154. 5 µm the generation proceeds much slower and Nox,max is reached only
after 16 h. Above x = 159 µm, the concentration of negative oxide charges remains
vanishingly small for the simulated degradation time of 18 h.
The concentration of interface traps Nit(x,t) initially increases rapidly in the vicinity of
the field plate ending at x = 155 µm. Already within the first 6 min Nit(x,t) increases
at 154. 5 µm< x < 156 µm to over 80 % of the maximum concentration Nit,max =
5 × 1012 cm−2. After a stress time of t > 3 h, the concentration profile is less than
20 % of the concentration limit Nit,max only at x > 161 µm and below x = 151 µm.
After about 3 h, Nit(x,t) is almost completely saturated below the field plate from
x = 151 µm to x = 155 µm. In comparison, the generation of oxide charges proceeds
much more slowly than the generation of interface traps.
In comparison with figure 6.4a, it is noticeable that the moment of maximum deviation
from the initial state tmax coincides with the moment when the two maxima in the
profile of negative oxide charges at at 151. 5 µm and 156 µm have already imposed
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themselves, but the concentration in between is still rather low. Thus, the Nox profile
is maximally inhomogeneous at that time. These results are completely similar to the
findings from simulation results of PIN test sensors in chapter 4.
The electric field and the impact ionization rate are shown in figure 6.6 in a cross
section of the sensor edge region for three different times t0 = 0, tmax and tsat. These
correspond to the time before stress, when the maximum deviation from the initial
course of the δ-U curve occurs and the time after which the δ-U curve remains constant
in time. The coordinates x and y correspond to the distances from the center of the
active area along the interface and from the interface into the depth of the sensor. To
facilitate understanding, two areas are drawn and a schematic cross section with the
doping and material profiles is shown. For more details on the latter, it is referred here
to section 2.1. Area 1 is located at the pn junction, where the n contact doping has its
strongest curvature. Area 2 is located near the Si:SiO2 interface below the field plate
ending. Comparing the field distribution of times t0 and tmax, it is noticeable that the
field strength in both areas increases from around 2. 3 × 105 V/cm at the maximum at
t0 to over 3×105 V/cm after tmax. In general, the field increases. During the transition
from tmax to tsat, the field in area 1 marginally increases. In contrast, the field in
area 2 decreases from above 3 × 105 V/cm at its maximum to below 2. 5 × 105 V/cm.
Previously, it was found that the time of the maximum deviation in the up-down trend
coincides with the moment when the oxide charge profile around 151. 5 µm and 156 µm
reaches the limit of Nox = Nox,max and is still relatively low between these areas. Area
2 lies roughly between 151. 5 µm and 156 µm. Reaching the maximum concentration of
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oxide charges at 151. 5 µm and 156 µm, thus leads to the high field in area 2 after tmax.
The subsequent increase of negative oxide charges in between 151. 5 µm and 156 µm
then displaces the field and leads to its decrease. At time t0, the impact ionization
rate obtains local maximum values in area 1 and 2 which are approximately 1020 /cm2s.
Until tmax, it increases above 3×1021 /cm2s in both areas. Subsequently, the generation
rate in area 2 decreases again to below 1 × 1021 /cm2s after tsat. Thus, reaching the
maximum deviation from the initial curve in the up-down trend can be associated with
reaching a maximum impact ionization rate in area 2. At the same time, it increases
in area 1, so that the initial state of the device is not reached again during the back
rotation in figures 6.2 and 6.4. The drift of the impact ionization rate reflects the
drift of the field, which is not surprising because it depends exponentially on the field
(sec. 2.4). The field drift was attributed to the accumulation of negative oxide charges.
Therefore, it is concluded that the drift of the impact ionization rate is also caused
by the generation of negative oxide charges. This is consistent with the findings in
chapter 4. In conclusion, the accumulation of negative oxide charges below the field
plate leads to an increase of the electric field there, which causes the increase of the
impact ionization.

Drift of internal parameters during down degradation

Figure 6.7 shows the spatial distribution of the concentration of negative oxide charges
Nox(x,t) and interface traps Nit(x,t) in the sensor edge between the n and p contacts.
The distance x is measured from the center of the active area. The variation over time
is assigned by color.
In the beginning of oxide degradation, negative charges are generated predominantly
in the outer edge, which is reflected by the peak occurring at about 183 µm. With time
it increases in height. At the same time, its spur towards the n side becomes larger.
After about 20 min the peak reaches the limit of Nox,max = 6 × 1011 cm−2. Somewhat
later after about 2. 5 h its spur in the x direction reaches the end of the field plate at
x = 155 µm. Subsequently, a second peak forms below the field plate also reaching the
limit concentration Nox,max after around 16 h.
A similar progression is observed in the generation of interface traps. Already af-
ter the first 6 min a peak around x = 182 µm has formed and reached the limit of
Nit,max = 5 × 1012 cm−2. At this time, traps below the field plate and throughout the
gap are already generated. As time progresses, the concentration of interface traps
Nit increases from the outside to the inside in direction of −x. In general, it can be
observed that the generation of interface traps at the beginning of the stress is much
faster than the generation of oxide charges. After about 2 h, however, both proceed

132



6.1. Degradation behavior of APDs

0

N
o

x
(1

0
1

1
/c

m
2
)

N
it
(1

0
1

2
/c

m
2
)

SiO2

Si n++

6

4

2

150 155 160
Distance along IF x (µm) 

165 170 175

5

4

3

2

1

0
180 185

field plate

0.1

tstress (h)
18

2

3

Figure 6.7: Distribution of negative oxide charges Nox and interface traps Nit along the
interface in the APDs edge extracted from simulation results. The time under stress tstress

is assigned by color.

at about the same rate. Presumably, the diffusion of the liberated hydrogen after 2 h
is the limiting factor in the generation of further interface traps. Figure 6.8 shows
the cross section of the APD in its edge region. The distribution of field strength
and impact ionization rate are shown before degradation (t0) and after the variance
of the δ-U curve with time is saturated (tsat). The coordinates x and y correspond
to the distance from the center of the active area along the interface and from the
interface into the depth of the sensor. A schematic cross section showing the doping
and material profiles is shown for ease of understanding. Before degradation (t0), the
maximum field of about 2. 5 × 105 V/cm is at about x = 185 µm at the interface. The
peaks below the field plate as in figure 6.8 are not observed here at all. There is only
a local maximum of below 1. 5 × 105 V/cm at the curvature of the n++ doping. After
a stress time of tstress = tsat, the maximum at x = 185 µm decreased to a value of
about 2 × 105 V/cm. The local maximum at the curvature of the n++ doping increases
somewhat and has a value of about 1. 5 × 105 V/cm . A similar picture emerges when
regarding the profile of the impact ionization rate Gn. Before stress, its maximum of
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slightly above 1020 cm−3s−1 is at about x = 185 µm at the interface. However, after a
time of tstress = tsat, its value decreased to a value below 1019 cm−3s−1.
The area where the decrease of field and impact ionization rate is very strong corre-
sponds to area where the generation of negative oxide charges is very strong in the
first 2 h of degradation. Together with the previous findings it is concluded, that dur-
ing degradation the generation of oxide charges causes the field in the sensor edge to
decrease. This also results in a decrease of the impact ionization rate. Thus, if charge
carriers in the gap are slightly multiplied in the unstressed sensor, this multiplication
decreases with the aging of the sensors and leads to the observed down trend.

6.1.4 Recap

Stress experiments have been performed on APDs. Sensors of the studied design are
currently tested and installed in automotive LiDAR modules. Two different degrada-
tion trends have emerged from the investigations. Their occurrence and degradation
extent and pace does not correlate with the breakdown voltage. Furthermore, the time
scale of APD and PIN test sensor degradation studied in chapter 5 is the same under
the same conditions. Both share a similar edge structure. The results of the simula-
tion prove, that the degradation of the sensors occurs exclusively in their edge region.
Therefore, it is concluded that degradation is only dependent on the edge design and
all the results obtained so far on the basis of the investigations on PIN test sensors can
be transferred to APDs. This is important new information, which will be used in the
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following. Both trends are self-consistently simulated with the calibrated degradation
model in excellent agreement. Moreover, another important new insight is generated:
One of the degradation trends, referred to as up-down trend, reflects an increase of the
impact ionization rate in the edge region of the APD. Around 40 % of the more than
30 studied sensors showed this degradation behavior. While the second, referred to as
down trend, was observed for 60 % of all studied sensors and corresponds to a decrease
of the impact ionization rate in their edge.

6.2 Degradation effect on the APD function in au-
tomotive LiDAR systems

The signal-noise ratio (SNR) is crucial for the proper functioning of the APD in Li-
DAR operation (sec. 2.2). At SNR = 1, the signal is as large as the noise. This is the
theoretical limit below which signals cannot be resolved. In practice, it has to be at
least SNR = 3 for a signal in order to be resolved [40]. As discussed in section 2.1, the
noise of the sensor includes the temperature noise, also called Johnson noise, and the
shot noise. The latter is determined by the generation-recombination processes taking
place in the sensor. The more pronounced these processes are, the more promoted is
the shot noise. It was shown previously, that the up-down degradation trend reflects
an increase of the impact ionization rate in the edge region of the sensor. It is predom-
inantly addressed to the generation of negative oxide charges. Furthermore, interface
traps are generated which interact as generation-recombination centers (sec. 2.3). In
this case, both, the generation of oxide charges and interface traps lead to an increase
in shot noise. The Johnson Noise remains unaffected by these processes and is there-
fore neglected in the following. In order to estimate the strongest possible degradation
induced increase of noise in the following, the empirical distribution of sensor proper-
ties established in section 5.4 is extrapolated to the tail were sensors are very prone to
degradation. Based in this, the calibrated degradation model which already demon-
strated excellent agreement with numerous experimental degradation data is used to
simulate the degradation effects on functional parameters of these prone sensors which
will finally lead to the determination of the noise current.

6.2.1 Extrapolation of sensor properties

For the strongest possible degradation induced increase of noise, the generation-recombination
processes need to be maximized in strength during degradation. The processes that lead
to the strengthen of generation-recombination processes are sufficiently well described
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and the standard deviation σNox,max ≈ 0. 2 × 1012 cm−2 (black curve). The enlarged section
shows the normal distribution in the region of high values of Nox,max that account for 2. 5 ppm
of all up-down sensors (40 %) and 1 ppm of the entirety of all sensors.

by the calibrated degradation model, which is flexible only in the parameters of the
concentration of preexisting positive fixed charges Nox,init and electron traps Nox,max

in the oxide. As discussed in section 5.4, these reflect the individuality of the sensors
and govern the generation of oxide charges, which influences the impact ionization rate
during degradation (sec. 5.3). An increase of noise generally occurs only in the case of
the up-down trend, which occurs for Nox,max > Nox,init (sec. 6.1). In section 5.3, it was
discussed that the maximum deviation from the initial characteristic of the sensor δmax

that occurs during degradation increases predominantly with Nox,max. In the previous
section it was revealed, that the increase of the deviation from the initial characteristic
is a reflection of the increasing impact ionization rate. Therefore, the higher Nox,max,
the higher the increase of the impact ionization rate during degradation. However, in
order to make significant statements about the effect of an increased impact ionization
rate on the function of the LiDAR APD, Nox,max cannot be chosen arbitrarily large.
For lifetime determination in the automotive industry, such events are crucial when
1 ppm of all sensors fail at the same time (sec. 2.3.1). It was shown in section 6.1.2
that the up-down trend occurs only for 40 % of all sensors and only this fraction leads
to an increase of the impact ionization rate. So for a total of 1 ppm of all sensors to
fail at the same time, 2.5 ppm of the sensors with up-down trend must fail at the same
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time. Therefore, a value of Nox,max need to be determined, which occurs statistically
with a frequency of 2.5 ppm = 2.5 × 10−6 in the case of an appearing up-down trend.
A distribution of the number of occurrences of the values of Nox,max was determined in
section 5.4 by fitting the model to experimental degradation data. It is shown as a bar
plot in figure 6.9. For a discussion of these data, it is referred to section 5.4. The num-
ber of sensors studied there is not sufficient to observe fractions of their entirety in the
millionths. In order to obtain a distribution nevertheless, the observed numbers of oc-
currence are fitted with the log normal distribution with mean ⟨Nox,max⟩ ≈ 1×1012 cm−2

and standard deviation σNox,max ≈ 0. 2 × 1012 cm−2. The corresponding density distri-
bution is also shown in figure 6.9. It rises steeply for values Nox,max > 0. 5 × 1012 cm−2,
reaches its maximum of nearly 2. 2 × 10−12 cm2 at Nox,max = 1 × 1012 cm−2, and then
decreases again. At approximately 2 × 1012 cm−2 it becomes very small. As discussed,
the part of the density distribution of interest for the following discussion is the tail
of high values Nox,max. The part of the distribution is needed that encloses an area of
2. 5 ppm with the x-axis. This is shown in the enlarged section in the figure. Between
Nox,max = 2. 2 × 1012 cm−2 and Nox,max = 2. 5 × 1012 cm−2 the curve drops steeply from
above 50 × 10−18 cm2 to below 5 × 10−18 cm2. Between Nox,max = 2. 27 × 1012 cm−2

and Nox,max = 2. 37 × 1012 cm−2 it includes an area of about 2. 5 ppm with the x axis.
Therefore, in the following Nox,max = N1 ppm ≈ 2. 32 × 1012 cm−2 is chosen as the value
reflecting 1 ppm of all sensors failing simultaneously. Those high concentrations of
electron traps are still possible in SiO2. It was for example found in [95], that values
higher than 4 × 1012 cm−2 can occur. The drift of the functional parameters of these
very prone sensors during degradation and its impact on the sensor noise characteristics
is discussed now.

6.2.2 Impact on device functionality

The shot noise of the APD is determined by all generation-recombination processes (sec.
2.1). Equation 2.4 describes the underlying relationships. However, the consideration
only takes into account contributions from the center of the sensor, i.e. the active area
and the volume underneath, and neglects contributions from the edge region. In this
section, the consideration is extended to the edge contribution. All essential quantities
are shown in figure 6.10. A sketch of the cross section of the sensor with its doping
and material profiles is depicted. For details on that, it is referred to section 2.1. The
incident light consists of the signal with intensity PS and the background radiation
with intensity PB. There are two areas in the sensor where it can penetrate. That
is the volume below the central active area where the actual APD is located and the
part of the edge region which is below the gap between n and p contact metals. In
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The relevant quantities for the noise are drawn. They are the dark and photo currents in the
sensor center and its edge region (Id,center, Id,surf,edge, Id,bulk,edge, Iph,center, Iph,edge). In center
and edge there are multiplication zones (light blue). High fields there lead to multiplication
Mcenter and Medge and correspondingly to excess noise Fcenter and Fedge. The incident light
includes the signal PS and the background radiation PB. The volume that it penetrates in the
sensor is shaded in yellow. It corresponds to the volume where carriers are photo generated.

these yellow shaded volumes, charge carriers are generated by the absorption of light
and the photo-electric effect. These contribute to the photo current of the sensor
center Iph, center and its edge Iph, edge. Moreover, the interaction of charge carriers with
the lattice leads to thermal generation and recombination by the Shockley-Read-Hall
mechanism (sec. 2.4.2). This generates the components of the dark current Id, center

and Id, edge in sensor center and edge, respectively. The latter is composed of the bulk
current Id, bulk, edge and the surface current Id, surf, edge. The surface current Id, surf, edge

is a leakage current caused by the formation of a surface conduction channel in silicon
at the Si:SiO2 interface. In addition, impact ionization of charge carriers occurs in the
center in the light blue colored region. This results in the gain Mcenter. All charge
carriers entering this zone from below are multiplied with it. In section 6.1.3 it was
shown that in the considered case of the up-down trend, degradation results in an
increase of the impact ionization rate. The corresponding region is colored light blue
in the figure. All charge carriers entering it are multiplied with gain Medge. In the
sensor center, both photo Iph, center and dark current Id, center are multiplied by Mcenter.
In the edge region, photo Iph, edge and dark current Id, edge = Id, bulk, edge + Id, surf, edge

are multiplied by Medge. As described in section 2.1, the avalanche multiplication is
generally associated with a statistical noise factor, the excess noise F . As defined by
equation 2.3, it is determined by gain M and the ratio k = αp

αn
of the impact ionization

coefficients of electrons αn and holes αp. As expressed in equation 2.16, the coefficients
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αn and αp are determined by the electric field from which the charge carriers obtain
the necessary energy for impact ionization. As the field increases, the excess noise
factor also increases. The multiplication in the center is affected by the excess noise
factor Fcenter and in the edge by Fedge. The shot noise current from edge and center
are determined by:

〈
i2
shot

〉
j

= 2eBN [Id,j + Iph,j] Mj Fj where j ∈ {edge, center} (6.1)

In eq. 6.1 Id,j and Iph,j are the multiplied dark and photo current terms. Furthermore,
e is the elementary charge and BN is the noise bandwidth of the amplifier connected
behind the APD. A circuit as shown in figure 2.8 on the lower left is assumed. For the
LiDAR application, BN = 50 MHz was defined in [40]. The ⟨i2

shot⟩j add up to the total
noise current square:

〈
i2
shot

〉
=
〈
i2
shot

〉
edge

+
〈
i2
shot

〉
center

(6.2)

In order to investigate the effect of degradation on the shot noise of the sensor, an APD
with an active area with diameter of 350 µm and a breakdown voltage of Ubr,RT ≈ 200 V
is regarded. Aside of that, it corresponds to the design of the APD from section 6.1.
To model degradation, the profile of oxide charges in the edge region that resulted from
the simulation in paragraph 6.1.3 are scaled to match a concentration of oxide electron
traps of Nox,max = N1 ppm ≈ 2. 32 × 1012 cm−2. In this way, the degradation under the
action of the stressors Tstress = 145 ◦C, Ustress = 380 V and Pstress = 20 mW/cm2 is
simulated with the calibrated degradation model.
Regarding the operation conditions for the noise performance considerations, it has to
be noted that an increase in operation temperature due to the temperature coefficient
(sec. 2.1) causes the APD to be operated at higher voltages to keep the gain constant
(sec. 2.2). This leads to an increase of the internal fields in the sensor which leads to an
increase in the excess noise factor. In addition, increased temperature increases the rate
of collisions of charge carriers on the grid, generating more dark current. Both lead to
an increase in shot noise. Therefore, to consider the worst possible noise performance,
an operating temperature of Top = 125 ◦C is regarded which corresponds to the limit of
the temperature in the LiDAR mission profile. According to the temperature coefficient
TK = 1. 5 V/K (sec. 2.1), the APD then breaks down at U = Ubr,125 ≈ 350 V. The case
when the signal comes from 100 m distant targets is considered. For this purpose, a
signal power of 2. 2×10−4 mW and a background power of 2. 2×10−5 mW are assumed
in [40]. Sensor chips were studied there obtaining a total edge length of approximately
1 mm. It is assumed that the incident light is focused on the sensor in such a way that
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Figure 6.11: Simula-
tion results of the APD
most prone to degrada-
tion for dark current terms
at 125 ◦C from the cen-
ter of the APD Id,center

(gray curve), from the edge
Id,edge (blue curves), and
the resulting dark currents
of the whole sensor Id (or-
ange curves) for different
stress times tstress.

it is completely irradiated with light. That is, the focused beam has a diameter of
1. 4 mm and a cross-sectional area of 0. 015 cm2. From this, the intensities of the signal
PS ≈ 1. 5 × 10−2 mW/cm2 and the background illumination PB ≈ 1. 5 × 10−3 mW/cm2

are determined. The functional parameters are determined in the following under the
mentioned operation conditions, whereas the time scale of degradation is governed by
the conditions of the mentioned stressors (Tstress, Ustress, Pstress).

Dark current

First, the dark current terms are investigated. In order to determine the edge contri-
bution Id, edge, the sensor is simulated in the dark and without avalanche implant. The
resulting dark current is then scaled according to the ratio of the volume of the edge
region to the total volume of the sensor and set equal to Id, edge. This approach some-
what underestimates the real value of Id, edge. The contribution of the center Id, center

is determined by simulating the sensor in the dark with avalanche implant. Id, edge is
then subtracted from the resulting dark current. The total dark current is the sum of
both contributions. The corresponding dark current terms are plotted against voltage
U for different times under stress tstress in figure 6.11. The curve of the center dark
current Id,center increases rather flatly at low voltages. In this voltage range, the level
of dark current is comparatively low with Id,center < 0. 5 µA. The closer the voltage
is to the breakdown voltage Ubr,125 ≈ 350 V, the steeper the current increases until
it abruptly approaches infinity at U = Ubr,125. This typical behavior of an APD is
discussed in section 2.1. The dark current from the edge Id,edge is shown for four times
tstress. Before degradation (tstress = 0), the curve rises relatively flat with voltage such
that 0. 35 µA ≥ Id,edge < 1 µA. With time, the Id,edge curve changes. After a time of
tstress = 0. 6 h it already rises above a value of 1 µA at U ≈ 240 V and becomes much
steeper thereafter. After tstress = 2. 5 h the curve exceeds over 1 µA at about 200 V and
runs much steeper afterwards. After tstress = 9. 2 h the curve kinks above 1 µA already
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at about 155 V and runs very steeply afterwards. Thereby the slope after the kink be-
comes steeper with increasing time tstress. The total sensor dark current Id calculated
from the sum of Id,edge and Id,center is shown for the same times. Before degradation
t = 0, it runs slightly above the dark current from the edge. At U = Ubr,125 it kinks and
runs with Id,center towards infinity. After tstress = 0. 6 h below 150 V the curve is the
same as before the stress. Above 150 V its course gradually approaches that of Id,edge

after 0. 6 h. At U > Ubr,125, it then runs with the current from the center Id,center. After
tstress = 2. 5 h the curve already kinks a little above 200 V and then runs together with
the edge contribution. After tstress = 9. 2 h the curve kinks already at about 155 V and
runs together with the edge contribution. A behavior similar to that of the edge dark
current was observed in section 5.2 and 6.1.2 for the dark current during degradation.
It could be attributed to the increase in the impact ionization rate in the edge. So,
the kink and steep increase of the current Id,edge is an avalanche multiplication effect
of the edge current.
In conclusion, the dark current at the edge of the sensor starts to breakdown during the
time under stress. The breakdown voltage Ubr,edge decreases with an increase of tstress.
So that the edge breakdown occurs after long stress times at much lower voltages than
the avalanche breakdown in the center of the sensor. If the sensor breaks through at
the edge, its dark current contribution dominates the total dark current Id. Even at
voltages below Ubr,edge, the edge provides a larger contribution to the total current Id.
Only in the avalanche breakdown of the center at U = Ubr,center the center dark current
predominates in the early stage of degradation.

Photo current and gain

The contributions to the photo current Iph, center and Iph, edge are determined by illumi-
nating either the optical area or the gap in the simulation. The total photo current
Iph is then equal to the sum of both. The resulting photo currents are shown in figure
6.12a plotted against voltage U for different times under stress tstress. The photo cur-
rent from the edge Iph, edge is very flat before stress (tstress = 0) and has predominantly
a value of 3 nA. After tstress = 0. 6 h the curve is the same as before stress at U < 175 V.
At a voltage of about 175 V it rises more steeply above the curve before the stress. The
curves after tstress = 2. 5 h and tstress = 9. 2 h are also the same as before the stress at
rather low voltages. After tstress = 2. 5 h it starts to increase more steeply at about
160 V, running above that after tstress = 0. 6 h. After tstress = 9. 2 h it already starts
to increase at about 150 V. Thereby it runs above the curve after tstress = 2. 5 h. The
photo current from the center Iph,center runs in a way typical for the APD as discussed
in section 2.1. The Iph,center-U curve thereby runs above 5 nA and at all times tstress
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Figure 6.12: Simulation results of the APD most prone to degradation for a: Photo currents
from center Iph,center (gray), edge Iph,edge (blue curves) and total photo current Iph (orange
curves) for different stress times tstress. b: Gain in center Mcenter (gray), edge Medge (blue
curves) and total gain M (orange curves) for different stress times tstress. For the color
assignment of the curves, see the legend in figure 6.11.

almost an order of magnitude above the curves of Iph,edge. The curves of the total photo
current Iph(U) are approximately the same at any time tstress. Above about 200 V they
run exactly like the center Iph,center-U curve. Below that, the difference is rather small.
The bending and subsequent increase of the photo current with voltage in the edge for
tstress > 0 is interpreted as a avalanche breakdown of the edge photo current just like
the behavior of the dark current in the edge discussed above. With increasing time
tstress the breakdown occurs at lower voltages. The increase of the dark current Id,edge

is steeper than for the photo current Iph,edge, especially after long times tstress. Thus,
the breakdown in the edge is different for photo and dark current. It is weaker for
the photo current. In conclusion, degradation leads to an avalanche multiplication of
the photo current in the edge which is weaker than for the dark current. However,
the photo current in the center is dominant and the photo current from the edge has
a negligible influence on the total photo current Iph even after degradation. For a di-
ameter of 350 µm, the active area is about 96000 µm2. The gap has a width of 30 µm
and therefore an area of about 50000 µm2. Thus, in the center an area almost twice as
large as in the edge is illuminated. In addition, the center is designed to increasingly
multiply the photo current above 40 V with increasing voltage. Both lead to the dom-
inance of the photo current in the center Iph,center.
The gain of the photo current in center and edge can be determined from the respective
photo currents Iph,center and Iph,edge according to equation 2.1. The gain of the whole
sensor is also calculated from equation 2.1 and the total photo current, i.e. the orange
curves in figure 6.12a. The resulting gain-voltage curves are shown in figure 6.12b for
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different times tstress. The gain of the photo current in the edge Medge is very flat before
stress (tstress = 0) and has predominantly a value of 1. After tstress = 0. 6 h, Medge is
the same as before stress at U < 175 V. At U > 175 V it increases with voltage above
the pre-stress curve. The curves after tstress = 2. 5 h and tstress = 9. 2 h are the same
as before the stress at voltages below 175 V. After tstress = 2. 5 h it starts to increase
with U at about 160 V and is above that after tstress = 0. 6 h. After tstress = 9. 2 h it
already starts to increase with U at about 150 V. Thereby it runs above the curve after
tstress = 2. 5 h. After tstress = 9. 2 h the Medge-U curve reaches values above 10 at high
voltages U > 350 V. The gain of the photo current in the center Mcenter behaves in the
typical way for the APD as discussed in section 2.1. The Mcenter-U curve runs more
than half an order of magnitude above the Medge-U curves at voltages U > 40 V. At
high voltages U > 350 V values above 100 are reached. The curves of the total gain
M(U) run approximately the same at any time tstress. They are similar to those of the
gain in the center Mcenter(U) but slightly below.
In conclusion, the influence of the edge on the total gain M is rather weak as in the
case of the photo current. Since the gain is generally based on the photo current, this
is not surprising and the dominance of the center can again be attributed to the ratio
of the areas of the active area and the gap. An APD most prone to degradation was
studied here. Even in this case, the M -U and likewise the Iph-U characteristics are
only negligibly affected by the degradation phenomena.

Shot noise

In order to determine the excess noise factor in center Fcenter and edge Fedge, the mul-
tiplication field EM,j must be determined in the multiplication zones in center and
edge as outlined in figure 6.10. It enters the excess noise Fj factor via the k factor as
defined in equation 2.3. It is the quotient k = αp/αn of the field dependent impact
ionization rates of holes and electrons as they are defined in equation 2.16. There is an
exponential relationship Fj ∝ exp(−E0/EM,j) where E0 is a positive constant. Thus,
particularly high fields have an exponentially large effect on the excess noise factor.
The sensor is designed such that the field in the multiplication zone is approximately
constant in the center. So in this area the average of the field is set equal to EM,center.
In the edge region, the calculation is less clear. Because of the exponential relationship
between F and EM , the average of the 0. 01 % highest field values was set equal to
EM,edge. The field distributions in each multiplication zone were extracted from the
semiconductor device simulation results. The resulting values for the multiplication
fields EM,j are shown in figure 6.13a. Their values in center and edge after different
times tstress is plotted against the voltage U . The multiplication field in the center
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EM,center increases steeply from 0 to nearly 2. 8 × 105 V/cm up to a voltage of 40 V. It
then rises more flatly with voltage, reaching a value of about 3. 3 × 105 V/cm at 350 V.
The design goal is that the multiplication field in the center in the operation range is
approximately 3 × 105 V/cm. Therefore, the APD is operated at voltages U ≥ 40 V.
Before stress (tstress = 0), the multiplication field in the edge EM,edge increases approx-
imately linearly with voltage from 0 at U = 0 to 2. 3 × 105 V/cm at U = 350 V. After
tstress = 0. 6 h, the field increases rapidly with voltage at voltages below about 30 V,
where it already reaches a value of about 1. 8×105 V/cm. After that, the increase with
voltage is somewhat flatter. With 3 × 105 V/cm at U = 150 V it is as high as the field
in the center. At higher voltages, the field in the edge is higher than in the center and
reaches a value of 4. 2 × 105 V/cm at U = 350 V. After tstress = 2. 5 h, EM,edge increases
sharply with U to about 2 × 105 V/cm at 30 V. Thereafter, the slope with voltage is
also flatter. However, the field at any voltage is above that after tstress = 0. 6 h. At
U ≈ 80 V it is about 2. 9 × 105 V/cm and the same as the field in the center. At
higher voltages, the field at the edge is higher, reaching a value of 4. 3 × 105 V/cm
at U = 350 V. After a time tstress = 9. 2 h, EM,edge also increases sharply with U to
approximately 2. 3 × 105 V/cm at 30 V. Thereafter, the slope is flatter with voltage.
However, the field at any voltage is above that after tstress = 2. 5 h. At U ≈ 50 V it is
about 2. 8×105 V/cm and equals the field in the center. At higher voltages, the field at
the edge is higher, reaching a value of slightly more than 4. 3 × 105 V/cm at U = 350 .
In conclusion, the multiplication field at the edge EM,edge increases with time tstress at
all voltages. In the operation range (U ≥ 40 V) it reaches the same value as in the
center with increasing time tstress at decreasing voltages U . Subsequently, it runs above
EM,center and after tstress = 9. 2 h it partly exceeds it more than 1 × 105 V/cm. This
favors a higher excess noise factor in the edge than in the center, especially after long
stress periods.
From the previously determined quantities and equations 6.1 and 6.2, the square of
the shot noise current from center ⟨i2

shot⟩center and edge ⟨i2
shot⟩edge and finally the entire

sensor ⟨i2
shot⟩ are determined. The respective noise current is then determined by cal-

culating the root. The resulting curves are plotted against voltage for different times
tstress in figure 6.13b. Starting at U = 0 with a value slightly less than 2 nA, the shot
noise current from the center

√
⟨i2

shot⟩center increases with voltage. At about U = 40 V it
increases rapidly to a value above 5 nA. Then it is rather flat, reaching a value of 40 nA
at 300 V and increasing rapidly again at voltages U ≥ Ubr,125 and approaches infinity.
The noise current from the edge

√
⟨i2

shot⟩edge runs very flat before stress (tstress = 0).
Below 50 V it reaches a value slightly less than 3 nA. At U = 350 V it reaches a value of
4 nA. During degradation the curve below 100 V remains the same as before stress. At
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Figure 6.13: Simulation results of the APD most prone to degradation for a: The multipli-
cation field EM in the center (gray) and at the edge (blue curves) for different times tstress.
b: The shot noise current from the center

√
⟨i2

shot⟩center (gray), from the edge
√

⟨i2
shot⟩edge

(blue curves) and of the whole sensor
√

⟨i2
shot⟩ (orange curves) for different times tstress. For

the color assignment of the curves, see the legend in figure 6.11.

about 100 V it begins to rise above the pre-stress values. In this range, the slope be-
comes steeper with time tstress. At 350 V the noise current is 40 nA after 0. 6 h, 150 nA
after 2. 5 h and around 450 nA after 9. 2 h. So, the higher tstress, the higher the noise
current at a certain voltage above 100 V. The shot noise current of the entire sensor√

⟨i2
shot⟩ runs slightly above the noise current from the edge at voltages below 40 V. At

40 V it rises rapidly to 5 nA and then runs slightly above the noise current from the
center. Before and also after 0. 6 h under stress, it thereby approaches the center noise
with increasing voltage and is congruent above 150 V. After 2. 5 h, the noise current
below 250 V is congruent as before stress. At a voltage of 260 V it deviates to larger
values. Then, it is slightly above the egde noise current after 2. 5 h. Thereby it reaches
a value of 200 nA at 350 V and is congruent with the center noise current when the
center avalanche breakdown occurs at larger voltages. After 9. 2 h, the noise current
of the entire sensor is also congruent with the values before stress below 160 V. At
a voltage of 160 V it deviates to larger values. It then starts to approach the noise
current from the edge. At 250 V it is congruent with it. At 350 V it reaches a value
of 480 nA. At voltages above the center avalanche breakdown it goes with the center
noise.
In conclusion, the shot noise current of the investigated sensor very prone to degrada-
tion is strongly affected by degradation after tstress = 2. 5 h. It even triples at voltages
above 250 V after 9. 2 h under stress. The origin can be primarily broken down to
the avalanche breakdown of the edge dark current. This is seen from the fact, that
the noise current curve increases above the unstressed course for voltages above the
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avalanche breakdown voltage of the edge dark current which decreases with increasing
time under stress. Therefore, the noise degradation becomes more pronounced with
time. Secondary, the multiplication field in the edge increases strongly with time which
leads to an increase of the excess noise factor Fedge and an additional promotion of the
edge noise.

6.2.3 Recap

Noise is a crucial parameter in LiDAR operation. If the noise is too high, small signals
are not reliably resolved. It increases when the generation-recombination processes in
the sensor become more pronounced during degradation. In the case of the up-down
trend, the impact ionization rate increases predominantly due to the generation of ox-
ide charges. The generation of dark current increases due to the generation of interface
traps. It was concluded that the higher the concentration of empty electron traps in
the oxide Nox,max, the more the noise increases during degradation. The 1 ppm of sen-
sors that fail at the same time is crucial for the lifetime in LiDAR application. This
raised the problem that a lot more than one million devices would have to be tested.
Here, an alternative approach was chosen. The empirical distribution of Nox,max values
determined in section 5.4 was extrapolated to the tail of large values and the value
corresponding to approximately 1 ppm was extracted. Sensors with this concentration
of electron traps in the oxide correspond to those most prone to degradation. Their
degradation was then simulated under extreme conditions. For this purpose, the APD
degradation model developed in chapter 3 and calibrated in chapter 5 was used in co-
operation with the numerical iteration approach tailor-made in chapter 4 to enable the
self-consistent simulation of degradation. In this way, many important new insights
could be gained. First of all it was revealed, that an avalanche breakdown of the dark
current in the edge of the sensor evolves as an effect of degradation. Its breakdown
voltage Ubr,edge decreases with increasing time under stress. The edge breakdown oc-
curs after long stress times at much lower voltages than the avalanche breakdown in
the center of the sensor, which leads to an edge contribution exceeding the center con-
tribution by more than one order of magnitude. Furthermore, even for the studied
most prone sensor only a negligible effect on the gain and photo current characteristic
was observed. The multiplication field in the edge increases due to degradation. In
the operation range it reaches the same value as in the center with increasing time at
decreasing voltages U and exceeds the center field by up to more than 1 × 105 V/cm.
This promotes an increase of the excess noise factor in the edge above that in the
center. In literature, only studies considering the noise of the APD chip center are
found. Here, the consideration was extended to the contributions from the chip edge
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in order to include the effect of degradation. For the first time ever, it was revealed
in this section, that the noise of APDs is highly affected by their degradation. It even
triples at high voltages and long times under stress. The origin was primarily assigned
to the avalanche breakdown of the edge dark current. Secondary, the increase of the
multiplication field in the edge region causes an increase of the excess noise factor Fedge

corresponding to an additional promotion of the edge noise contribution.

6.3 Degradation mode and estimation of life time

From the functional parameters determined in the previous section for an operation
temperature of Top = 125 ◦C, the signal-noise-ratio (SNR) for the detection of 100 m
distant objects will be calculated. The time scale of degradation of the functional
parameters was governed by the stressors (Tstress, Ustress, Pstress). It will be rescaled
in order to estimate the life time of the simulated APD, which correspond to 1 ppm
of the sensor population obtaining the same high concentration of oxide electron traps
N1 ppm.

6.3.1 Degradation of signal-noise-ratio

The signal-noise-ratio is generally calculated according to:

SNR = IS√
⟨i2

shot⟩
(6.3)

The optical signal PS evokes a signal current due to the photo-electric generation of
charge carriers. This is generated in the sensor both below the gap and below the
active area. At the edge it is multiplied by Medge and at the center by Mcenter. The
current IS in equation 6.3 is the resulting signal current measured at the contacts of the
APD. In the noise term in equation 6.3 and 6.1, the photo current includes the current
IB in addition to IS, which is generated due to background illumination in the same
way as IS. The resulting SNR is plotted in figure 6.14 against voltage U for different
times under stress tstress. Starting at U = 0 and SNR ≈ 2. 3, it initially decreases
with increasing voltage before stress (tstress = 0), goes through a local minimum of
about 2 at about 30 V, and increases rapidly at about 40 V. At 50 V it reaches a value
of 3 and then slowly increases with voltage. At about 250 V it reaches its maximum of
about 3. 3 and then decreases. At about 320 V it drops below 3 and decreases rapidly
with increasing voltage. After 0. 6 h under stress, the SNR proceeds mostly as before
stress. The only difference is that it is slightly smaller between 150 V and 320 V. After
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Figure 6.14: Signal-noise-
ratio (SNR) simulated for
the APD considered in sec-
tion 6.2 against operation
voltage U after different
times under stress tstress.

1. 2 h the SNR runs the same as after 0. 6 h at low voltages. At about 230 V, it kinks
downward and is up to 0. 5 smaller than before stress. At 350 V it meets the SNR-U
curve before stress. After 2. 5 h the SNR is the same as after 0. 6 h below about 210 V.
It then also bends downward. In this case it is almost up to 1 smaller than before
stress. At a little above 350 V it meets the SNR-U curve before the stress. After 4. 8 h
the SNR is congruent with that after 0. 6 h below about 180 V. Then it kinks downward
and becomes up to about 1. 8 smaller than before stress. It also forms a local minimum
of about 1. 2 at 325 V. At just below 360 V it meets the SNR-U curve before the stress.
After 9. 2 h, the SNR runs the same as after 0. 6 h below about 155 V. It then bends
downward and becomes smaller than before the stress up to about 2. 2. It also forms a
local minimum of about 0. 8 at 330 V. At just below 360 V it meets the SNR-U curve
before the stress.
A signal can be technically resolved at SNR ≥ 3 [40]. Therefore, the optical signal PS

from 100 m distant objects, which was regarded here, can be resolved between U = 50 V
and U = 320 V before sensor degradation. As discussed in the previous section, the
noise due to degradation increases in this range and thus the SNR decreases with time.
Consequently, the SNR in the range of 280 V ≤ U < 350 V drops to values below
SNR = 1 after 9. 2 h under stress. In this case, it is both technically and theoretically
no longer possible to resolve the signal. This means that the signal from 100 m distant
objects cannot be resolved and the sensor no longer functions as required. So it fails
as a result of degradation.

6.3.2 Estimation of life time for SNR degradation mode

Previously, the degradation of an automotive LiDAR APD was simulated under the
condition of stress level 6 defined in section 5.2 and listed in table 5.1. It corresponds
to an operation voltage of Ustress = 380 V, a temperature of Tstress = 145 ◦C, and an
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illumination intensity of Pstress = 20 mW/cm−2. The results of the simulation finally
led to the results in figure 6.14. It could be shown that the APD fails after 9. 2 h
under these conditions due to an SNR below 1. In section 5.1, it was discussed that
within the mission profile of the automotive LiDAR application, a temperature of
maximum Top = Tmax = 125 ◦C is specified. The gain curves M(U) in figure 6.12b
were calculated for this temperature. In the application, values between M = 20
and M = 50 are common. This corresponds to voltages between 310 V and 350 V.
It is therefore assumed that APDs in LiDAR application at Top = 125 ◦C operate at
Uop = 310 V. Further, it is assumed that the APD is permanently exposed to signal PS

and background radiation PB during operation. As discussed in section 2.2, the signal
PS is often realized as rectangular pulses with duration of 10 ns. These are modulated
with a frequency of 500 kHz. The time average of the signal intensity is then given by:

⟨PS⟩t = PS · 10 ns · 500 kHz ≈ PS · 0. 005

In total, the APD is then exposed to an intensity of Pop = PB + ⟨PS⟩t ≈ 1. 5 × 10−3

mW/cm−2. In order to determine the time after that the APD fails (SNR < 1) for
the mentioned operation conditions (Top, Uop, Pop), the quotients δT , δU and δP are
determined from the correlations between the stressors and tmax in figure 5.7:

δT = tmax(T = Top)
tmax(T = Tstress)

δU = tmax(U = Uop)
tmax(U = Ustress)

δP = tmax(P = Pop)
tmax(P = Pstress)

This is done in parts by an interpolation between the data points. The time scale
of degradation of the simulated stress conditions (Ustress = 380 V, Tstress = 145 ◦C,
Pstress = 20 mW/cm−2) is then rescaled to the assumed operation conditions (Top =
125 ◦C, Uop = 320 V, Pop = 1. 5×10−3 mW/cm−2) using the factor δop = δT δU δP ≈ 108.
Then, the time after which the APD has an SNR < 1 under the operations conditions
and thus fails is tfail = 9. 2 h · δop ≈ 1000 h. The simulated APD corresponds to the
1 ppm of all sensors most prone to degradation (sec. 6.2.1). So, 1 ppm of all sensors
fail simultaneously after 1000 h of operation, because they can no longer detect objects
at a distance of 100 m. In conclusion, the life time of this particular APD design under
the mentioned most severe LiDAR operation conditions corresponds to tlife ≈ 1000 h.
After that, signals from objects at a distance of 100 m can no longer be guaranteed to
be reliably resolved.
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6.3.3 Recap

In the previous section, an APD was modeled corresponding to the 1 ppm of all sensors
most prone to degradation. The shot noise has been determined by simulation for
the highest temperature in the LiDAR mission profile of 125 ◦C before and during
degradation under extreme conditions. Therefrom, the signal-noise-ratio (SNR) was
determined in this section. First time ever, the degradation mode of APDs in LiDAR
application was identified. Before stress the SNR exceeds SNR = 3 in the voltage range
of 50 V ≤ U < 320 V. The regarded small signal intensities of 100 m distant objects are
therefore successfully resolved in this range. During degradation, the SNR decreases
and drops below SNR = 1 in the range of 280 V ≤ U < 350 V and the resolution of
the signal becomes impossible in this range. The APD fails. Finally, the lifetime was
estimated for this SNR degradation mode. In the case of the most severe operation
conditions in LiDAR operation, it amounts to only tlife ≈ 1000 h. This is another very
important new information as the estimated low lifetime indicates the need of design
optimization.

6.4 Summary

Stress experiments have been performed on APDs. Sensors of the studied design are
currently tested and installed in automotive LiDAR modules. Two different degrada-
tion trends have emerged from the investigations. Both trends were self-consistently
simulated with the calibrated degradation model in excellent agreement. Their occur-
rence and degradation extent and pace does not correlate with the breakdown voltage.
Furthermore, the time scale of APD and PIN test sensor degradation studied in chap-
ter 5 is the same under the same conditions. Both share a similar edge structure. The
results of the simulation further proved, that the degradation of the sensors occurs
exclusively in their edge region. Therefore, it was concluded that degradation is only
dependent on the edge design. This is a very important insight into APD degrada-
tion, as it indicates that only design improvements of the sensor edge will affect their
degradation. In addition all the results obtained so far on the basis of the investiga-
tions on PIN test sensors can be transferred to APDs. Moreover, another important
new insight is generated: One of the degradation trends reflects an increase of the
impact ionization rate in the edge region of the APD. Around 40 % of the more than
30 studied sensors showed this degradation behavior. While the second was observed
for 60 % of all studied sensors and corresponds to a decrease of the impact ionization
rate in their edge region. This is very significant for the noise which increases when
the generation-recombination processes in the sensor become more pronounced during
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degradation. High noise currents are devastating in LiDAR operation, because small
signals are potentially not reliably resolved.
In order to estimate the impact of the degradation induced increase of noise on the Li-
DAR application, the empirical distribution of Nox,max values determined in section 5.4
was extrapolated to the tail of high values and the value N1 ppm corresponding to 1 ppm
of all sensors was extracted. Sensors obtaining this concentration of electron traps in
the oxide are very prone to degradation. Their degradation was then studied under
extreme stress conditions. For this purpose, the APD degradation model developed
in chapter 3 and calibrated in chapter 5 was used in cooperation with the numerical
iteration approach tailor-made in chapter 4 to enable the self-consistent simulation of
degradation. In this way, many important new insights could be gained.
First of all it was revealed, that an avalanche breakdown of the dark current in the
edge of the sensor evolves as an effect of degradation which causes an edge contribu-
tion exceeding the center contribution by more than one order of magnitude. Further-
more, even for the studied very prone sensor only a negligible effect on the gain and
photo current characteristic was observed. It is therefore concluded, that the impact of
degradation on these characteristics is negligible. The electric field in the sensor edge
increases due to degradation and even exceeds the center multiplication field by up to
more than 1 × 105 V/cm. This promotes an increase of the excess noise factor in the
edge above that in the center. In order to determine the impact of degradation on the
noise current, the simplifications in literature considering only the APD center were
extended to its edge contributions to include the effect of degradation. It was revealed,
that the noise of APDs is highly affected by their degradation. It even triples at high
voltages and long times under stress. The origin was exclusively assigned to the edge
contribution and primarily to the avalanche breakdown of the edge dark current caused
by degradation. Secondary, the field increase in the sensor edge causes an increase of
the excess noise factor Fedge corresponding to an additional promotion of the edge noise
contribution.
Therefrom, the signal-noise-ratio (SNR) was determined. For the first time ever, the
SNR degradation mode of APDs in LiDAR application was identified. Before stress
it exceeds SNR = 3 and the regarded small signal intensities of 100 m distant objects
are successfully resolved. During degradation, the SNR decreases and drops below
SNR = 1. Then, the resolution of the signal is impossible and the APD fails. Fi-
nally, the lifetime was estimated for this newly revealed SNR degradation mode. In
the case of the most severe operation conditions in LiDAR operation, it amounts to
only tlife ≈ 1000 h. This is another very important new information as the estimated
low lifetime confirms the need of design optimization.
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Chapter 7

Conclusion

Due to the topicality of the research area and conceivably also to the secrecy of indus-
try knowledge, research results concerning APD aging under near-application LiDAR
conditions were not available. Also, knowledge about failure mechanisms in APDs was
meager, so a quantitative understanding of APD aging especially in LiDAR application
did not exist at all, so far. The central results of this thesis establish a fundamental
understanding regarding the underlying physics of silicon APD aging and its effects in
automotive LiDAR applications.
A novel degradation model was developed, encompassing a wide range of processes,
treating fundamental aspects of negative oxide charge generation such as the energy
distribution of the electron population at the Si:SiO2 interface, the derived probability
of electrons obtaining enough energy and sufficient momentum towards interface to be
injected into the oxide, the capture in preexisting oxide traps, the liberation from them
via impact ionization and the relaxation from shallow into deep trap levels. Further-
more, interface trap generation is covered, driven by Si-H bond heating and rupture
due to interaction with electrons, opposed by Si-H reformation and finally controlled
by diffusion of free hydrogen away from the interface. Each of these two generation
processes were casted into a time differential equation that together reflect the degra-
dation process. So far, no model is known covering the kinetics of APD degradation
comprehensively in such deep detail.
The degradation process is promoted by electron currents and electric fields inside
the device. In turn, oxide charges and interface traps affect internal currents and
fields. Initiated by this feedback, a coupled problem arose, which was impossible to
be solved analytically. In order to tackle this challenge, a sophisticated numerical iter-
ation approach was tailor-made and successfully solved this problem self-consistently
in a tandem procedure combining the simulation of sensor degradation and the device
simulator. In a coupled simulation, the device simulator determines currents and fields
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inside the device by solving the Poisson and continuity equations. These serve as input
to the simulation of the degradation model. It determines the generated oxide charges
and interface traps within a defined time window and updates their concentrations.
Iteration over this procedure finally yield the time course of degradation. This already
led to novel insights into the APD degradation behavior: The generation of negative
oxide charges was identified to cause a drift of the impact ionization rate in the sensor
edge. The generation of interface traps promotes the accumulation of negative oxide
charges by their supply of thermally generated dark current. In this way, degradation
is about 14 % faster.
In order to reflect not only the causal relations of APD degradation but also to cap-
ture its real manifestation, the model was calibrated on real world degradation data
obtained from stress experiments conducted under seven stress conditions on five PIN
test sensors each. Two parameters reflecting pace and extend of the degradation course
of every sensor were defined in order to represent the results. In this way, the essen-
tial information of degradation data consisting of hundreds of dark current curves are
extracted and compressed into a scatter plot of these two parameters. In this frame-
work, the entire set of experimental results found its complete physical interpretation
in conjunction with the degradation model which accomplished excellent agreement.
Thereby, the following results were achieved. The time scale of degradation is pre-
dominantly governed by the operation conditions. In general, the degradation pace
increases with temperature T , voltage U and intensity of illumination Popt whereas
the impact of temperature is particularly strong due to the significant participation of
the dark current during degradation. The extent of degradation is determined by the
properties of the sensor oxide layer including the concentration of preexisting positive
charges and electron traps in the oxide. From the correlation between these properties,
the oxygen vacancy was concluded to be the dominant trap in the oxide layer of the
studied sensors. Even an empirical distribution of oxide properties between individ-
ual sensors was provided. These novel research results expand the picture of APD
degradation. Moreover, with the calibrated degradation model and its self-consistent
simulation approach, an elaborated powerful tool was available to be applied to APDs.
Further crucial new insights were extracted from stress experiments on APDs. Sensors
of the studied design are currently tested and installed in automotive LiDAR modules.
Two different degradation trends have emerged from the investigations. Again, the
self-consistent simulation of the calibrated degradation model demonstrated excellent
agreement with experimental data. Thereby, it was revealed, that one of the degrada-
tion trends reflects an increase of the impact ionization rate in the APD edge. Around
40 % of the more than 30 studied sensors showed this degradation behavior. While the
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second was observed for 60 % of all studied sensors and corresponds to a decrease of the
impact ionization rate in their edge region. The increase of the impact ionization rate
indicates a major problem, as noise increases when the generation-recombination pro-
cesses in the sensor strengthen during degradation. High noise currents are devastating
in LiDAR operation, because small signals from very distant objects are potentially not
reliably resolved. In order to estimate the impact of the degradation induced increase
of noise on the LiDAR application, the previously determined empirical distribution
of individual sensor properties was extrapolated to the tail of high electron trap con-
centrations in the oxide where sensors are very prone to degradation. Furthermore,
available noise models considering only the APD center were extended to its edge con-
tribution which includes the effect of degradation. Application of the calibrated APD
degradation model and its self-consistent simulation approach disclosed, that the APD
noise is highly affected during aging. It even triples at high voltages and long times
under stress. The origin was exclusively assigned to the edge contribution. There,
the avalanche breakdown of the edge dark current caused by degradation is the main
initiator. Consequently, for the first time ever, the signal-noise-ratio (SNR) degra-
dation mode of APDs in LiDAR application was identified. During degradation, the
SNR degrades from a value above 3, where small signals from 100 m distant objects
are technically well resolved, to a value below 1, where even theoretically a resolu-
tion is impossible and the APD fails. Finally, the picture of APD degradation was
completed by the estimation of lifetime for this degradation mode. In the case of
the most severe conditions in LiDAR operation of 125 ◦C, it amounts to only 1000 h,
which falls much below the requirements of the automotive industry of several decades.

The aforementioned results of aging studies confirm the need of APD design improve-
ment. Moreover, they indicate, that the degradation of the sensors occurs exclusively
in their edge region. Therefore, only design improvements of the sensor edge will af-
fect their degradation. When optimizing the robustness of the design against aging,
all changes are regarded purposeful that slow degradation by reducing its drivers or
reduce its effects. The drivers of degradation are high fields and currents at the Si:SiO2

interface in the sensor edge. Corresponding concepts are proposed in the following.
The application of deuterium as interface passivator instead of hydrogen would miti-
gate the generation of interface traps as deuterium is much more massive [65, 75, 81].
It was revealed in this work, that the generation of negative oxide charges which is the
reason for the increasing noise during operation would be decelerated by around 14 %.
Experimental data indicated the dark current to participate strongly in degradation.
Moreover, its multiplication in the edge region is the main reason for the increase in
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noise. The edge dark current is fed by a surface leakage current between the p and n

side. A sufficiently high p doping processed at the silicon surface between the p and
n contacts would prevent its inversion and therefore cancel out the formation of this
conduction channel.
The most promising optimization would be so-called guard rings. In the case of the
investigated sensors they correspond to an n doping in the form of a ring around the
sensor center between the n and p contact. In [242, 243] it was shown that a floating
guard ring strongly lowers the fields at the Si:SiO2 interface. Moreover, the guard
rings could be connected to a circuit. This yields the advantage that a large portion of
the edge current would drain off into the guard ring. Ideally, there would be no noise
contribution from the edge and the degradation would be immensely suppressed.
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List of symbols

Id Dark current

Iph Photo current

M Gain

⟨i2
shot⟩ Shot noise current square

Nox Concentration of negative oxide charges, i.e. electrons trapped in the oxide

Nox,max Concentration of preexisting oxide electron traps

Nox,init Concentration of preexisting positive oxide fixed charges

γ0 Relaxation rate of electrons from shallow into deep oxide trap levels

Nit Concentration of Si:SiO2 interface traps

Nit,max Concentration limit of Si:SiO2 interface traps

Nit,init Concentration of Si:SiO2 interface traps after H annealing

NH,IF Concentration of free hydrogen at the Si:SiO2 interface
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Zusammenfassung der Dissertation

Underlying physics and effects of silicon APD aging in automotive LiDAR applications
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angefertigt bei der
First Sensor AG (Teil von TE connectivity), Abteilung Entwicklung und Chip Design
11/2021

Over 90 % of traffic accidents are caused by human error [1]. Therefore, the realization
of autonomous driving could save countless lives and drastically reduce the associated
financial expenses. Moreover, the collective behavior of self-driving cars would avoid
traffic jams and thus reduce fuel consumption and greenhouse gas emissions [2]. The
majority of concepts is based on Light Detection And Ranging (LiDAR) [3],
which is the most precise method to measure distances [4]. Matched to the 95 % of
commercial LiDAR systems based on laser wavelengths of mostly 905 nm [4,5], silicon-
based photo sensors are used. Avalanche photo diodes (APD) are the only sensor
solution in mass production [6]. Due to an internal multiplication mechanism based on
impact ionization, high signal-noise-ratios (SNR) are achieved and provide the required
resolution of low signals from more than 100 m distant targets [4]. Currently none of
the LiDAR technologies meet the reliability requirements of the automotive industry
concerning the aging of installed components [7]. Consequently, autonomous driving
cannot yet be realized for public use.
Very little is known about the aging of APDs in general and nothing at all in the field of
automotive LiDAR. In order to provide novel insights into APD aging that help design-
ers to achieve more robust sensors and thus to enable a step closer to the realization of
autonomous driving, it was the aim of this thesis prepared in the industrial environment
to reveal the underlying physical aging mechanisms and their effects on the function of
APDs in automotive LiDAR application. At first, a novel APD degradation model was
developed encompassing a wide range of processes, treating numerous fundamental as-
pects of negative oxide charge generation and Si:SiO2 interface trap generation. So far,
no model is known covering the kinetics of APD degradation comprehensively in such
deep detail. Due to the feedback between degradation phenomena and sensor internal
fields and currents, a coupled problem arose. It was tackled by a sophisticated numeri-
cal iteration approach which was tailor-made and solved this problem self-consistently
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in a tandem procedure combining the simulation of sensor degradation and the Sil-
vaco Atlas device simulator. This led to novel insights into the APD degradation
behavior. The generation of negative oxide charges was identified to cause a drift of the
impact ionization rate in the sensor edge. The generation of interface traps promotes
the accumulation of negative oxide charges by their supply of thermally generated dark
current. In this way, degradation is about 14 % faster. In order to reflect not only the
causal relations of APD degradation, the model was calibrated on experimental degra-
dation data. With the calibrated degradation model and its self-consistent simulation
approach an elaborated powerful tool was available. Stress experiments have been per-
formed on test sensors under a variation of operation conditions and on APDs. APDs
of the studied design are currently tested and installed in automotive LiDAR modules.
The entire set of experimental results found its complete physical interpretation in con-
junction with the degradation model which achieved an excellent agreement. Thereby,
numerous novel insights were revealed: The extent of degradation is induced by the
properties of the sensors oxide layer. The degradation pace increases with temperature,
voltage and intensity of illumination whereas the impact of temperature is particularly
strong due to the significant participation of the dark current during degradation. The
oxygen vacancy was proven to be the dominant trap in the oxide layer of the studied
sensors. An empirical distribution of individual sensor properties was achieved. In
some cases, the impact ionization rate in the sensor edge increased which indicates a
major problem, as noise increases when the generation-recombination processes in the
sensor become more pronounced during degradation. In order to estimate the impact of
the degradation induced increase of noise on the LiDAR application, the empirical dis-
tribution of individual sensor properties was extrapolated to the tail where sensors are
very prone to degradation. Furthermore, the available noise models were extended to
cover the effect of degradation. Application of the calibrated APD degradation model
revealed, that the APD noise is highly affected and even triples during aging. The ori-
gin was exclusively assigned to the edge contribution. There, the avalanche breakdown
of the edge dark current caused by degradation is the main initiator. Consequently, for
the first time ever, the signal-noise-ratio (SNR) degradation mode of APDs in LiDAR
application was identified. During degradation, the SNR of small signals from 100 m
distant objects degrades to a value below 1, where even theoretically a resolution is
impossible. Finally, the picture of APD degradation was completed by the estimation
of lifetime. In the case of the most severe conditions in LiDAR operation, it amounts to
only tlife ≈ 1000 h, which falls much below the requirements of the automotive industry
of several decades.
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