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Abstract
This thesis studies principles and applications of thermally generated flows in small liquid vol-
umes with a focus on temperature-induced micro- and nanoscale phenomena such as thermal
convection, thermophoresis, depletion forces, thermoelectricity as well as thermo-osmotic flows.
The first part of this thesis investigates these principle mechanisms in a thin liquid film over a
gold surface and utilizes thermo-osmotic flows combined with attractive van der Waals or de-
pletion forces for the hydrodynamic manipulation of nano-objects. The second part introduces
a symmetric self-thermophoretic microswimmmer actuated with a feedback-controlled heating
laser and investigates its propulsion velocity and localization accuracy as function of the feed-
back delay. To achieve the actuation of these active particles also in heterogeneous particle
ensembles, part three of this thesis introduces a neural network for the real-time detection in
feedback-controlled systems. The last part presents the application of a thermophoretic trap for
the investigation of protein aggregation. With this approach we enable the long-time observation
of freely diffusion amyloid aggregates and introduce the rotational diffusion coefficient as a very
sensitive measure for the growth and fragmentation of single amyloid fibrils.

Referat
Diese Arbeit untersucht Prinzipien und Anwendungen thermisch erzeugter Flüsse in kleinen Flüs-
sigkeitsvolumen mit einem Fokus auf temperaturinduzierte mikro- und nanoskalige Phänomene
wie thermische Konvektion, Thermophorese, Depletionskräfte, Thermoelektrizität sowie thermo-
osmotischen Flüsse. Der erste Teil dieser Arbeit untersucht diese prinzipiellen Mechanismen in
einem dünnen Flüssigkeitsfilm über einer Goldoberfäche und nutzt thermoosmotische Flüsse in
Kombination mit anziehenden Van-der-Waals- oder Depletionskräften zur hydrodynamischen
Manipulation von Nanoobjekten. Der zweite Teil stellt einen symmetrischen, selbstthermopho-
retischen Mikroschwimmer vor, welcher mit einem rückkopplungsgesteuerten Heizlaser betrie-
ben wird und untersucht dessen Fortbewegungsgeschwindigkeit und Lokalisierungsgenauigkeit
als Funktion der Rückkopplungsverzögerung. Um die Steuerung dieser aktiven Partikel auch in
heterogenen Partikelensembles zu erreichen, wird im dritten Teil dieser Arbeit ein neuronales
Netzwerk für die Echtzeitdetektion in rückkopplungsgesteuerten Systemen vorgestellt. Der letzte
Teil stellt die Anwendung einer thermophoretischen Falle zur Untersuchung von Proteinaggre-
gation vor. Mit diesem Ansatz ermöglichen wir die Langzeitbeobachtung frei diffundierender
Amyloidaggregate und führen den Rotationsdiffusionskoeffizienten als sehr empfindliche Mess-
größe für das Wachstum und die Fragmentierung einzelner Amyloidfibrillen ein.
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Preface 1
Temperature-driven effects have been used for the trapping of micro- and nanoparticles1–6 and
single molecules7,8 as well as for the driving of self-propelled Janus particles9–12 and already
found applications in catalytic chemistry13–15 and biotechnology16–18. This has sparked the
interest of an increasing number of research areas, ranging from thermophotovoltaics19,20 and
waste-heat harvesting21 to photonics22,23 and nanomedicine24–26. Within the last decades the
generation of heat at the nanoscale has advanced from an often undesired side effect into the
fields of thermoplasmonics27,28 and thermo-optofluidics29,30, where optically heated plasmonic
nanostructures are purposefully employed as highly efficient nanoscale sources of heat, remotely
controlled by light28,31. As these systems are typically implemented in liquid environments, one
of the key challenges for the development of future applications is the characterization and design
of thermally generated flows. In small liquid volumes non-uniform temperatures induce a series
of micro- and nanoscale phenomena such as thermal convection32–34, thermophoresis35–45, de-
pletion forces46,47, thermoelectricity35,48 as well as thermo-osmotic flows49. In spite of extensive
experimental3–6,32,33,35–52 and theoretical efforts53–59 many of these mechanisms are still a mat-
ter of debate and there is only a very limited understanding of their interplay. In particular, the
composition of the liquid (concentration and type of salt, surfactant molecules, polymers, . . . )
and the influence of interfacial properties (electric double layer, van der Waals forces, molecular
surface coatings, . . . ) are a subject of ongoing discussions. In thermo-optofluidic experiments
the above mentioned temperature-driven effects are typically superimposed and observed at the
same time. Nevertheless, in many experimental works the temperature-induced transport of
particles and molecules is only discussed in terms of thermophoresis, ignoring thermo-osmotic
flows induced at the boundaries of the sample60,61, or the observations are primarily attributed
to thermoelectric effects, while forces arising from thermally driven depletion are neglected62.
The lack of experimental methods to individually quantify these effects has recently led to an
increasing number of inconclusive interpretations of experimental results3–6,52,61 in the field of
thermo-optofluidics. In publication P1 of this thesis we aim to disentangle these effects in a
simple sample geometry and provide evidence for the central role of thermo-osmotic flows within
a quantitative framework. By characterizing the individual contributions of thermal convection,
thermo-osmotic flows, thermophoresis and thermally driven depletion we establish a general
scheme for nanofluidic manipulations. Based on the concept of thermo-osmotic flows, publica-
tions P2 and P3 then study a symmetric self-thermophoretic microswimmer and investigate its
feedback-controlled actuation. Finally, publication P4 presents a thermophoretic trap for the
investigation of protein aggregation, where our previous findings on thermophoresis established
the principles for the trap design and its characterization.
Whenever a liquid–solid interface is subjected to a non-uniform temperature, interfacial flows
are induced: Within a small liquid layer close to the interface the liquid interacts with the solid
surface (electric double layer, van der Waals forces, . . . ) and, as the strength of these interactions
depends on temperature, a non-uniform temperature along the interface will cause an osmotic
pressure in the liquid interaction layer that leads to a slip flow parallel to the solid surface63.
These thermo-osmotic flows have been directly measured only recently49 even though they have
been theoretically described already in 194164,65. So far, characterized only at the water–glass
interface49, one of the open questions is the strength of these flows at the interface between water
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and gold. In particular this raises the question which type of interaction dominates on metal–
water interfaces. In publication P1 we use a thin gold film on a glass substrate, locally heated by
a focused laser, and study the transport of particles suspended in a liquid over the gold film. This
allows the direct measurement of the thermo-osmotic slip flow on the water–gold interface as well
as the identification of contributions from varying compositions of the liquid as well as different
types of particles. We substantiate our experimental results with a quantitative theoretical
description providing a fundamental understanding for further applications and attempt to clarify
frequent misconceptions in literature. The hydrodynamic forces caused by the thermo-osmotic
flow field combined with attractive van der Waals or depletion forces enable the trapping of
single and multiple nanoparticles as well as their transport and accumulation. Furthermore, a
flow field multiplexing scheme has been developed to allow for the simultaneous manipulation of
many individual nano-objects and the generation of complex effective flow patterns. Combined
with other thermally induced effects such as thermophoresis, depletion forces, and thermoviscous
flows66,67, we outline a highly versatile nanofluidic system on a chip.
In the pursuit towards engines and machines at the smallest length scales, recently a large variety
of artificial micro- and nanoswimmers has been developed9,68–75. With a wealth of different
propulsion mechanisms these self-propelled particles allow to construct complex self-assembled
micromachines76–79 and provide valuable physical insights into the collective behaviour of active
particle systems80. Yet, all of these systems employ microswimmers with a structural asymmetry
required for a self-propelled motion at low Reynolds numbers71,73,74,81–84. This asymmetry binds
the propulsion direction to the particles’ symmetry axis, and hence, rotational Brownian motion
randomizes its directed motion on long time scales. The control over the propulsion direction on
the individual level can be regained when the propulsion mechanism is switchable, for example,
when using self-thermophoretic Janus particles10,11. Their feedback-controlled actuation scheme
is, nevertheless, limited to the time scale of the rotational diffusion. To overcome this limitation,
publication P2 of this thesis introduces a symmetric self-thermophoretic microswimmer. Its
propulsion direction is set by the location of the heating laser itself, providing a higher level of
control than possible for Janus-type particles. These symmetric thermoplasmonic microswimmers
are already of great interest in the field of active matter and have recently been employed to study
structures emerging from information exchange85. So far, their actuation scheme has not been
investigated in detail. Publication P2 provides a quantitative model for their self-thermophoretic
propulsion as well as optimal parameters to maximize their propulsion velocity and localization
accuracy. We find a dependence on the feedback delay as well as on the displacement of the laser
focus which is confirmed within our model. Furthermore, we reveal a directional uncertainty
caused by the delayed response, suggesting that, if microscopic objects try to reach a target, large
propulsion velocities are actually not beneficial if the objects respond with a delay. Finally, we
demonstrate the individual control of multiple symmetric swimmers with a multiplexed actuation
scheme of interest for the development of more complex self-propelled particle systems86,87 as
well as for the study of active matter80,88.
To achieve the actuation of active particles also in heterogeneous particle ensembles, publication
P3 introduces a real-time detection neural network for feedback-controlled applications. The
real-time detection of objects in optical microscopy allows their direct manipulation, which has
recently become a new tool in the fields of single molecule detection8,89,90 and synthetic active
matter10,11,85. The recent advances in these fields require to be able to localize and classify more
complex objects than single particles, which may have a very heterogeneous contrast and low
signal-to-noise ratios in the images. This task is becoming increasingly difficult with conventional
particle tracking approaches91–99. We demonstrate an approach using a single-shot neural net-
work that is capable of localizing and classifying a large number of objects in optical microscopy
images. In contrast to other approaches100–106, that target the post-processing of images, our
network is optimize for a small latency to allow for high frame rates. This real-time processing
enables us to provide feedback even to complex samples with objects of different signal-to-noise
ratios and at high accuracy. The detection speed is thereby independent of the number of parti-
cles and the complexity of the image and able to detect objects at very low signal-to-noise ratios.
We demonstrate its experimental application to the feedback-controlled self-thermophoretic mi-
croswimmers introduced in publication P2 and evaluate the accuracy of the neural network in
terms of particle localization and classification under different conditions.
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The aggregation of soluble proteins into highly ordered insoluble amyloid fibrils is fundamental
for life and characteristic for a large range of disorders as well as functional structures107–113.
One of the challenges in the study of protein aggregation and amyloid formation is the disen-
tanglement of the sample heterogeneity that is inherent to the nucleation and growth process of
protein aggregates. So far, most of the information on the growth of fibrillar protein structures is
inferred from studies of the ensemble growth kinetics, where all species ranging from monomers
via oligomers, protofibrils and fibrils of different length are probed at the same time114–118. From
these results, combined with modeling approaches119, a number of processes termed secondary
nucleation have been suggested which involve, for example, the branching and fragmentation of
fibrils as important processes for the formation of pathogenic structures. Though, none of these
secondary processes has ever been observed directly due to the lack of experimental techniques
which allow observing a single fibril for longer time periods free in solution. Since the inven-
tion of optical tweezers, the trapping of nano-objects has evolved into an integral part of life
science120–122. To scale this concept down to the single molecule level, advanced techniques123
such as electrokinetic90 and thermophoretic traps8 have been developed. In particular, these
methods have the unique potential to study the aggregation of proteins on the level of single
molecules without surface attachment. In publication P4 we present a thermophoretic trap for
single amyloid fibrils that allows the investigation of fibril growth, secondary nucleation or fibril
breakup that is typically hidden in the average ensemble. The trapping scheme is based on the
thermophoretic drift of macromolecules124 allowing to probe the dynamics of a single fibril at
various stages of its growth. It is shown that the rotational diffusion coefficient provides a unique
measure to follow the growth of single fibrils with a precision below the optical resolution.

Structure of this Thesis
• Chapter 1 is the present preface.

• Chapter 2 provides the common theoretical background for the publications presented
in Chapter 4. Sec. 2.1 starts with the fundamental principles of transport in isothermal
liquids. This section gives an introduction to diffusion and Brownian motion and discusses
fluid dynamics at low Reynold numbers. In particular, this section focuses on the diffusion
close to surfaces. Sec. 2.2 provides an overview on forces between nano-objects and surfaces
in liquid environments. This section introduces the electric double layer followed by the
van der Waals interaction between two surfaces. The van der Waals interaction together
with the interaction of two electric double layers then leads to the Derjaguin–Landau–
Verwey–Overbeek (DLVO) theory. Within Sec. 2.3 the transport in liquids of non-uniform
temperature is discussed. This section starts with an introduction to thermo-osmotic flows
and proceeds to a description of particle thermophoresis as well as self-thermophoresis
within the context of thermo-osmotic flows. Sec. 2.4 then reviews the interaction of light
with nano-objects in the framework of Mie theory and discusses the optical properties of
thin metal films. The last part, Sec. 2.5, presents analytical and numerical results for the
optical heating of plasmonic nano-objects and their surroundings.

• Chapter 3 introduces the experimental prerequisites for this thesis. First, Secs. 3.1 and 3.2
explain the two experimental setups used throughout this thesis. Sec. 3.3 then describes
the basic sample preparation. Next, Sec. 3.4 presents the experimental methods used to
estimate the temperature increment in the samples. The last part, Sec. 3.5, provides details
on the zeta potential measurements used in Sec. 4.1.

• Chapter 4 contains the main results of this thesis and is divided into four different sec-
tions, each corresponding to a peer-reviewed journal publication (P1–P4). These sections
feature individual abstract, introduction, results and discussion as well as conclusion sub-
sections. The text and figures of the original publications have been edited and adapted to
integrate into the layout of this thesis. Parts from the publications’ supplementary infor-
mation have been moved to chapter 2 or the results and discussion sections to provide an
improved reading experience. Sec. 4.1 investigates the trapping and manipulation of nano-
objects by thermo-osmotic flows in close proximity to an optically heated gold surface. A
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detailed analysis of the flow fields, the localization accuracy of nano-objects and a com-
parison with numerical and theoretical predictions provide a quantitative understanding of
these effects. Sec. 4.2 studies a fully steerable symmetric thermoplasmonic microswimmer.
We investigate their self-thermophoretic propulsion in detail and highlight the influence
of the feedback delay. In this context Sec. 4.3 introduces a single-shot detection neural
network that enables the real-time localization and classification of objects in microscopic
images. We analyze the network performance with synthetic test images and demonstrate
its experimental application to the feedback control of self-thermophoretic microswimmers
introduced in the previous section. Finally, Sec. 4.4 presents a thermophoretic trapping
platform for protein aggregation studies. It demonstrates a method for the observation of
single amyloid fibrils that allows the investigation of fibril growth, secondary nucleation or
fibril breakup. Furthermore, it is shown that the rotational diffusion coefficient provides
a unique measure to follow the growth of single fibrils with a precision below the optical
resolution limit.

• Chapter 5 presents a summary of the results and provides an overall outlook.
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Theoretical Background 2
2.1 Transport in Isothermal Liquids
The aim of this section is to provide an introduction into the physics of fluid motion and diffusion
on microscopic length scales. The first part presents the governing equations of fluid motion
and emphasizes the consequences of the low Reynolds number regime. This is followed by a
description of Brownian motion and diffusion and complemented by a discussion of Brownian
motion close to surfaces. The section closes with a description of sedimentation.

2.1.1 Motion at Low Reynolds Numbers

Based on the conservation of mechanical momentum the Navier–Stokes equation (NSE) describes
the velocity field v(r, t) within a fluid due to pressure gradients and external forces. If the fluid
is a liquid, the velocity field can be treated as incompressible, ∇ · v = 0, and the NSE reads125

%

(
∂v

∂t
+ (v · ∇)v

)
= −∇p+ η∇2v + f , (2.1)

where p is the pressure in the liquid, f the external force density, % is the density and η the
viscosity of the liquid. Besides pressure gradients ∇p and external forces f the liquid may be
driven by time-dependent boundary conditions. The ratio between the inertial forces, % (v ·∇)v,
and viscous forces, η∇2v, is defined as Reynolds number Re. If we identify the operator ∇ with
the inverse of a length scale, ∇ ∼ L−1, we find126:

Re = % v2L−1

η vL−2 = % vL

η
. (2.2)

For a microscopic length and velocity scale of L ∼ 1 µm and v ∼ 1 µm s−1 and a density and
viscosity of % = 103 kg m−3 and η = 10−3 Pa s for water the Reynolds number yields Re ∼
10−6 � 1. Hence, the inertial forces % (v · ∇)v in Eq. (2.1) can be neglected leading to an
entirely laminar flow in microscopic systems. In the stationary case, ∂v/∂t = 0, Eq. (2.1) further
reduces to the Stokes equation:

η∇2v = ∇p− f . (2.3)

If we identify the time derivative with an inverse time scale ∂/∂t ∼ v/L, we find that also the
term % ∂v/∂t in Eq. (2.1) scales with the Reynolds number. Hence, at low Reynolds numbers
any change of the pressure gradient or external force density will result in a quasi-instantaneous
change of the velocity field.
Using Eq. (2.3) it can be shown that the friction coefficient γ, defined as

F = γu , (2.4)
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to drag a sphere with velocity u through a liquid by an external force F is given by125

γ = 6πηR , (2.5)

where R is the radius of the sphere. The velocity field around the particle is long-ranged and
decays with v ∝ r−1, where r is the distance from the particle (Fig. 2.1).

a b

Fig. 2.1: a, The velocity field |v |/u past a sphere that is dragged through a liquid with velocity u by an
external force in the laboratory frame (see Appendix A1.1 for details). The arrows depict the normalized
direction vectors. The sphere has a radius of R = 0.5 µm. b, The x -component of the velocity along the
blue line in (a).

Consider a sphere of radius R = 1 µm that is dragged through water with a velocity u0 =
10 µm s−1 by an external force (Fig. 2.1) . Its deceleration, once the force is removed, is deter-
mined by m du/dt = −γu where m is the mass of the sphere and γ the friction coefficient given
in Eq. (2.5). We find:

u(t) = u0 exp
(
− γ
m
t
)

(2.6)

with a decay time of τ = m/γ ∼ 0.1 µs and a displacement of less than ∆d = u0τ ∼ 0.01 nm. We
have used m = %V with a density in the order of % ∼ 103 kg m−3 and V = 4/3πR3 for the volume
of the sphere. This example illustrates that at low Reynolds numbers any interia is immediately
suppressed by viscous forces, rendering the motion in microscopic systems overdamped. This
imposes fundamental constraints on the self-propulsion of microswimmers81 that will be further
emphasized in Sec. 4.2.

2.1.2 Brownian Motion
Brownian motion denotes the stochastic motion of micro- and nano-objects suspended in liquids
caused by random collisions with the molecules of the liquid. A mathematical description of
Brownian motion can be either given by focusing on the stochastic trajectory x(t) of a single
particle or in terms of the probability density distribution p(x, t) of an ensemble of Brownian
particles. Both approaches are closely related, each providing a different view on the problem.
The probability density distribution is obtained from averaging over many individual realizations
of a trajectory while the statistical properties of stochastic trajectories are connected to the
probability density distribution. This section will give an overview of these theories.

Langevin Equation A microscopic description of Brownian motion can be given in terms of the
Langevin equation by adding a stochastic force to Newton’s equation of motion127–129:

m
d2x

dt2 = −γ dx
dt −

d
dxU(x) +

√
2Dγ ξ(t) . (2.7)

Here, the term F = −γ dx/dt resembles the drag force introduced in Eq. (2.4) and the term
F = −dU(x)/dx describes the force exerted by an external potential U(x). The function ξ(t)
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in the stochastic force term,
√

2Dγ ξ(t), is a stochastic variable with zero mean and a delta-
correlated Gaussian distribution:

〈ξ(t)〉 = 0 , 〈ξ(t)ξ(t′)〉 = δ(t− t′) . (2.8)

The factor
√

2D used for the weighting of ξ(t) will be motivated below. In the low Reynolds
number regime the inertial force on the left side of Eq. (2.7) can be dropped and one obtains the
overdamped Langevin equation129:

dx
dt = − 1

γ

d
dxU(x) +

√
2D ξ(t) . (2.9)

First, we consider the case of no external potential, U(x) = 0, where Eq. (2.9) simplifies to:

dx
dt =

√
2D ξ(t) . (2.10)

As ξ(t) is a stochastic variable, the particle position x(t) = x(0) +
√

2D
∫ t

0 ξ(t
′) dt′ is a stochastic

variable as well and no prediction can be made for the realization of an individual trajectory
(Fig. 2.2a). The mean particle displacement averaged over many individual realizations vanishes,
〈∆x(t)〉 = 〈x(t)−x(0)〉 = 0, whereas the mean squared displacement (MSD) takes a finite value:

〈∆x2(t)〉 = 〈(x(t)− x(0))2〉 = 2Dt . (2.11)

For a derivation of Eq. (2.11) see Appendix A1.2. Considering an ensemble of Brownian particles,
their probability density distribution is defined by

p(x, t) = 〈δ(x− x(t))〉 , (2.12)

where the average, again refers to the mean of many individual realizations of the stochastic
variable x(t). The function p(x, t) describes the probability p(x, t) dx to find a Brownian particle
within the interval x+ dx at time t and is normalized such that

∫∞
−∞ p(x, t) dx = 1. Combining

Eqs. (2.12) and (2.10) leads to the free diffusion equation (Appendix A1.3):

∂p(x, t)
∂t

= D
∂2p(x, t)
∂x2 , (2.13)

where we identifyD as the diffusion coefficient, motivating the initial weighting of ξ(t) with
√

2D.
From a macroscopic point of view the probability density distribution p(x, t) is fully equivalent
to a concentration c(x, t). Eq. (2.13) is then called Fick’s second law, ∂tc = D∂2

xc.

a cb

Fig. 2.2: a, Simulated trajectories x(t) of Brownian particles (N = 100) released at t = 0 s from x(0) = 0 µm
with D = 1 µm2 s−1. We used x(t + ∆t) = x(t) +

√
2D
√

∆t ξt for the discretisation of Eq. (2.10)130 and
Gaussian distributed random numbers ξt with zero mean and variance one. b, Histogram of the particle
positions in (a) at t = 10 s. c, The time evolution of the corresponding probability density distribution
p(x , t) according to Eq. (2.16).
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As the particle number needs to be constant, we can introduce the continuity equation:

∂p(x, t)
∂t

= −∂j(x, t)
∂x

, (2.14)

where j(x, t) is the particle flux. From a comparison of Eqs. (2.14) and (2.13) we find

jD(x, t) = −D∂p(x, t)
∂x

(2.15)

for the particle flux due to diffusion. For a delta-distributed initial distribution, p(x, 0) = δ(x−
x0), the solution of Eq. (2.13) reads (Fig. 2.2c):

p(x, t) = 1√
4πDt

exp
(
− (x− x0)2

4Dt

)
. (2.16)

We find a Gaussian distribution with a mean of 〈x〉 = x0 and a variance 〈x2〉 of:

〈x2〉 =
∫ ∞
−∞

x2 p(x, t) dx = 2Dt , (2.17)

equivalent to the MSD defined in Eq. (2.11). In two dimensions the probability density dis-
tribution is given by the product of two independent one-dimensional distributions p(r, t) =
p(x, t) p(y, t) and the two-dimensional MSD is 〈r2〉 = 4Dt with r2 = x2 + y2. Hence, in two
dimensions Eq. (2.11) reads:

〈∆r2(t)〉 = 〈(r(t)− r(0))2〉 = 4Dt . (2.18)

Fokker–Planck Equation A generalization of the free diffusion equation, Eq. (2.13), is obtained
in case an external potential U(x) is exerting a force F (x) = −∂xU(x) on the particle. In view
of Eq. (2.3) the force F (x) induces a particle velocity of u(x) = F (x)/γ and the total particle
flux is then given by:

j(x, t) = jU(x, t) + jD(x, t) = u(x) p(x, t)−D∂p(x, t)
∂x

, (2.19)

where jU(x, t) = u(x) p(x, t) is the particle flux due to the presence of an external potential and
jD(x, t) the diffusive particle flux given in Eq. (2.15). Using Eq. (2.14) we obtain the Fokker–
Planck equation131,132:

∂p(x, t)
∂t

= ∂

∂x

(
1
γ

∂U(x)
∂x

p(x, t) +D
∂p(x, t)
∂x

)
. (2.20)

Boltzmann Distribution In the presence of an external potential the equilibrium probability
density distribution is given by the Boltzmann distribution

p(x) = p0 exp
(
−U(x)
kBT

)
, (2.21)

where p0 = (
∫∞
−∞ p(x) dx)−1 is the normalization factor. In equilibrium the probability density

distribution does not depend on time, ∂tp(x, t) = 0, and Eq. (2.20) needs to satisfy:

− 1
γ

∂U(x)
∂x

p(x) = D
∂p(x)
∂x

. (2.22)

Inserting the spatial derivative of Eq. (2.21) then leads to:

− 1
γ

∂U(x)
∂x

p(x) = − D

kBT

∂U(x)
∂x

p(x) , (2.23)



2.1 Transport in Isothermal Liquids 9

2

and we obtain the Einstein–Smoluchowski relation133,134:

D = kBT

γ
. (2.24)

Eq. (2.24) relates the thermal fluctuations (D) to the dissipation of kinetic energy (γ) and is
a simple representative of the fluctuation-dissipation theorem135. For a spherical particle with
1 µm diameter in water (η = 10−3 Pa s) we find D = kBT/(6πηR) = 0.43 µm2 s−1 at 20 ◦C
(T = 293.15 K), where we have used Eq. (2.5) for the friction coefficient of a sphere.
With Eq. (2.24) the Fokker-Planck equation, Eq. (2.20), can be generalized to:

∂p(x, t)
∂t

= ∂

∂x

(
1

kBT
D(x)∂U(x)

∂x
p(x, t) +D(x)∂p(x, t)

∂x

)
(2.25)

with a position-dependent diffusion coefficient D(x) = kBT/γ(x). Eq. (2.25) emphasizes that
the time evolution of the probability density can also be influenced by a spatial dependence of
the diffusion coefficient. The stationary probability distribution, nevertheless, does not depend
on the diffusion coefficient and is solely defined by the potential U(x) in terms of the Boltzman
distribution, Eq. (2.21). This will be of particular importance in Sec. 4.1.

2.1.3 Brownian Motion Close to Surfaces
The friction of a confined particle increases due to hydrodynamic interactions with the confining
surfaces resulting in lower diffusion coefficients. In particular, the friction is different for a motion
parallel and perpendicular to a surface. For spherical particles the correction factor λ‖ for the
friction coefficient parallel to a surface, γ‖ = γλ‖, can be approximated by136

λ−1
‖ (z) =

D‖

D
≈ 1− 9

16
R

z
+ 1

8

(
R

z

)3
− 45

256

(
R

z

)4
− 1

16

(
R

z

)5
± . . . , (2.26)

where z is the distance from the particle center to the surface and R the radius of the particle
(Fig. 2.3a). The correction factor λ⊥ for the friction coefficient perpendicular to a surface,
γ⊥ = γλ⊥, is given by the exact solution137

λ−1
⊥ (z) = D⊥

D
=
(

4
3 sinh(α)

∞∑
n=1

Nn

(
2 sinh((2n+ 1)α) + (2n+ 1) sinh(2α)

4 sinh2((n+ 1/2)α)− (2n+ 1)2 sinh2(α)
− 1
))−1

(2.27)

with α = arcosh(z/R) and Nn = n(n + 1)/((2n − 1)(2n + 3)). Fig. 2.3b depicts the predicted
values for D‖/D and D⊥/D as function of the relative particle-surface distance z/R.

a b

2R

z

Fig. 2.3: a, Sketch of a spherical particle with radius R located at distance z from a surface. b, D‖/D and
D⊥/D as function of the relative particle-surface distance z/R calculated from Eq. (2.26) and Eq. (2.27).

The friction parallel to the surface is smaller than in perpendicular direction and takes a finite
value at z/R = 1. Remarkably, the perpendicular friction coefficient goes to infinity for z/R→ 1.
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The hydrodynamic interactions are long-range; even at a distance of four times the particle
diameter the diffusion coefficients are about 10% smaller than their bulk value. If the particle is
located between two surfaces with distance H (Fig. 2.4a) the correction factors for the friction
coefficient can be approximated by a linear superposition:

λII(z) = λI(z) + λI(H − z)− 1 , (2.28)

where λI(z) represents either λ‖(z) or λ⊥(z). An even better approximation can be given by138:

λII(z) = 1 +
∞∑
n=0

(
λI(z + nH)− 1

)
+
∞∑
n=1

(
λI(nH − z)− 1

)
− 2

∞∑
n=1

(
λI(nH)− 1

)
. (2.29)

Fig. 2.4b compares D‖/D to DII
‖ /D for R = 125 nm and H = 3 µm. For H/R� 2 the correction

factors are well approximated by the single surface correction.

R = 125 nm, H = 3 µm
a b

2R

z

H

Fig. 2.4: a, Sketch of a spherical particle with radius R located at distance z from a surface and confined by
a second surface at distance H. b depicts D‖/D and DII

‖/D for R = 125 nm and H = 3 µm calculated from
Eq. (2.26) and Eq. (2.29).

2.1.4 Sedimentation
In addition to Brownian motion, particles in typical experimental settings experience a gravita-
tional force FG = mg. Here, g is the gravitational constant and m = %1V is the mass of the
particle given in terms of the particle density %1 and the particle volume V . Further, considering
the buoyancy force, FB = %2V g, the sedimentation force for a spherical particle reads

FS = 4
3πR

3(%1 − %2) g , (2.30)

where %2 denotes the density of the liquid and we have used V = 4/3πR3 for the volume of the
particle. The sedimentation potential then reads US(z) = 4/3πR3(%1−%2) gz. In equilibrium with
the drag force, F = 6πηRu, we find the sedimentation velocity uS = 2/(9η)R2 (%2 − %1) g. For a
gold particle with R = 125 nm suspended in water we find uS = 0.62 µm s−1, where we have used
%1 = 19.3 g cm−3, %2 = 1.0 g cm−3, and η = 0.001 Pa s. In comparison, for a polystyrene particle
(%1 = 1.05 g cm−3) of the same size we find uS = 0.002 µm s−1. These examples demonstrate
that sedimentation can be relevant for gold nanoparticles but may be neglected for nanoparticles
with low mass densities such as polystyrene. For the micrometer-sized melamine particles used
in Secs. 4.2 and 4.3 (R = 1.1 µm, %2 = 1.5 g cm−3) we find uS = 1.32 µm s−1.
With a gravitational force in z-direction the Fokker–Planck equation for sedimentation reads

∂p(z, t)
∂t

= uS
∂p(z, t)
∂z

+D
∂2p(z, t)
∂z2 . (2.31)

Eq. (2.31) is often referred to as Mason-Waever equation139,140.
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2.2 Forces between Nano-Objects and Surfaces
This section discusses liquid–solid interfaces in thermal equilibrium and the forces between nano-
objects in liquid environments. The section starts with a description of the electric double
layer and the forces arising from two overlapping electric double layers. This is followed by
a description of van der Waals forces that leads to the DLVO potential describing the overall
interaction potential between charged surfaces in liquid media closing this section.

2.2.1 Electrostatic Forces
Electric Double Layer Typically, surfaces in contact with water are charged. The charging of
the surface can be caused by different processes. Oxides are often negatively charged due to the
dissociation of hydroxide groups (−OH→ −O− + H+), whereas metals attain a negative surface
charge due to the adsorption of negative ions141. These surface charges cause an electric field
that attracts counter ions from the liquid. The diffusive layer of counter ions together with the
layer of fixed surfaces charges is called electric double layer (Fig. 2.5).

x

z

z = 0

Fig. 2.5: Illustration of the electric double layer close to a negatively charged surface.

For a theoretical description the ions in the liquid are treated as a continuous charge distribution
within a mean field approximation. In terms of the Boltzmann distribution the excess densities
of monovalent positive and negative ions are then given by141,142

n± = n0
(
e∓eψ/kBT − 1

)
, (2.32)

where n0 is the bulk salinity and ψ the electric potential. The number densities n are related to
concentrations c in mol m−3 via the Avogadro constant, n = NAc. For the charge density % and
the excess ion density n we find:

% = e (n+ − n−) = −2en0 sinh(eψ/(kBT )) , (2.33)
n = n+ + n− = 2n0(cosh(eψ/(kBT ))− 1) . (2.34)

Note that we already used the symbol “%” in Sec. 2.1 for the mass density, whereas it is used
here for the charge density.

Debye–Hückel Approximation In case of weakly charged surfaces, e|ψ| � kBT , where the
potential energy of the ions is smaller than their thermal energy, we can approximate:

% ≈ − ε

λ2
D
ψ , (2.35)

nkBT ≈
ε

2λ2
D
ψ2 . (2.36)

We introduced the static permittivity ε of the liquid and the Debye length:

λD =
(
εkBT

2n0e2

)1/2
. (2.37)
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The spatial dependence of the potential is then defined by the Poisson equation ∂2
zψ = −%/ε =

λ−2
D ψ. The solution reads

ψ(z) = ζ e−z/λD , (2.38)

where the zeta potential ζ = ψ(z = 0) is defined as the potential on the surface. The potential
decreases exponentially with the Debye length. For example, the Debye length of a 10 mM
aqueous solution at 20 ◦C is 3 nm. In water λD cannot be longer than 680 nm due to the
self-ionization of water (2 H2O→ H3O+ + OH−) as the ion concentration cannot decrease below
10−7 M. In practice, the Debye length even in deionized water is only a few 100 nm due to
ionic impurities141. Fig. 2.6a illustrates the decrease of the Debye length with increasing salt
concentration. For a negatively charged surface the concentration of positive ions as well as the
total ion concentration are substantially increased close to the surface (Fig. 2.6b).

a b

Fig. 2.6: a, The potential ψ as function of the distance z for a zeta potential of ζ = −30 mV and different
salt concentrations c0 in water. b, The concentration of ions as function of the distance from a surface for a
salt concentration of c0 = 0.1 mM and a zeta potential of ζ = −30 mV.

The overall surface charge density σ of the double layer is defined as:

σ = −
∫ ∞

0
% dz = ε

λ2
D
ζ

∫ ∞
0

e−z/λD dz = ε

λD
ζ . (2.39)

We find
ζ = σλD

ε
, (2.40)

relating the zeta potential to the surface charge density. Note that the surface charge density
can be a complicated function of the concentration, σ(c0), due to the concentration and pH
dependent dissociation of surface groups143,144. Nevertheless, at higher salt concentrations the
zeta potential will eventually approach zero as λD ∝ c−1/2

0 .

Highly Charged Surfaces In case the of high potentials, e|ψ| � kBT , the full one-dimensional
Poisson equation ∂2

zψ = 2en0 sinh(eψ/(kBT ))/ε can be solved analytically. The solution reads

ψ(z) = 4kBT

e
tanh−1

(
tanh

(
eζ

4kBT

)
e−z/λD

)
(2.41)

with the zeta potential given by

ζ = 2kBT

e
arsinh

(
2πσλBλD

e

)
(2.42)

and the Bjerrum length λB = e2/(4πεkBT ). A derivation can be found in Appendix A1.5.
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Strictly, the approximation of weakly charged surfaces (e|ψ| � kBT ) is only valid for |ψ| < 25 mV
at 20 ◦C (T = 293.15 K). Nevertheless, the Debye–Hückel approximation is still a sufficiently
good approximation for potentials of up to 50 mV (Fig. 2.7). Hence, the electric double layer in
this work will be mostly treated in the limit of weakly charged surfaces as the surface considered
in this work have zeta potentials in the range |ζ| = 30− 40 mV.

Fig. 2.7: The potential ψ as function of the distance z for a salt concentration of c0 = 10 mM and different
zeta potentials ζ in water. The solid curves represent the Debye–Hückel approximation, Eq. (2.38), whereas
the dashed curves depict the full solution, Eq. (2.41).

Forces between Electric Double Layers If two like-charged surfaces approach each other, their
electric double layers overlap and a repulsive electrostatic force arises. For a sphere close to a
planar surface the electrostatic potential is described by142,145

UE(d, c0) ≈ 64πεR
(
kBT

e

)2
tanh2

(
eζ

4kBT

)
e−d/λD , (2.43)

where R is the radius of the sphere, ε the static permittivity of the liquid and d is the surface dis-
tance (Fig. 2.8). Here, we assumed that the sphere and the planar surface have the same zeta po-
tential ζ. In case of asymmetric zeta potentials one may approximate the term tanh2(eζ/(4kBT )
with tanh(eζ1/(4kBT )) tanh(eζ2/(4kBT )), where ζ1 and ζ2 are the zeta potentials of the sphere
and the planar surface, respectively50. Note that the dependence on the concentration c0 enters
Eq. (2.43) only with the Debye length λD. Expressions for the electrostatic potential between
other geometries can be found in Ref. 142.

2.2.2 Van der Waals Forces
In addition to electrostatic forces, surfaces interact through van der Waals forces. Van der Waals
forces are attractive and arise from the interaction of fluctuating dipole moments in the electron
distribution of the surface atoms. For a sphere (medium 1) interacting with a planar surface
(medium 2) across medium 3 the van der Waals potential is146

UvdW(d) = −AH

6

(
R

d
+ R

2R+ d
+ ln

(
d

2R+ d

))
, (2.44)

where AH is the Hamaker constant. Again, R is the radius of the sphere and d the surface
distance (Fig. 2.8). Based on the Lifshitz theory of the van der Waals force142,147 a macroscopic
approximation of the Hamaker constant can be given by

AH ≈
3
4kBT

(
ε1 − ε3

ε1 + ε3

)(
ε2 − ε3

ε2 + ε3

)
+ 3h

4π

∫ ∞
ν1

(
ε1(iν)− ε3(iν)
ε1(iν) + ε3(iν)

)(
ε2(iν)− ε3(iν)
ε2(iν) + ε3(iν)

)
dν , (2.45)

where ε1(iν), ε2(iν) and ε3(iν) are the permittivities of the three media at imaginary frequencies
iν, ε1, ε2, and ε3 are the static permittivity, ν1 = 2πkBT/h, and h is the Planck constant.
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2R

z
d

 ε2

ζ2 

 ε3

 ε1 ζ1 

Fig. 2.8: Sketch of a sphere with radius R (medium 1) with a surface-to-surface distance d = z − R from a
planar surface (medium 2) surrounded by medium 3.

An approximation of Eq. (2.45) for dielectric materials is given in Appendix A1.6. As can be
inferred from Tab. 2.1, the Hamaker constant of gold is about one order of magnitude larger than
for dielectric media such as glass and polystyrene. Expressions for the van der Waals potential
between other geometries can be found in Refs. 142.

Tab. 2.1: Hamaker constants AH for the material systems relevant in this study. For the dielectric material
systems we have used the equations and the dielectric data in Appendix A1.6. The value for the Gold/Wa-
ter/Gold material system has been taken from Ref. 148. For a discussion of experimental values see Ref. 149.
The value for Gold/Water/Glass has been estimated using Eq. (2.46).

Medium 1 Medium 3 Medium 2 AH [10−20 J]
Glass Water Glass 0.6
Polystyrene Water Polystyrene 1.4
Polystyrene Water Glass 0.9
Gold Water Gold 10
Gold Water Glass 2.5

A useful combining relation to approximate unknown Hamaker constants can be derived from
Eq. (2.45). If we define A132 as the Hamaker constant of medium 1 interacting across medium 3
with medium 2, we find142:

A132 ≈
√
A131A232 , (2.46)

where A131 is the Hamaker constant of medium 1 interacting across medium 3 with itself and
A232 is the Hamaker constant of medium 2 interacting across medium 3 with itself.

2.2.3 DLVO Theory

The DLVO theory, named after Derjaguin, Landau, Verwey, and Overbeek, describes the total
interaction potential between charged surfaces in liquid media150,151. As discussed previously
the total potential comprises a repulsive electrostatic contribution, Eq. (2.43), and an attractive
van der Waals contribution, Eq. (2.44):

UDLVO(d, c0) = UE(d, c0) + UvdW(d) . (2.47)

The DLVO potential for gold particle with radius R = 125 nm as function of the distance d to
a glass surface is shown in Fig. 2.9a for a concentration of c0 = 10 mM. We have used a zeta
potential of ζ = −30 mV and a Hamaker constant of AH = 2.5 · 10−20 J (Tab. 2.1).
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d

2R

a b

Secondary Minimum

Primary Minimum
(Adhesion)

Energy Barrier

Fig. 2.9: a, Plot of the electrostatic and the van der Waals contribution to the DLVO potential for a gold
particle with radius R = 125 nm as function of the distance d to a glass surface at a concentration of
c0 = 10 mM. We have used ζ = −30 mV for the zeta potential and AH = 2.5 · 10−20 J for the Hamaker
constant (Tab. 2.1). b, The total potential defined in (a) for different concentrations c0.

The DLVO potential is described by a weak attraction at large distances, a repulsion at interme-
diate distance (energy barrier) and a strong attraction at short distances (primary minimum).
At intermediate distances we find a potential well (secondary minimum). At different salt con-
centrations the different features are more or less pronounced and completely vanish at higher
salt concentrations (Fig. 2.9b). At low salt concentrations the electrostatic repulsion dominates
and the energy barrier is high. The thermal energy of the particle is too small to overcome the
barrier during a reasonable period of time. At high salt concentrations this potential barrier de-
creases and the van der Waals attraction starts to dominate. This leads to adhesion and contact
of the particle with the surface in the primary minimum. At very high salt concentrations the
energy barrier vanishes and so the secondary minimum.

2.2.4 Beyond DLVO Theory
So far, we discussed forces between surfaces with a well-defined liquid-solid boundary. This is
not the case for polymer-covered surfaces where the attached polymers form a thermally diffusive
interface. When two polymer-covered surfaces approach each other they experience a repulsive
force once the polymer chains start to overlap. This repulsion is caused by the entropy change of
the compressed polymers and is referred to as steric repulsion142. For a spherical particle close
to planar surface the potential of the steric repulsion can be estimated using the Alexander–de
Gennes equation152–154:

UP(d) = 16πkBTRL
2σ

3
2

35

(
28
((

2L
d

)1
4

− 1
)

+ 20
11

(
1−

(
d

2L

)11
4
)

+ 12
(
d

2L − 1
))

. (2.48)

Here, R is the particle radius, L the length of the polymer, σ the polymer surface density (number
of polymer chains per m3) and d the surface-to-surface distance. The steric repulsion of Pluronic
F-127 covered surfaces155,156 has been used for stabilizing the particle suspensions in Secs. 4.2
and 4.3 as well as to prevent the adsorption of biomolecules157 to the coverslips in Sec. 4.4.
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2.3 Transport in Liquids of Non-Uniform Temperature
In addition to their stochastic motion, micro and nano-objects in liquids show a deterministic
motion when a temperature gradient is applied. This effect is called thermophoresis or Ludwig–
Soret effect158,159. First, this section will give a phenomenological description of thermophoresis.
We then focus on the underlying microscopy mechanism of thermo-osmotic flows leading to a
hydrodynamic description of thermophoresis. This is followed by a discussion of depletion forces.
The section closes by drawing the line to thermally induced convection.

2.3.1 Phenomenological Description
Phenomenologically, the drift velocity in a non-uniform temperature distribution is given by

u = −DT∇T , (2.49)

where DT is defined as the thermophoretic mobility and ∇T is the temperature gradient. The
particle flux due to thermophoresis then is jT = u(x) p(x, t) = −DT p(x, t)∂xT (x), where p(x, t)
is the probability density distribution of the particle. For a positive DT, particles will migrate
towards colder regions, competing with the diffusive particle flux, jD = −D∂xp(x, t). In view of
Eq. (2.19) the total particle flux reads:

j(x, t) = jT + jD = −DT p(x, t)∂T (x)
∂x

−D∂p(x, t)
∂x

= −D
(
ST

∂T (x)
∂x

p(x, t) + ∂p(x, t)
∂x

)
(2.50)

with Soret coefficient ST = DT/D introduced as the ratio between the thermophoretic mobility
and the diffusion coefficient. In the stationary state, j(x, t) = 0, the solution for the probability
density distribution is

p(x) = p0 e−ST∆T (x) , (2.51)

where ∆T (x) = T (x)−T0 is the temperature increment in reference to the ambient temperature
T0 and p0 the normalization factor (Fig. 2.10) . The Soret coefficient, hence, is a measure for
the thermally driven separation in the steady state.

Fig. 2.10: Steady state probability distribution (blue curve) for a Soret coefficient of ST = 0.5 K−1 and a
temperature gradient of 1 K µm−1 (∆T (x) = αx with α = 1 K µm−1, green line).

Using the continuity equation, ∂tp(x, t) = −∂xj(x, t), one obtains the Fokker–Planck equation:

∂p(x, t)
∂t

= ∂

∂x

(
DST

∂T (x)
∂x

p(x, t) +D
∂p(x, t)
∂x

)
(2.52)

for the time evolution of the probability density in presence of a temperature gradient. The
comparison of Eqs. (2.52) and (2.25) shows that the temperature distribution can be interpreted
as an effective potential U(x)/(kBT ) = ST∆T (x), even though no external force is applied.
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2.3.2 Thermo-Osmotic Flows
In the phenomenological description the microscopic mechanisms leading to thermophoresis were
hidden in the thermophoretic mobility DT. Two different approaches have been used to theo-
retically describe thermally induced transport on the microscopic scale, i) a thermodynamic
approach38 and ii) a hydrodynamic description of the liquid boundary layer56. Recently, it
has been shown that only a hydrodynamic approach can correctly account for all aspects of col-
loidal thermophoresis58. This section introduces the hydrodynamics of thermo-osmotic boundary
flows160 as the underlying microscopic principle of interfacial thermophoresis.

Hydrodynamics of the Boundary Layer Typically, osmosis describes the diffusion of solvent
molecules through a selective membrane into a region of higher solute concentration. The same
principle applies for thermo-osmosis, where we consider a liquid of non-uniform temperature
instead of a non-uniform solute concentration. If there would be a membrane that lets the
solvent pass but not the heat, liquid would flow from cold to hot to equilibrate temperature.
Since there are no heat selective membranes, thermo-osmosis can only be observed on liquid–
solid interfaces49. Within a small liquid layer close to the interface the liquid interacts with the
solid surface. Since the strength of these interactions depends on temperature, a non-uniform
temperature along the interface will cause an osmotic pressure in the liquid interaction layer that
eventually leads to a slip flow parallel to the solid surface63.

x

z

)z(xv

λ

Cold HotT

∆

v

Fig. 2.11: Sketch of the boundary layer approximation. Within a small liquid boundary layer (λ ≈ 10 nm)
close to the interface the liquid interacts with the solid surface. Since the strength of these interactions
depends on temperature, a non-uniform temperature along the interface will cause an osmotic pressure in
the liquid interaction layer that leads to a slip flow parallel to the solid surface, vx . The velocity parallel
to the solid surface increases in z-direction and gets constant at distances beyond the interaction range λ,
vx (z > λ) = v‖.

The velocity in the boundary layer can be described by the Stokes equation, Eq. (2.3). We
consider a liquid–solid interface and coordinates as shown in Fig. 2.11. Close to the interface
the vertical component of the velocity vanishes, vz = 0. Since the hydrodynamic quantities
vary much more rapidly in the vertical direction than parallel to the surface, we approximate
vx(x, z) ≈ vx(z) and the Stokes equation can be reduced to:

0 = dp
dz − fz , (2.53)

η
d2vx
dz2 = dp

dx − fx . (2.54)

The velocity is zero at the solid surface, vx|z=0 = 0, and takes a constant value at infinity,
vx(∞) := v‖. The integration yields56,63 (Appendix A1.7):

v‖ = 1
η

∫ ∞
0

z

(
fx −

dp
dx

)
dz . (2.55)

Electric Double Layer Contribution We consider an electric double layer close to a charged
surface in presence of a temperature gradient (Fig. 2.12). The force density in the boundary
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layer of a charged surface can be written as f = ∇ · T + %E0. Here, T is the Maxwell stress
tensor and the first term, ∇ · T = %E − 1

2E
2∇ε, comprises the electric force exerted by the

charged surface on the liquid. The second term accounts for the interaction of the liquid with an
external electric field E0. With the electric field given by E = −∇ψ the force density reads54:

f = −%∇ψ − 1
2E

2∇ε+ %E0 . (2.56)

For the osmotic pressure, p = nkBT , we find (Appendix A1.8):

∇p = −%∇ψ + (%ψ + nkBT )∇T
T

+ nkBT
∇n0

n0
, (2.57)

where we have used the charge density % and the excess ion density n given in Eqs. (2.33) and
(2.34). Together, for the right-hand side of Eq. (2.3) we get:

f −∇p = −(%ψ + nkBT )∇T
T
− 1

2E
2∇ε− nkBT

∇n0

n0
+ %E0 . (2.58)

Note that the terms %∇ψ have canceled out.

x

z

)z(xv

0c v

Fig. 2.12: The electric double layer close to a negatively charged surface (Sec. 2.2.1) in presence of a tem-
perature gradient. The osmotic pressure in the boundary layer is slightly higher at the cold side and drives the
charged liquid to the warm. The resulting velocity profile reaches its maximum value, v‖ beyond the Debye
length, indicated by the dashed line.

In the Debye–Hückel approximation (Sec. 2.2.1) we have % ≈ −εψ/λ2
D, nkBT ≈ εψ2/(2λ2

D),
E ≈ ψ/λD and find54:

f −∇p ≈
(
ε

λ2
D
ψ2 − ε

2λ2
D
ψ2
)
∇T
T
− 1

2λ2
D
ψ2∇ε− ε

2λ2
D
ψ2∇n0

n0
− ε

λ2
D
ψE0 (2.59)

with ψ = ζe−z/λD . Solving Eq. (2.55) with Eq. (2.59) we obtain the slip velocity in the Debye–
Hückel approximation:

v‖ = 1
η

∫ ∞
0

z

(
fx −

dp
dx

)
dz = εζ2

8η

(
1
T

dT
dx −

1
ε

dε
dx −

1
n0

dn0

dx

)
− εζ

η
E0x . (2.60)

The first term originates from the osmotic pressure gradient in the electric double layer and
drives the liquid in the boundary layer to the hot. The permittivity and salinity gradient can
be also present without a non-uniform temperature, for example, a permittivity gradient can
be caused by the alignment of water molecules at the interface161 or a salinity gradient can be
created by an external non-uniform salt concentration. In the following, we assume that these
gradients are solely caused by a non-uniform temperature.
The permittivity gradient is then defined by54

∇ε
ε

= −τ∇T
T

, (2.61)
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where τ is a dimensionless coefficient. The bulk value for water is τ = 1.4160. However, the value
of τ in the electric double layer is a matter of debate as the solvent permittivity in the electric
double layer can be quite different from its bulk value161. In the Stern layer polarized solvent
molecules are adsorbed with a specific orientation141. As the permittivity highly depends on the
orientation of the solvent molecules, the permittivity in the electric double layer is different from
its bulk value suggesting also a different value for τ . It has been speculated that τ , in the electric
double layer, is even negative4.
The salinity gradient caused by a non-uniform temperature is55

∇n0

n0
= −α∇T

T
, (2.62)

and accounts for the Soret effect of the ions (Appendix A1.9). Here, α = α+ + α− denotes the
sum of the ionic Soret coefficients α± (see Tab. 2.2 for bulk values in water). In the electric
double layer also the ionic Soret coefficients might be different as the solvation shell of the ions is
modulated close to a charged surface. Hence, the values in Tab. 2.2 are expected to be different
in the electric double layer.

Tab. 2.2: The reduced ionic Soret coefficients calculated from the single-ion heat of transport in Ref. 162
using αi = Q∗i /(2kBT ) and the resulting thermoelectric potential ψ0 for several electrolytes.

Ion H+ Li+ K+ Na+ OH− Cl−

α± 2.7 0.1 0.5 0.7 3.4 0.1

Salt NaCl NaOH LiCl HCl

δα 0.6 −2.7 0 2.6

ψ0 [mV] −16 70 0 −68

The last term in Eq. (2.60) describes the slip velocity induced by an electric field. This can be
an external electric field but also a thermoelectric field caused by the difference δα = α+ − α−
of the ionic Soret coefficients (Appendix A1.9). The thermoelectric field is given by163

E0 = −ψ0
∇T
T

, (2.63)

where ψ0 = −δα kBT/e is defined as the thermoelectric potential. Inserting Eqs. (2.61), (2.62),
and (2.63) in Eq. (2.60), yields the expression

v‖ = εζ2

8η (1 + τ + α) 1
T

dT
dx + εζ

η

ψ0

T

dT
dx . (2.64)

If we assume τ > 0 the term proportional to ζ2 is always positive, driving the liquid to the hot.
The term proportional to ζ may take either sign depending on the sign of ζ and the sign of ψ0
(Tab. 2.2). The last term might even inverse the sign of the slip velocity48,55. If we summarize
the information on the interfacial interactions in a thermo-osmotic coefficient χ, we can write

v‖ = χ
∇‖T
T

. (2.65)

If χ > 0, the liquid is driven to the hot, whereas for χ < 0, the liquid is driven to the cold.
Considering only the osmotic pressure contribution the thermo-osmotic coefficient of the electric
double layer reads49:

χE = εζ2

8η . (2.66)

With ζ ∼ −30 mV we find χE ∼ 10−10 m2 s−1 in water. For a temperature gradient in the order
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of 10 K µm−1 slip velocities in the order of µm s−1 are expected.

Van der Waals Contribution An additional contribution to the slip velocity arises from the
temperature dependence of the van der Waals interactions in the boundary layer. The van der
Waals potential of a solvent molecule at distance z from a solid surface is56,145

ϕ(z) = − AH

3πz3V0 , (2.67)

where V0 is the volume of a solvent molecule and AH the Hamaker constant of the solvent
interacting with the solid surface across vacuum. The number density of the solvent molecules
is given by n = 1/V0 and the force density on the solvent molecules is

f = −n∇⊥ϕ . (2.68)

Note that here “n” is used for the solvent molecule density, whereas it was previously used for
the excess ion density. Since the gradient in Eq. (2.68) is normal to the surface, there is no force
parallel to the surface, fx = 0. For the normal direction, fz = −n∂zϕ, the integration of the
normal component of the Stokes equation, ∂zp = fz, yields

p = p0 − nϕ , (2.69)

where we assumed that the density is constant in normal direction, ∂zn = 0. We retain the
concentration gradient parallel to the surface, ∂xp = −ϕ∂xn, and find164

v‖ = 1
η

∫ ∞
d0

z ϕ
dn
dx dz = −1

η

∫ ∞
d0

AH

3πz2
1
n

dn
dx dz = AH

3πηd0
β

dT
dx , (2.70)

where we have used the relations

dn
dx = dn

dT
dT
dx and β = − 1

n

dn
dT (2.71)

with the thermal expansion coefficient β of the solvent (β = 0.2·10−3 K−1 for water, see Appendix
A1.14). Note that the van der Waals potential diverges at z = 0, where the solvent molecules
are in contact with the surface. To address this singularity, we introduced a cut-off parameter
d0 corresponding to the size of a solvent molecule (d0 = 0.2 nm for water). In view of Eq. (2.65)
the thermo-osmotic coefficient of the van der Waals contribution is given by

χvdW = AH

3πηd0
βT . (2.72)

For AH ∼ 1 · 10−20 J we find χvdW ∼ 10−10 m2 s−1 in water. For a temperature gradient in the
order of 10 K µm−1 this yields a slip velocity in the order of µm s−1, similar to the slip velocity
expected from the electric double layer contribution. Note that the absolute value of χvdW is very
sensitive to the choice of the cut-off parameter d0, and the thermal expansion coefficient β itself
is temperature dependent (Appendix A1.14). Nevertheless, for a gold surface with a Hamaker
constant in the order of AH ∼ 10 · 10−20 J the van der Waals contribution to the slip velocity is
expected to be about one order of magnitude larger as compared to a dielectric surface.

Excess Enthalpy A generalization of Eq. (2.55) can be given by160

v‖ = −1
η

∫ ∞
0

z h(z) dz
∇‖T
T

, (2.73)

where we introduced the excess enthalpy h(z) that accounts for the specific interactions between
the liquid and the solid. For the electric double layer and the van der Waals contribution the
excess enthalpy reads hE(z) = εζ2/(2λ2

D) e−2z/λ2
D and hvdW(z) = AHβT/(3πηz3), respectively.
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2.3.3 Thermophoresis in External Temperature Gradients
The particle velocity can be obtained from the negative surface average of the slip velocity. Using
Eq. (2.65) we find165

u = − 1
S

∫
S

v‖ dS = −χ
T

1
S

∫
S

∇‖T dS , (2.74)

where S is the surface area of the particle and the surface temperature gradient in its general form
is given by∇‖T = ∇T−n (n·∇T ), where n is the unit vector normal to the surface. The negative
sign accounts for the force balance, since the flow on its surface will cause a particle motion in
the opposite direction. For a spherical particle with radius R, using spherical coordinates with
n = er, the surface temperature gradient simplifies to

∇‖T = 1
R

∂T

∂θ
eθ + 1

R sin θ
∂T

∂ϕ
eϕ . (2.75)

With eθ = (cos θ cosϕ, cos θ sinϕ,− sin θ)T and eϕ = (− sinϕ, cosϕ, 0)T the x-component of the
particle velocity then reads:

ux = −χ
T

1
S

∫ π

0

∫ 2π

0

(
1
R

∂T

∂θ
cos θ cosϕ− 1

R sin θ
∂T

∂ϕ
sinϕ

)
R2 sin θ dθ dϕ . (2.76)

For a linear temperature distribution, T (x) = αx, the temperature on the particle surface is
given by T (θ,ϕ) = αR sin θ cosϕ. The integration of Eq. (2.76) with ∂T/∂θ = αR cos θ cosϕ and
∂T/∂ϕ = −αR sin θ sinϕ yields the thermophoretic velocity:

ux = −2
3
χ

T

dT
dx = −2

3 v̂‖ , (2.77)

where we have used S = 4πR2 and dT/dx = α, and v̂‖ denotes the maximum slip velocity at
θ = 0. The components uy and uz vanish. Hence, the thermophoretic velocity of a particle in a
temperature gradient ∇T is defined by

u = −2
3χ
∇T
T

. (2.78)

Note that for χ > 0, the particle is driven to the cold, whereas for χ < 0, the particle is driven
to the hot.
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T

∆

x
eθ

z

er

u

v

θ

Fig. 2.13: Sketch of a spherical particle in a temperature gradient for a thermo-osmotic coefficient χ > 0.

In view of Eq. (2.49) the thermophoretic mobility DT is then given by

DT = 2
3
χ

T
. (2.79)

For a dielectric particle with ζ ∼ −30 mV in water we have χ ∼ 10−10 m2 s−1 and find
DT ∼ 1 µm2 K−1 s−1 at 20 ◦C (T = 293.15 K). For a temperature gradient in the order of
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10 K µm−1 thermophoretic velocities in the order of u ∼ 1 µm s−1 are expected. Note that the
thermophoretic mobility DT does not depend on the particle size and is solely defined by the
surface properties of the particle53. Since the translational diffusion coefficient is proportional
to the inverse of the particle size, D ∝ R−1, the Soret coefficient, ST = DT/D, is expected to be
proportional to the size of the particle40:

ST ∝ R . (2.80)

The velocity field at distances beyond the boundary layer can be obtained from the solution of
the Stokes equation for a spherical particle with a boundary velocity of v‖ = − 3

2u cos θ. The
resulting velocity field is short-ranged and decays with v ∼ r−3 in contrast to the long-range
velocity field, v ∼ r−1 of a sphere that is dragged through the liquid by an external force166.

a b

Fig. 2.14: a, The velocity field |v |/u around a sphere that is driven by surface flows with a thermophoretic
velocity u in the laboratory frame (see Appendix A1.10 for details). The arrows depict the normalized direction
vectors. The sphere has a radius of R = 0.5 µm. b, The x -component of the velocity along the orange line
(a) compared to the x -component of the velocity for a sphere dragged by an external force (Fig. 2.1b).

Metal Particles Strictly, Eq. (2.78) is only valid if the thermal conductivities of the surrounding
liquid and the particle are identical. In case they are different the thermophoretic velocity reads

u = −2
3χ

3κ1

2κ1 + κ2

∇T
T

, (2.81)

where the factor γ = 3κ1/(2κ1 +κ2) accounts for the deformation of the surface temperature gra-
dient caused by the different thermal conductivities of the particle, κ2, and the surrounding liquid,
κ1

56. For dielectric particles (κ2 ≈ 1 W m−1 K−1) suspended in water (κ1 = 0.6 W m−1 K−1) we
find γ ≈ 1 and Eq. (2.81) simplifies to Eq. (2.78). For a gold particle (κ2 = 318 W m−1 K−1) we
find γ = 0.006 which is about two orders of magnitude smaller than for dielectric particles.

Polystyrene Golda b

Fig. 2.15: The temperature distortion in the vicinity of a spherical particle in an external temperature gradient
of 1 K µm−1 for a polystyrene particle (a) compared to a gold particle (b).
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Due to their high thermal conductivity, gold particles reduce the local temperature gradient,
leading to substantially smaller thermophoretic velocities. Fig. 2.15 compares the numerical
simulation of the local temperature around a polystyrene and a gold particle subjected to an
external temperature gradient of 1 K µm−1.

κ2

κ1

a b c

Fig. 2.16: a, Temperature along the dashed lines in Fig. 2.15. b, Temperature on the surface of the particles
in Fig. 2.15. The gray lines in (a) and (b) depict the temperature profiles without a particle present (κ2 = κ1).
c, The particle velocity u as function of the particle thermal conductivity κ2 for χ = 1 · 10−10 m2 s−1 in water
(κ1 = 0.6 W m−1 K−1). The vertical gray line indicates κ1 = κ2.

As analyzed in Fig. 2.16 the gold particle alters the local temperature (Fig. 2.16a) and quenches
the temperature gradient on the particle surface (Fig. 2.16b). Fig. 2.16c depicts the ther-
mophoretic velocity as function of the particles thermal conductivity κ2 for χ = 1 · 10−10 m2 s−1

in water (κ1 = 0.6 W m−1 K−1). For κ2 � κ1 the thermophoretic velocity u scales with u ∝ κ−1
2 .

For gold particles we find a thermophoretic velocity in the order of 0.01 µm s−1 more than two
orders of magnitude smaller than for dielectric particles. Hence, the thermophoretic motion of
gold particles and metal particles in general can be neglected.

2.3.4 Depletion Forces

So far, we considered solutions with atomic ionic species. In solutions containing larger molecules
such as surfactants or polymers, in addition, depletion forces have to be considered. The ther-
mophoretic motion of these molecules yields a non-uniform density distribution which in turn
leads to diffusiophoresis of colloidal particles. The excess pressure in the boundary layer of a
particle is given by46

p = nkBT (e−ϕ(z)/(kBT ) − 1) , (2.82)

where n is the density of the molecules and ϕ(z) is the interaction potential between a molecule
and a particle. Since the lateral component of the force is zero, fx = 0, Eq. (2.55) reads:

v‖ = −1
η

∫ ∞
0

z
dp
dx dz = −1

η

d
dxnkBT

∫ ∞
0

z (e−ϕ(z)/(kBT ) − 1) dz . (2.83)

For an infinite repulsive potential with ϕ = ∞ for z < Rm and ϕ = 0 for z > Rm the integral
takes the value 1

2R
2
m and we find

v‖ = −kB

2η R
2
m

d
dx (nT ) , (2.84)

where Rm denotes the molecules’ interaction range (Fig. 2.17). In view of Eq. (2.78) this yields
a transport velocity of

u = −kB

3η R
2
m∇(nT ) = −kB

3η R
2
m (T∇n+ n∇T ) , (2.85)
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due to depletion. With a molecular Soret coefficient Sm
T the density gradient is defined by

∇n = −nSm
T∇T . The total transport velocity, including Eq. (2.78), then reads56:

u = −
(
DT −

kB

3η R
2
m n (TSm

T − 1)
)
∇T . (2.86)

In case of a polyethylene glycol (PEG) with a molecular weight of Mw = 10000 g mol−1 we have
Sm

T ≈ 0.06 K−1 167 and the interaction range can be identified with the radius of gyration of a
PEG molecule, Rm ≈ 4 nm168. For a PEG concentration of c = 10 mM (n = NAc) the depletion
term in Eq. (2.86) is then in the order of 10 µm2 K−1 s−1. Hence, the depletion term may easily
exceed the thermophoretic mobility DT ∼ 1 µm2 K−1 s−1 of the colloidal particle (Sec. 2.3.3)
rendering its overall mobility negative and the particle is effectively driven to the hot.

Rm

Fig. 2.17: The relative density distribution n/n0 = exp(−Sm
T ∆T (x)) for a molecular Soret coefficient of

Sm
T = 0.06 K−1 (blue curve) and a temperature gradient of 1 K µm−1 (∆T (x) = αx with α = 1 K µm−1).

2.3.5 Self-Thermophoresis

If the non-uniform temperature is generated by the particle itself, its motion is called self-
thermophoretic. In many cases, they are realized as metal-capped Janus particles, where one
half of a micrometer-sized dielectric particle is covered with a thin metal film9–11 (Fig. 2.18a).
The thickness of the metal film is typically in the order of a few tens of nanometers and utilized
as plasmonic heat source. A numerical simulation of the temperature distribution of a Janus
particle is depicted in Fig. 2.18b169.

b c

ΔR

2R
θ

u

a

Fig. 2.18: a, SEM image of Janus particles fabricated by thermal evaporation of a thin gold film on polystyrene
colloids taken from the Supplemenatry Information of Ref. 11. b, Simulated temperature distribution of a
Janus particle (R = 500 nm, ∆R = 50 nm) with the metal cap defined as a heat source with a constant heat
power density. c, The surface temperature as function of the angle θ.
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In view of Eq. (2.74) the propulsion velocity of a Janus particle is then defined by:

u = − 1
S

(
χ1

T

∫
S1

∇‖T dS1 + χ1

T

∫
S2

∇‖T dS2

)
(2.87)

with S = S1+S2. To account for the different surface properties, the surface integration has been
split into an integral over the dielectric surface, S1, and the metal surface, S2. Due to its high
thermal conductivity, the metal cap is basically isothermal (Fig. 2.18c) and the second integral is
typically neglected. Hence, the propulsion velocity is mainly defined by the temperature gradient
on the dielectric surface and its thermo-osmotic coefficient χ1. The propulsion direction is set
by the symmetry axis of the temperature distribution. For χ1 > 0 the metal cap is pointing to
the opposite direction of propulsion.
Due to rotational Brownian motion, the orientation of Janus particles constantly changes and
randomizes their propulsion direction. To achieve a directed motion of Janus particle techniques
such as photon nudging have been developed, combing a real-time orientation detection with a
switchable propulsion10,11. Nevertheless, these feedback-controlled actuation schemes are even-
tually limited to the timescale of the rotational diffusion. Sec. 4.2 introduces a self-thermometric
particle where the propulsion direction can be set by the location of the heating laser itself,
providing a higher level of control than possible for Janus-type particles.

2.3.6 Thermal Convection
Thermal convection describes the motion of fluids caused by temperature-induced density changes.
Typically, the density of a fluid decreases as it is heated. Buoyancy causes that parts of the fluid
with less density will rise leading to a bulk fluid motion called thermal convection. Hence, ther-
mal convection is only observed in presence of a gravitational field. A theoretical description of
thermal convection at low Reynolds numbers can be given by combining the Stokes equation

η∇2v = ∇p− %(T ) g (2.88)

with a temperature dependent density %(T ) = %0−%0β(T −T0) and the stationary heat equation

v · ∇T − α∇2T = 0 , (2.89)

where the first term accounts for the convective heat transfer and the second terms for the heat
transferred by thermal conduction. Here, %0 is the density of the liquid at ambient temperature
T0, β is the thermal expansion coefficient and α the thermal diffusivity. The relative importance
between buoyancy forces and effects of viscous forces and thermal conduction can be estimated
with the Rayleigh number170

Ra = %0β∆TL3g

ηα
, (2.90)

where ∆T = T − T0 is the temperature difference and L a characteristic length scale. When
the Rayleigh number is small, there is no flow and the heat transfer is determined by thermal
conduction. When Rayleigh number exceeds a critical value, heat is transferred by thermal
convection. For a typical sample height in the order of L ∼ 1 µm and a temperature difference of
∆T = 10 K we find a Rayleigh number of Ra ∼ 10−4 for water (%0 = 103 kg m−3, η = 10−3 Pa s,
α = 0.143 m2 s−1, β = 0.2 · 10−3 K−1). Hence, in the sample geometries employed in this thesis
thermal convection can be neglected. As analysed by numerical simulations in Sec. 4.1.5.7, the
flow velocities caused by thermal convection are in the order of nm s−1 for a typical sample
geometry.
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2.4 Interaction of Light with Nano-Objects

When light interacts with nano-objects, the incident electromagnetic wave is scattered and ab-
sorbed depending on the objects dielectric properties and geometry. In this thesis, the scattering
of micro- and nanoparticles is typically employed for their observation, whereas the absorption
of light by metal nanoparticles and thin metal films is used as a source of heat. As the light used
for heating is emitted from lasers, the first part of this section introduces the basic properties
of Gaussian beams. This is followed by an introduction of Mie theory describing the interaction
of nanoparticles with light. Then, the optical properties of thin metal films are discussed. The
section closes with a description of optical forces.

2.4.1 Gaussian Beams

The electric field distribution of light emitted from a laser can be described by the paraxial
Helmholtz equation ∇2

⊥E − 2ik∂zE = 0, where ∇2
⊥ = ∂2

x + ∂2
y , E is the electric field, and

k = 2π/λ the wave number with the wavelength λ. The TEM00 mode is one of the solutions of
this equation and referred to as Gaussian beam. For a Gaussian beam propagating in z-direction
the electric field is171

E(r, z) = E0
w0

w(z) exp
(
− r2

w(z)2

)
exp

(
−ikz − ik r2

2R(z) + iζ(z)
)

. (2.91)

Here, w(z) = w0
√

1 + (z/zR)2 is the radius of the beam, w0 the beam waist, zR = πw2
0/λ the

Rayleigh range, R(z) = z (1+(zR/z)2) the curvature of the wavefronts, and ζ(z) = arctan(z/zR)
the Gouy phase shift. The intensity distribution is defined by

I(r, z) = 1
2c0ε0 |E(r, z)|2 = I0

(
w0

w(z)

)2
exp

(
− 2r2

w(z)2

)
(2.92)

with the incident intensity I0 = c0ε0|E0|2/2 and depicted in Fig. 2.19a for a wavelength of
λ = 532 nm and a beam waist w0 = λ. The radial intensity variation in the focus (z = 0)
is Gaussian, I(r, 0) = I0 exp(−2r2/w2

0), whereas the variation of the intensity in z-direction is
I(0, z) = I0/(1 + (z/zR)2) (Fig. 2.19b). Given the total power P0 the incident intensity I0 can
be calculated as follows:

I0 = 2P0

πw2
0

. (2.93)

A derivation of Eq. (2.93) can be found in Appendix A1.11.

a b

w0

Fig. 2.19: a, The intensity distribution of a Gaussian beam according to Eq. (2.92) for a wavelength of λ =
532 nm and a beam waist w0 = λ. The gray dashed lines depict the beam radius, w(z) = w0

√
1 + (z/zR)2.

b, The intensity along the blue and green lines in (a).
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2.4.2 Mie Theory
In case of nanoparticles the interaction with light is typically quantified in terms of the scattering
cross-section σsca and the absorption cross-section σabs defined as ratio between the scattered
or absorbed power and the incident intensity. The sum of both contributions is referred to as
extinction cross-section, σext = σsca + σabs. Based on Mie theory, the scattering and extinction
cross-sections for spherical particles illuminated by a plane wave are given by the expressions172:

σsca = 2πR2

x2

∞∑
n=1

(2n+ 1)(|an|2 + |bn|2) , (2.94)

σext = 2πR2

x2

∞∑
n=1

(2n+ 1) Re (an + bn) . (2.95)

Here, an and bn are Mie coefficients defined in Appendix A1.12 and x = 2πRn1/λ is the size
parameter given in terms of the particle radius R, the refractive index n1 of the medium in which
the particle is embedded, and the wavelength λ of the incident light. Note that the refractive
index of the particle, n2, enters via the Mie coefficients and the absorption cross-section can be
calculated using σabs = σext − σsca. Typically, dielectric particles such as glass or polystyrene
colloids only scatter the incident light as the imaginary part of their refractive index n2 = n′2+in′′2
is small. In contrast, metal particles scatter as well as absorb a portion of the incident light due
to their complex-valued refractive index. Fig. 2.20a, b compare the optical cross-sections of
two differently sized gold nanoparticles as function of the wavelength. For smaller particles the
absorption dominates the scattering and we find a plasmon resonance at 530 nm, whereas for
larger particles the scattering dominates and is present over a larger wavelength range.

a b c

Fig. 2.20: a, The absorption cross-section σabs and scattering cross-section σsca of a gold nanoparticle with
R = 25 nm radius embedded in water (n1 = 1.33) as function of the wavelength λ. The wavelength-
dependent refractive index of gold, n2(λ), has been taken from Ref. 173 (Appendix A1.15). The vertical gray
line indicates the wavelength λ = 532 nm. b, The same as in (a) for a particle radius R = 125 nm. c, The
size dependence of the absorption and scattering cross-section at λ = 532 nm wavelength.

From the size-dependent calculation in Fig. 2.20c we find that, for smaller particles the scattering
cross-section scales with σsca ∝ R6, whereas the absorption cross-section scales with σabs ∝ R3.
For larger particles both, the scattering and adsorption cross-section, scale approximately with
∝ R2. In the small particle limit, R � λ, the cross-sections can be expressed in terms of the
Rayleigh approximation172,174

σsca ≈
k4

6π |α|
2 = 8π

3 k4R6
∣∣∣∣ n2

2 − n2
1

n2
2 + 2n2

1

∣∣∣∣2 , (2.96)

σabs ≈ k Im (α) = 4πkR3 Im
(
n2

2 − n2
1

n2
2 + 2n2

1

)
, (2.97)

where we inserted the static polarizability α = 4πR3(n2
2 − n2

1)/(n2
2 + 2n2

1) with the refractive
indices of the medium n1 and the particle n2 and recover the size dependencies found in Fig. 2.20c
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for R < 50 nm. For a spherical particle illuminated by a Gaussian beam an analytical description
may be given within the framework of the generalized Lorenz–Mie theory by introducing the beam
shape coefficients gmn,TM and gmn,TE (see Appendix A1.12 for details).

Beyond Generalized Lorenz-Mie Theory For arbitrary shaped objects the scattering and ab-
sorption cross-sections can be obtained from finite-element simulations using175

σsca = 1
I0

∫
S

〈Ssca〉 · n dS , (2.98)

σabs = 1
I0

∫
V

Q(r) dV , (2.99)

where I0 is the intensity of the incident light, 〈Ssca〉 is the time-averaged Poynting vector of the
scattered light, S is the surface of the object and n the unit vector normal to its surface, V is
the volume of object and Q(r) the heat power density (see Sec. 2.5 for details).

2.4.3 Metal Films
In case of metal films scattering and absorption cross-sections are not applicable for a description
of their optical properties. Instead the reflectance R, transmittance T , and absorbance A are
used, defined as the ratio between the reflected, transmitted and absorbed intensity and the
incident intensity. For layered systems these may be calculated using the transfer-matrix method,
where each layer is represented by a transfer matrix176,177. The reflectance and transmittance of
the system is then obtained by multiplying these matrices and the absorbance is calculated from
A = 1− (R + T ). Fig. 2.21a depicts the reflectance, transmittance, and absorbance of a 50 nm
gold film on a glass substrate embedded in water as function of the wavelength. Fig. 2.21b shows
the same calculation for a 30 nm chrome film.

50 nm Au 30 nm Cr
a b

Fig. 2.21: a, Wavelength dependence of the reflectance R, transmittance T and absorbance A of a 50 nm
gold film on a glass (BK7) substrate (nBK7 = 1.52) embedded in water (nH2O = 1.33). b, The same as in
(a) for a 30 nm chrome film. The wavelength-dependent refractive indices of gold nAu(λ) and chrome nCr(λ)
were taken from Ref. 173 (Appendix A1.15).

While the absorbance of thin gold films decreases at larger wavelengths, thin chrome films also
absorb in the near infrared range178.

2.4.4 Optical Forces
Particles illuminated by light will experience an optical force. In the small-particle limit the
time-averaged optical force can be calculated from the incident electric field as follows129,179:

〈F 〉 = n2
1ε0

4 Re(αr)∇|E|2 + n1k Im(αr)
(

Re(E ×H∗)
2c0

+ ε0

4k0i∇× (E ×E∗)
)

(2.100)
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with the radiation-corrected polarizability αr = α/(1 − ik3α/(6π)), k = n1k0 and the static
polarizability α = 4πR3(n2

2−n2
1)/(n2

2 +2n2
1) already introduced in Sec. (2.4.2). The ∗ denotes the

complex-conjugate. The first term in Eq. (2.100) is called gradient force as it is proportional to the
gradient of the electric field intensity, I = 1

2n1c0ε0|E|2. If we approximate the radiation-corrected
polarizability with αr ≈ α+ ik3|α|2/(6π), we find kIm(αr) ≈ kIm(α) + k4|α|2/(6π) = σabs +σsca
according to Eqs. (2.96) and (2.97). Hence, the second term includes contributions from both,
scattering and absorption. The term 〈S〉 = 1

2Re(E ×H∗) corresponds to the time-averaged
Poynting vector, whereas the term ∇× (E ×E∗) relates to a polarisation gradient and vanishes
for linear polarized light.
If we insert Eq. (2.91) in Eq. (2.100), an analytic expression for the optical forces of a Gaussian
beam in the small-particle limit can be obtained (Eq. (A1.57) in Appendix A1.13). For particles
larger than the wavelength analytic expressions for the optical force components can be obtained
in the framework of the generalized Lorenz–Mie theory180. Fig. 2.22 depicts the optical forces
exerted by a Gaussian beam (λ = 532 nm wavelength, w0 = λ/(πNA) beam waist with a
numerical aperture of NA = 0.8) on a R = 25 nm radius particle embedded in water in case
the particle is composed of gold (Fig. 2.22a) and polystyrene (Fig. 2.22b). In case of gold
scattering and absorption forces dominate. The particle is pushed out of the laser focus in
positive z-direction. For a laser power of P0 = 1 mW the forces are in the order of pN. In case of
polystyrene the particle can be trapped in the focus by the gradient force as the scattering and
absorption forces are sufficiently weak.

a bGold Polystyrene

Fig. 2.22: a, The optical force exerted by a Gaussian beam (λ = 532 nm wavelength) on a gold particle with
radius R = 25 nm embedded in water (n1 = 1.33) calculated using Eq. (A1.57). We used w0 = λ/(πNA)
for the beam waist, a numerical aperture of NA = 0.8, and a laser power of P0 = 1 mW. The wavelength-
dependent refractive index of gold, n2(λ), has been taken from Ref. 173 (Appendix A1.15). b, The same as
in (a) for a polystyrene particle (n2 = 1.59).

For arbitrary shaped objects the optical forces acting on the object can be obtained from finite-
element simulations with129,181

〈F 〉 =
∫
S

〈T 〉 · n dS , (2.101)

where T is the Maxwell stress tensor, Tij = ε0
(
EiEj − 1

2δijE
2)+ 1

µ0

(
BiBj − 1

2δijB
2), S is the

surface of the object and n the unit vector normal to its surface.

2.5 Optical Heating of Metal Nanoparticles and
Nanostructures

When a metal is illuminated by light, the free electrons of the metal oscillate at the frequency of
the incident light. This oscillation is nothing but an electric current in the metal that generates
heat via the Joule effect. The heat power density Q(r) is given by31

Q(r) = 1
2Re(J∗ ·E) . (2.102)
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With the electric current density J defined by the dielectric polarization density J = ∂tP =
−iωP and P = ε0(ε− 1)E we obtain

Q(r) = ω

2 ε0Im(ε)|E(r)|2 , (2.103)

where we have used Re(iz) = −Im(z) and |E|2 = EE∗. The total heat power released by an
arbitrary metal structure is the integral of Q(r) over volume of the structure, Q0 =

∫
V
Q(r) dV .

Hence, the heat generated in a metal structure is determined by the electric field distribution
within the structure and related to the imaginary part of its permittivity ε(ω). With the electric
field intensity I = 1

2c0ε0|E|2 we can rewrite Eq. (2.103) as follows:

Q(r) = αI(r) , (2.104)

where α = 4πn′′/λ is the absorption coefficient and n′′ the imaginary part of the refractive index.
We used c0 = cn′, Im(ε) = 2n′n′′ and ω/c = 2π/λ.

2.5.1 Heat Equation

Based on the conservation of energy the time-dependent temperature distribution of a system is
described by the heat equation31

∂T

∂t
− α∇2T = Q

% cp
, (2.105)

where α = κ/(%cp) is the thermal diffusivity, κ the thermal conductivity, % the mass density,
cp the specific heat capacity and Q the heat power density of the heat source. We dropped the
convection term v · ∇T on the left hand side of Eq. (2.105) as it can be neglected in small-scale
systems (Sec. 2.3.6). Note that the symbol “α” was used in previous sections for the polarisability,
whereas in terms of the heat equation it is used for thermal diffusivity. In the stationary case,
∂T/∂t = 0, Eq. (2.105) simplifies to:

−κ∇2T = Q . (2.106)

Note that the stationary temperature distribution is solely defined by the thermal conductivity.

2.5.2 Point-Like Heat Source

We consider a point-like heat source that starts to release heat at time t = 0:

Q(r, t) =
{
Q0 δ(r) for t ≥ 0 ,
0 for t < 0 ,

(2.107)

where Q0 is the heating power and δ the delta function. The solution of Eq. (2.105) then reads31

∆T (r, t) = Q0

4πκr

(
1− erf

(
r

2
√
αt

))
, (2.108)

where ∆T (r, t) = T (r, t)− T0. In the limit t→∞ we find erf(r/(2
√
αt)→ 0 and

∆T (r) = Q0

4πκr (2.109)

for the solution of the stationary heat equation, Eq. (2.106). Fig. 2.23a depicts the time evolution
of the temperature at r = 10 nm distance from a point-like heat source in water (α = 0.14 ·
10−6 m2 s−1). We find a time scale of the temperature evolution in the order of 10 ns highlighting
the very fast dynamics of nanoscale heat sources.
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a b

Fig. 2.23: a, The time evolution of the temperature at r = 10 nm distance from a point-like heat source in
water with α = 0.14 · 10−6 m2 s−1 and ∆Tmax = Q0/(4πκr). b, The radial temperature profile of a heat
source with radius R = 0.125 nm.

If we identify ∆T (R) = Tmax with the surface temperature of a metal particle with radius R, we
find:

∆Tmax = Q0

4πκR , (2.110)

for the surface temperature increment, ∆Tmax = Tmax − T0, and can write:

∆T (r) =


∆TmaxR

r
for r > R ,

∆Tmax for r ≤ R ,
(2.111)

for the temperature distribution of a metal particle (Fig. 2.23b). Here, we assumed a uniform
temperature within the particle considering its high thermal conductivity. The exact expression
for the temperature within the particle be found in Ref. 31. For an optically heated particle Q0
corresponds to the absorbed power Q0 = I0σabs given in terms of the incident intensity I0 and
the absorption cross-section σabs of the particle (see Eq. (2.99) for ref.). This yields:

∆Tmax = I0σabs

4πκR . (2.112)

For a gold particle with R = 125 nm radius embedded in water (κ = 0.6 W m−1K−1) we
find a temperature increment of ∆Tmax = 7.2 K when illuminated with an intensity of I0 =
0.1 mW µm−2 at a wavelength of λ = 532 nm (σabs = 0.068 µm2, Fig. 2.20b). In the focus of
a Gaussian beam with I0 = 2P0/(πw2

0) and w0 = λ the same temperature increment can be
achieved with a laser power of P0 = 0.045 mW.

2.5.3 Gaussian Beam Heat Source
For a Gaussian beam incident on a thin layer of absorbing material Eq. (2.104) yields:

Q(r, z) = P0 (1−R) 2α
πω2

0
e−2r2/w2

0 e−αz , (2.113)

for the heat power density within the layer. We have used Eq. (2.92) with I(0, r) for the radial
intensity distribution of the Gaussian beam and the reflectance R considering that only P0(1−R)
of the incident power is entering the layer. The factor e−αz accounts for the attenuation of
intensity within the material in terms of the Lambert–Beer law.
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Experimental Prerequisites 3
3.1 Experimental Setup 1

Fig. 3.1 depicts a 3D illustration of the experimental setup used in Secs. 4.1, 4.2 and 4.3 (Setup 1).
A more detailed sketch can be found in Appendix A2.1. Setup 1 consists of an inverted microscope
(Olympus, IX71) with a mounted piezo translation stage (Physik Instrumente, P-733.3). The
heating laser is a focused continuous wave (CW) laser at a wavelength of 532 nm (CNI, MGL-III-
532). The beam diameter is increased by a beam expander and sent to an acousto-optic deflector
(AA Opto-Electronic, DTSXY-400-532) and a lens system182 to steer the laser focus in the
sample plane. The deflected beam is focused by an oil-immersion objective (Olympus, UPlanApo
×100/1.35, Oil, Iris, NA 0.5− 1.35) to the sample plane (w0 ≈ 0.8 µm beam waist in the sample
plane). The sample is illuminated with an oil-immersion darkfield condenser (Olympus, U-DCW,
NA 1.2–1.4) and a white-light LED (Thorlabs, SOLIS-3C). The scattered light is imaged by the
objective and a tube lens (250 mm) to an EMCCD (electron-multiplying charge-coupled device)
camera (Andor, iXon DV885-LC-VP). The variable numerical aperture of the objective was set
to a value below the minimum aperture of the darkfield condenser. The dichroic beam splitter
was selected to reflect the laser wavelength (Omega Optical, 560DRLP) and a notch filter is used
to block any remaining back reflections from the laser (Thorlabs, NF533-17). The acousto-optic
deflector (AOD) as well as the piezo stage are driven by an AD/DA (analog-digital/digital-analog)
converter (Jäger Messtechnik, ADwin-Gold II). A LabVIEW program running on a desktop PC
(Intel Core i7-2600 4× 3.40 GHz CPU) is used to record and process the images as well as to
control the AOD feedback via the AD/DA converter.

EMCCD

Piezo Stage

Dark�eld Illumination

LED
(White Light)

532 nm Laser (CW)

2D Acousto-Optic
De�ector

Filter

Dichroic Beamsplitter

Fig. 3.1: 3D illustration of the experimental setup used in Secs. 4.1, 4.2 and 4.3.
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3.2 Experimental Setup 2
Fig. 3.2 depicts a 3D illustration of the experimental setup used in Sec. 4.4 (Setup 2). A more
detailed sketch can be found in Appendix A2.2. Setup 2 consists of an inverted microscope
(Olympus, IX73) with a mounted piezo translation stage (Physik Instrumente, P-733.3). The
chrome structures are heated by a continuous wave (CW) laser at a wavelength of 808 nm (Pega-
sus Lasersysteme, PL.MI.808.300). The beam diameter is increased by a beam expander and sent
to an acousto-optic deflector (Brimrose, 2DS-75-40-808) and a lens system182 to steer the laser fo-
cus in the sample plane. The deflected beam is focused by an objective lens (Olympus, ×100, 1.3
oil) to the sample plane (w0 = 500 nm beam waist in the sample plane). The fluorescence of the
ThT dye molecules is excited by a 445 nm laser (CNI, MDL-III-445-200), which is expanded and
merged with the heating laser beam path by a pellicle beam splitter. The fluorescence excitation
laser is focused to the back-focal plane to achieve homogeneous illumination in the trap center.
Fluorescence is imaged by the same objective lens and a bandpass filter (Chroma, ET490/40)
and a tube lens (500 mm) to an EMCCD (electron-multiplying charge-coupled device) camera
(Andor, iXon3 DU-897E-CS0-#BV). A 750 nm short-pass filter (Thorlabs, FESH0750) is used to
block back reflections from the heating laser. The dichroic beam splitter was selected according to
the excitation, emission, and heating laser wavelength (Omega Optical, XF2034). The acousto-
optic deflector as well as the piezo stage are driven by an AD/DA (analog-digital/digital-analog)
converter (Jäger Messtechnik, ADwin-Gold II). A LabVIEW program running on a desktop PC
(Intel Core i7-4790K 4× 4.00 GHz CPU) is used to record fluorescence images in real-time and
to control the AD/DA converter.

EMCCD

Piezo Stage

808 nm Laser 

2D Acusto-Optic
De�ector

Filter

Dichroic Beamsplitter

445 nm Laser

Pellicle

Fig. 3.2: 3D illustration of the experimental setup used in Sec. 4.4.

3.3 Sample Preparation
Typically, the samples within this thesis consist of two glass coverslips confining a thin liquid film
of a few µm height. In all experiments the coverslips were thoroughly cleaned in an ultrasonic
bath with Hellmanex III (1%), acetone, isopropyl and Milli-Q water followed by 3 min plasma
cleaning (Harrick Plasma, PDC-32G) before usage. Between the subsequent steps the coverslips
have been dried with a nitrogen gun. Then, if required by the specific experiment, one of the two
coverslips was coated with a gold film or chrome structures. For the actual sample preparation
the edges of one of the coverslips are covered with a thin layer of PDMS using a syringe needle.

PDMS 

0.35 µl DropletT

18 mm

B

22 mm

3 µmB

T

Fig. 3.3: Illustration of the sample preparation.
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Then, about 0.3 µl of the solution to be investigated is pipetted in the middle of the coverslip
and the sample is sealed by placing the second coverslip on top (Fig. 3.3). The area covered by
the liquid determines the height of the liquid film. For a covered area of 10 mm × 10 mm and
a liquid volume of 0.3 µl the liquid film height is about 3 µm. The specific sample preparation
steps are provided with the Supplementary Information of each section.
To prevent the adsorption of the microparticles and biomolecules the coverslips in Secs. 4.2 – 4.4
were passivated with Pluronic F-127157. Pluronic is a commercially available block copolymer
consisting of two poly(ethylen oxide)-blocks (PEO) with a poly(propylen oxide)-block (PPO) in
the center (PEO-PPO-PEO). The central PPO-block is hydrophobic while the PEO-blocks are
hydrophilic155. To attain the adsorption of Pluronic F-127 in a brush-like configuration, the
cleaned, hydrophilic coverslips were rendered hydrophobic with a thin layer of polystyrene.

3.4 Temperature Measurements Using 5CB
The precise measurement of temperatures on nanometer length scales is essential for the analysis
of all experimental results within this thesis. Existing methods to estimate temperatures locally
are typically based on the optical measurement of temperature-dependent quantities such as
the fluorescence emission of dye molecules183–185, quantum dots186, nanodiamonds187,188 or the
Raman signal of molecules189. These approaches usually have the disadvantage of a non-linear
change of the signal with temperature and provide only the relative change of the temperature,
requiring reference measurements for the estimation of absolute values. Other techniques focus on
the analysis of the temperature-dependent variation of the refractive index190. Yet, this requires
detailed information on the temperature dependence of the refractive index. Recently, it has been
demonstrated that anti-Stokes thermometry can directly measure the inner temperature of gold
nanoparticles191,192. However, so far this technique has only been applied for gold nanoparticles
and the underlying mechanisms are not yet fully understood193.
Here, we use method based on a phase transition194 utilizing the phase transition of the liquid
crystal 5CB (4-cyano-4’-pentylbiphenyl). Below the phase transition temperature of about Tpt =
35 ◦C the liquid crystal is in its nematic phase with the molecules stacked and oriented in a
preferred direction. Above the phase transition temperature the order vanishes and the liquid
crystal is in its isotropic phase. An isotropic bubble around a heated nano-object occurs whenever
the local temperature exceeds the phase transition temperature Tpt = 35 ◦C as depicted in
Fig. 3.4a and plotted in Fig. 3.4b. The edge of the isotropic phase becomes visible with brightfield
as well as darkfield illumination due to the large refractive index difference between the isotropic
phase and surrounding nematic phase195,196 (Appendix. A2.3).

a

T > 35°C T < 35°C1 µm 5CB

Glass

Glass

b

250 nm

Fig. 3.4: a, Sketch of the measurement principle and the sample geometry. b, The temperature profile of a
heated gold nanoparticle with radius R.

Within this section we demonstrate the method by measuring the temperature increment of a
gold nanoparticle heated by a focused laser beam. In Sec. 4.1 and Sec. 4.2 the same approach
is used to measure the temperature increment of a heated gold film and a symmetric swimmer
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particle, respectively. Here, for the sample preparation gold nanoparticles are spin-coated on a
glass coverslip and embedded in a 5CB film of about 1 µm height, covered by a second glass
coverslip on top. If we assume a radially symmetric temperature, the temperature increments at
the distance r from the particle center is given by ∆T (r) = ∆TmaxR/r (Sec. 2.5.2). The radius
of the phase transition Rpt is then obtained by:

Rpt = R

35 ◦C− T0
∆Tmax . (3.1)

Here, T0 is the surrounding temperature. The radius of the isotropic bubble is expected to
increase linearly with increasing surface temperature ∆Tmax. Fig. 3.5a, b depict the experimental
data for an R = 125 nm gold nanoparticle heated by a focused laser (λ = 532 nm wavelength,
w0 = 580 nm beam waist). The sample temperature was set to T0 = 25 ◦C. The blue data points
in Fig. 3.5a depict the phase transition radii extracted from the optical microscopy images shown
in Fig. 3.5b. The surface temperature increment ∆Tmax in 5CB was then calculated by rewriting
Eq. (3.1) into ∆Tmax = (35 ◦C− T0)Rpt/R (Fig. 3.5a, green data points).

b

a c

Fig. 3.5: a, The measured phase transition radius and the temperature increment in 5CB (∆T 5CB
max ) calculated

using Eq. (3.1) as functions of the incident laser power P0. The temperature increment in water (∆T H2O
max )

is by a factor of 4 smaller than in 5CB due to the different thermal conductivity. b, The darkfield optical
microscopy images corresponding to the data points in (a). c, Comparison of the temperature profile of a
gold nanoparticle embedded in an isotropic medium (blue curve) and located on a glass coverslip (orange
curve).

The peak intensity of the focused laser beam was calculated with I0 = 2P0/(πω2
0). The corre-

sponding temperature increment of the gold nanoparticle in water can be estimated by com-
paring the thermal conductivities of water κH2O and the liquid crystal within its isotropic
phase κ5CB (Appendix A2.3). Above the phase transition temperature the value is mostly
constant with κ5CB = 0.15 W m−1K−1. For simplicity the nematic phase is ignored since
major part of the temperature profile is within the isotropic phase. The thermal conductiv-
ity of water is κH2O = 0.6 W m−1K−1. Hence, the temperature increment of the gold particle
is a factor of 4 smaller when embedded in water as displayed on the right axis of Fig. 3.5a.
The green dashed line represents a linear fit to the data that provides the temperature in-
crement per heating power in water, ∆Tmax/I0 ≈ 30 K µm2 mW−1). The theoretical value is
∆T̂max/I0 = σabs/(4πκR), where T̂max denotes the temperature increment of the particle em-
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bedded in a medium of isotropic thermal conductivity. Here, the particle is located on a glass
coverslip with significantly higher thermal conductivity (κGlass ≈ 1.14 Wm−1 K−1) than the
surrounding liquid crystal (κ5CB ≈ 0.15 W m−1K−1). Thus, the temperature increment of the
gold nanoparticle is smaller when located at the glass surface. This difference was quantified
numerically (Fig. 3.5c). The ratio between the measured temperature increment ∆Tmax and
the temperature increment when located in an isotropic medium ∆T̂max is approximated to
∆T̂max/∆Tmax = 1.93. Finally, with absorption cross-section of the nanoparticle in water with
σabs = 0.068 µm2, estimated using Mie theory, we find ∆Tmax/I0 ≈ 32 K µm2 mW−1 in well
agreement with the experimental estimate.

3.5 Zeta Potential Measurements
The zeta potential of the particles used in Sec. 4.1 has been measured with electrophoretic light
scattering (Malvern Instruments, Zetasizer Nano ZS). The technique is based on the analysis of
light scattered from a particle suspension with an applied electric field and typically measures the
electrophoretic mobility µ of the particle. The electrophoretic mobility µ and the zeta potential
ζ are related via197:

µ = 2
3
εζ

η
f(x) . (3.2)

Here, ε is the static permittivity of the solvent, η the solvent viscosity, and f(x) the Henry
function (Fig. 3.6) with x = R/λD, where λD is the Debye length and R the particle radius.
Hence, to obtain the zeta potential from a thermophoretic mobility measurement one has to
solve Eq. (3.2) for ζ, requiring the estimation of the Debye length, Eq. (2.37), and knowledge of
particle radius.

Fig. 3.6: Plot of the Henry function f (x) using Eq. (3.3).

For a particle with radius R = 125 nm suspended in an aqueous 10 mM NaCl solution we
find λD = 3 nm and x ≈ 41 with f(41) ≈ 1.42. For the Henry function we have used the
approximation198

f(x) = 1 + 1
2

(
1 + 5

2x(1 + 2e−x)

)−3
. (3.3)

In the limit x� 1 we find f(x)→ 1 and recover the electrophoretic mobility in the Hückel limit,
whereas for x� 1, f(x)→ 3/2 the Smoluchoski limit is recovered.
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4.1 Hydrodynamic Manipulation of Nano-Objects by
Thermo-Osmotic Flows

4.1.1 Abstract
The manipulation of nano-objects at the microscale is of great technological significance to con-
struct new functional materials, to manipulate tiny amounts of liquids, to reconfigure sensorial
systems or to detect minute concentrations of analytes in medical screening. It is commonly
approached by the generation of potential energy landscapes, for example, with optical fields or
by using pressure driven microfluidics. Here, we show that strong hydrodynamic boundary flows
enable the trapping and manipulation of nano-objects near surfaces. These thermo-osmotic flows
are induced by modulating the van der Waals interaction at a liquid–solid interface with optically
generated temperature fields. We use a thin gold film on a glass substrate to provide localized
but reconfigurable point-like optical heating. Convergent boundary flows with velocities of tens
of micrometres per second are observed and substantiated by a quantitative physical model.
The hydrodynamic forces acting on suspended nanoparticles and attractive van der Waals or
depletion induced forces enable precise positioning and guiding of the nanoparticles. Fast multi-
plexing of flow fields further provides the means for parallel manipulation of many nano-objects
and the generation of complex flow fields. Our findings have direct consequences for the field of
plasmonic nano-tweezers as well as other thermo-plasmonic trapping schemes and pave the way
for a general scheme of nanoscopic manipulation with boundary flows.

Illustration of a thermo-hydrodynamically trapped gold nanoparticle near a gold surface. Rendered
using Blender 2.83 and the Cycles Renderer.

The section is based on the following article:

[P1] M. Fränzl and F. Cichos, Hydrodynamic Manipulation of Nano-Objects by Optically
Induced Thermo-Osmotic Flows, Nat. Commun. 13, 656 (2022).

The article has been adapted and revised. Details on the author contributions are provided in
the “List of Publications” section.

https://doi.org/10.1038/s41467-022-28212-z
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4.1.2 Introduction
The control and manipulation of nano-objects is a key element for future nanophotonics181,199,200,
material science3,201,202, biotechnology199,203,204 or even quantum sensing205. Analytes dissolved
in liquids, for example, need to be delivered, concentrated, separated or locally confined for
further studies to become eventually processed and removed. Photonic elements including plas-
monic nanostructures require precise positioning or controlled rearrangements to serve as adap-
tive functional structures201,206. Key elements of the control at the micro- and nanoscale are
often either pressure driven fluidics transporting liquid volume and solutes or the generation of
potential energy landscapes or force fields. The latter is achieved with optical200 and plasmonic
tweezers207,208, magnetic fields209, or using electrokinetic90 or opto-electronic210 effects. Espe-
cially in the field of plasmonic tweezers and nanoantennas, where light is used to excite collective
electron motion in noble-metals, the Joule losses lead to the unavoidable generation of heat at
boundaries as an unwanted side effect52,211. Yet, such optically generated temperature fields
seem also suitable for the manipulation of nano-objects in liquids, for example, for the trapping
of nanoparticles1 and single molecules8 or protein aggregatesP4 as well as for manufacturing ac-
tive particles11,46,P2,85. Those techniques rely on a drift of molecules and particles in optically
generated temperature gradients termed thermophoresis or suggest thermo-electric effects6 rely-
ing on a thermally induced charge separation. In addition, thermo-electrohydrodynamic effects
using time-varying electric fields have been proposed for rapid particle transport212,213 and con-
vective effects that arise from temperature-induced density changes in the large liquid cells have
been reported29,32,33,214.
Here, we report on a fundamental physical process that is able to provide a versatile trapping
and manipulation of nano-objects and fluids near surfaces in the simplest geometries. Contrary
to most other techniques, our scheme is based on hydrodynamic flows generated by optically
induced thermo-osmosis. Thermo-osmosis relies on a perturbation of the interfacial interactions
at a liquid–solid boundary and is present in all experiments involving temperature gradients in
plasmonic structures including plasmonic tweezers. We show that local temperature gradients
on a thin gold film induce strong interfacial flows of several 10 to 100 µm s−1 in its direct vicinity
(∼ 10 nm), that results in a flow pattern reminiscent of convection. Based on a fully quantita-
tive analysis of our experimental results we reveal that these thermo-osmotic flows on gold-water
interfaces are induced by a temperature-induced perturbation of the van der Waals (vdW) in-
teractions. Nano-objects suspended in the liquid are therefore dragged by the hydrodynamic
forces originating from these flows. Utilizing attractive vdW interactions of the nano-object with
the gold surface or temperature-induced depletion, we trap and manipulate different types of
nano-objects near the surface. The fast heating at small scales allows us to multiplex flow fields
and to manipulate multiple objects with great precision. Our detailed analysis of the flow fields,
the localization accuracy of nano-objects, and a comparison with numerical and theoretical pre-
dictions provide a quantitative understanding of these effects and paves the way for controlling
boundary layer dynamics to manipulate objects at the smallest length scales in solutions.
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4.1.3 Results and Discussion
Experimental Configuration and Working Principle Our experiments rely on a simple sample
geometry with a gold film (50 nm) that is deposited on a glass coverslip (Fig. 4.1). The sample
chamber contains a suspension of gold nanoparticles (AuNPs) or other nano-objects (polystyrene
NPs and ellipsoids) with a controlled amount of salt (NaCl), surfactant (SDS, sodium dodecyl
sulfate) or polymers (PEG, polyethylene glycol). The gold film is heated locally in an inverted
microscopy setup by a highly focused laser (λ = 532 nm wavelength) using beam steering optics
(2D acousto-optic deflector). The nano-objects are observed using darkfield illumination with
an oil-immersion darkfield condenser (NA 1.2) and a 100× oil-immersion objective set to NA 0.6
(see Sec. 3.1 and Sec. 4.1.5.1 for details).
The trapping of nano-objects as detailed in the following is comprising two effects. i) The
vertical confinement of the suspended objects is achieved by an attractive interaction of the
suspended nano-objects with the gold surface, which is found to be the vdW interaction for gold
nanoparticles and can be replaced by depletion forces for other materials. ii) The generation
of thermo-osmotic boundary flows that are induced by the local heating and the corresponding
perturbation of the liquid–solid interactions. This boundary flow is directed radially inwards
to the heated spot and provides a confining hydrodynamic force on suspended objects at the
heating spot. In the following paragraphs, we detail the bare interaction of gold nanoparticles
with the gold surface, which is responsible for the vertical confinement and independent of the
heating. The non-equilibrium contribution to trapping is given by the thermo-osmotic flow for
which we further give a quantitative analysis.

z

x
y

Water + NaCl

Au film

AuNP

d

R

50 nm

z

3 µm

532 nm

Fig. 4.1: Thermo-Hydrodynamic Manipulation of Au NPs in NaCl Solution. The sample consists of two
glass coverslips that confine a 3 µm thin liquid film of gold nanoparticles (AuNPs) with radius R dispersed
in aqueous NaCl solution. The lower glass coverslip carries a 50 nm Au film that is locally heated by optical
absorption of a focused laser of λ = 532 nm wavelength.

Dynamics of AuNPs Close to a Au Film Consider a single AuNP with a radius of R = 125 nm
that is suspended in an aqueous solution of NaCl at a concentration of c0 = 10 mM and diffusing
in a thin liquid film of about 3 µm thickness over a 50 nm Au film (Fig. 4.1). Exploring the
diffusion of the particle we observe a restriction of the z-positions to a thin layer close to the
gold film (see Sec. 4.1.5.2 for details). The gold particle never defocuses under these conditions
while it does in deionized (DI) water (Supplementary Video 1.1). This restricted out-of-plane
motion is the result of interactions comprising an attractive vdW contribution, a repulsion of the
electrostatic double layers of the particle and surface142 as described by the DLVO theory and
the sedimentation potential (see Sec. 2.1.4 and Sec. 2.2.3 for details):

U(d, c0) = UE(d, c0) + UvdW(d) + US(d) . (4.1)

The total potential, Eq. (4.1), for the experimental situation is depicted in Fig. 4.2a for different
salt concentrations (see Sec. 4.1.5.3 for details) as a function of the surface-to-surface distance
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d = z − R, where z denotes the distance of the particle center from the surface (Fig. 4.1).
The stronger screening of the surface charges at the gold film and the AuNP at higher salt
concentration increase the importance of attractive vdW interactions to create this secondary
minimum in the DLVO part of the potential. This potential influences the observed dynamics
and leads also to a stronger hydrodynamic coupling of the particle to the nearby gold surface
(Sec. 2.1.3). Over the course of a diffusion trajectory, the particle samples different regions
according to the probability density (Boltzman distribution, Sec. 2.1.2):

p(d, c0) ∝ e−U(d,c0)/(kBT ) , (4.2)

to be at a distance d from the surface (Fig. 4.2a, filled curves). Calculating its mean distance
〈d〉 from the surface (Fig. 4.2b, Sec. 4.1.5.3) reveals that only in the case of c0 = 10 mM the
particle is well confined in the DLVO potential, while at lower salt concentrations only a slightly
enhanced probability of finding the particle near the surface is observed.

b

dx 4

x 12

a

Fig. 4.2: DLVO Potential. a, Plot of the DLVO potential, Eq. (4.1), between a 250 nm Au NP and a 50 nm
Au film on a glass surface as function of surface-to-surface distance d for different NaCl concentrations c0.
The shaded curves display the calculated probability density for finding the particle at this distance at the
different salt concentrations (see Sec. 4.1.5.3 for details). The vertical dashed lines correspond to the mean
distance of the particle as calculated from the probability density for a 3 µm liquid film height. b, Relation
between the mean distance 〈d〉 and the NaCl concentration c0. The symbols and the horizontal lines denote
the calculated distances for measured concentrations. The arrows indicate the secondary minimum of the
corresponding DLVO potentials in (a).

Fig. 4.3a depicts the mean squared displacement (MSD) measured for different NaCl concen-
trations (see Sec. 2.1.2 for details). The in-plane diffusion coefficients 〈D‖〉 are extracted from
linear fits to

〈
∆r2(τ)

〉
= 4〈D‖〉τ (dashed lines in Fig. 4.3a) and plotted as function of the NaCl

concentration in Fig. 4.3b. We find a decreasing 〈D‖〉 with increasing salt concentration.
As the in-plane diffusion coefficient D‖ is modulated with the distance z of the particle from the
wall (see Sec. 2.1.3 for details) the measured in-plane diffusion coefficient 〈D‖〉 is thus a weighted
average of the diffusion coefficient over the different vertical positions d. Using p(d, c0) we can
calculate the corresponding salt concentration dependence of the in-plane diffusion coefficient
and compare that to the experimental results (see Sec. 4.1.5.3 for details). Fig. 4.3b shows that
the experimentally observed 〈D‖〉 is in fair agreement with the theoretical predictions for three
different Hamaker constants (Fig. 4.3b, gray curves).
If one additionally calculates the mean distance 〈d〉 of the particle from the surface using p(d),
it can be seen that the minimum of the DLVO potential significantly affects the mean distance
only for c0 > 3 mM. For c0 = 10 mM, the potential minimum corresponds approximately to the
mean distance 〈d〉, indicating that the particle is completely trapped near the DLVO potential
minimum and is not delocalized over the entire film thickness as at lower concentrations. Using
the calculated mean distance as a function of concentration c0, it is also possible to estimate the
mean distance 〈d〉 of the particles from the surface in the experiments, which is about 1.5 µm
and 0.9 µm at the lowest NaCl concentrations (Fig. 4.2b). At a concentration of c0 = 10 mM the
particle is hovering at a distance of 〈d〉 = 20 nm to the surface. Note that this corresponds to
values of z/(2R) ≈ 0.58, which is far below the commonly explored region of the hydrodynamic
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coupling of colloids to walls138 allowing to experimentally explore new terrains also in the field
of hydrodynamic wall coupling of colloids.

ba

Fig. 4.3: In-Plane Diffusion Analysis. a, The mean squared displacement (MSD) of 250 nm AuNPs over a
50 nm gold film for different NaCl concentrations c0. The dashed lines represent linear fits to

〈
∆r 2(τ)

〉
=

4〈D‖〉τ . b, The measured diffusion coefficient 〈D‖〉/D0 parallel to the Au film with respect to the bulk
diffusion coefficient D0 as function of the NaCl concentration c0. Symbols correspond to the experimental
values measured without additional laser heating of the gold film. The lines reflect the theoretical prediction
including a distance dependent diffusion coefficient for three different Hamaker constants, AH = 4 · 10−20J
(dotted), AH = 5 · 10−20J (dash-dotted) and AH = 6 · 10−20J (dashed) of gold according to a weighting with
the probability density p(d , c0).

Hydrodynamic Particle Confinement When tightly focusing light of 532 nm wavelength to the
gold film, about 30 % of the incident energy is absorbed (Sec. 2.4.3) and converted into heat
that perturbs the liquid–solid interactions. The temperature rise at the gold surface can be
determined using a thin nematic liquid crystal (5CB) film and substantiated by finite element
simulations with the complete three-dimensional temperature profile in the solution (see Fig. 4.4,
Secs. 4.1.5.4 and 4.1.5.5 for details).

ba

0.3

0.2

0.4

Fig. 4.4: Temperature Distribution. a, Simulation of the relative temperature increment in the xz-plane
of the sample. b, Experimentally obtained temperature increment ∆Tmax as a function of the incident laser
power P0 (green data points) compared to the simulated values (green curve).

These local temperature perturbations of the liquid–solid interactions at the interface induce a
thermo-osmotic flow49,56 (see Sec. 2.3.2 for details). Taking a liquid volume element close to the
solid from the cold side and exchanging that with one at the hot side would not only transport
heat since the liquid volumes have different temperatures, but also additional free energy as the
liquid has a different interaction with the solid in these regions. The flow is induced in an ultrathin
boundary layer corresponding in thickness to the length scale of liquid–solid interactions. Since
the characteristic interaction length of liquid–solid interactions is only a few nanometers, the
boundary flow on the substrate can be collapsed into a hydrodynamic slip boundary condition:

v‖ = χ
∇‖T
T

, (4.3)
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where η is the viscosity of the fluid, χ the thermo-osmotic coefficient, T the temperature and ∇‖T
is the temperature gradient parallel to the surface. The thermo-osmotic coefficient χ contains all
information about the interfacial interaction between the liquid and the solid (see Sec. 2.3.2 for
details). If χ < 0 the liquid is driven to the cold, whereas for χ > 0, the liquid is driven to the
hot. These boundary flows are present at all liquid–solid interfaces with tangential temperature
gradients, though, they are commonly overlooked. They become particularly important for plas-
monic and thermo-plasmonic trapping211, as those techniques rely on the dynamics of molecules
and particles in the direct vicinity of plasmonic nanostructures.
The boundary flow drives the flow field inside the fluid film. The resulting volumetric flow field
can be tracked experimentally by single AuNPs in DI water, where the particles are not confined
to a surface layer as reported above. We analyze the in-plane (xy) position of the particle and
its z-position, where the latter is estimated from the radius r0 of the defocussed particle images
(see Supplementary Video 1.2 and Sec. 4.1.5.2 for details). The measured velocity distributions
in the xy-plane near the gold layer and in the xz-plane are shown in Fig. 4.5a, b and compare
well to simulation results in Fig. 4.5d, e (Sec. 4.1.5.6).

a d

e

z

xy

b

SimulationExperiment

c

Fig. 4.5: Thermo-Osmotic Flow Field. a, Measured thermo-osmotic flow field in the xy -plane in close
proximity to the gold film (z < 500 nm). b, Measured thermo-osmotic flow field in the xz-plane. c,
Illustration of the flow field planes in (a) and (b). d, e, The corresponding simulation results.

From these measurements, we extract a thermo-osmotic coefficient on the order of χ ∼ 10 ·
10−10 m2 s−1. We can break down the contributions to this value into an electric double layer
contribution and a vdW contribution using the experimental parameters. We find

χE = εζ2

8η ≈ 0.8 · 10−10 m2/s−1 . (4.4)

for the double layer contribution, where we used a zeta potential of ζ = −30 mV149 and a static
permittivity of ε = 80 ε0. An estimate of the vdW contribution can be given by

χvdW = AHβT

3πηd0
≈ 9.3 · 10−10 m2 s−1 , (4.5)

in terms of the Hamaker constant AH between water and the Au film with β = 0.2 · 10−3 K−1

being the thermal expansion coefficient of water (Appendix A1.14) and d0 = 0.2 nm the cut-
off parameter56 (see Sec. 2.3.2 for details). The sum of both contributions χ = χE + χvdW =
10.1 · 10−10 m2 s−1 matches well with the experimental result and suggests that thermo-osmosis
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at water–gold interfaces is governed by vdW interactions. The obtained quasi slip velocities are
ranging up to 80 µm s−1s and provide, due to their omnipresence, a unique tool for nanofluidics.
These thermo-osmotic flows are induced without any external pressure difference. They can
be controlled by the light intensity of the heating laser and are quickly switched due to the
extremely fast heat conduction at these length scales (Sec. 2.5). Moreover, the finding of the
vdW dominated thermo-osmotic flows suggests that such contributions must be present in any
plasmonic trapping experiment with extended gold structures52,208,211,213.
Using FTF

x = 6πηRλ‖vx and FTF
z = 6πηRλ⊥vz, where λ‖ and λ⊥ are the correction factors

for the friction coefficient of a sphere close to a surface (Sec. 2.1.3), we are able to extract the
hydrodynamic forces that are exerted on the AuNP tracers. The lateral forces allow to confine
objects at the heating spot, yet the hydrodynamic force normal to the surface (z-direction) is
repulsive without any additional interaction. Finally, such boundary flows with substantial ver-
tical velocity gradients also exhibit a vorticity, ω = ∇×v, that generates a torque on suspended
objects causing them to rotate215 (see Sec. 4.1.5.6 for details).

a b

R = 125 nm

c

R = 125 nm

Fig. 4.6: Simulated Thermo-Osmotic Flow and Force Field. a, Simulated thermo-osmotic flow field in
the xy -plane obtained for the temperature distribution in Fig. 4.4a by imposing a slip velocity v‖ ∝ dT/dx
on the water–gold interface at z = 0 (see Sec. 4.1.5.6 for details). b, c, The x - and z-component of the
hydrodynamic force exerted on the AuNP by the thermo-osmotic flow as function of the NP position. The
gray areas are not accessible by the particle, since z > R.

Single Particle Trapping and Flow Field Multiplexing The vertical hydrodynamic drag force
FTF
z is superimposed with and attractive force due to the DLVO potential when increasing

the NaCl concentration. The surface-to-surface distance between AuNP and gold film and the
depth of the appearing secondary DLVO potential minimum can be controlled by the NaCl
concentration. At a NaCl concentration of about c0 = 10 mM, the attractive potential has a
depth of about 10 kBT (Fig. 4.2a) and is strong enough to compete with the vertical drag force
and additional optical forces on the AuNP to trap the particle above the heating spot.
Supplementary Video 1.3 demonstrates this trapping of an AuNP above the hot spot on the Au
surface. This is purely the result of the hydrodynamic drag forces generated by the thermo-
osmotic flow and the attractive vdW interaction between the AuNP and the Au film. This
observation is substantiated by a quantitative evaluation of the lateral trap stiffness and vertical
forces, as depicted in Fig. 4.7a, b. The fluctuations of the particle in the hydrodynamic flow arise
from a balance of the restoring hydrodynamic currents and the diffusive currents. Analysis of
the lateral position histograms (Fig. 4.7c, inset) yields an effective stiffness of the trap (Fig. 4.7a)
that well matches the predictions based on the thermo-osmotic flow (Fig. 4.6b, c), when con-
verting the lateral flow speeds into forces using the previously mentioned Stokes friction force
for FTF

z . The hydrodynamic trapping stiffness increases linearly up to a heating power of about
1.8 mW. At this power, the vertical forces become strong enough to let the particle escape the
secondary DLVO minimum. The AuNPs are then observed to move vertically out of the DLVO
potential to follow the flow inside the sample and to eventually return to the boundary flow via
sedimentation (Fig. 4.7d, Supplementary Video 1.4). The forces which eject the particle from
the potential comprise the hydrodynamic and the optical forces due to the radiation pressure
from the heating laser leaked through the film. We have evaluated the individual contributions
in simulations. They are shown together with the hydrodynamic force and the total vertical force



48 4 Publications

4

as compared to the attractive force of the DLVO potential (Fig. 4.7b) and provide quantitative
agreement (threshold heating power of 2.25 mW) with our experimental results. Note that while
the stationary distribution of particles in the vertical direction is not influenced by the diffusive
dynamics, the escape rate from the potential well is heavily altered by the fact that the vertical
diffusion coefficient D⊥ of the particle is decreasing to zero when approaching the gold film. This
is enhancing the trapping times considerably (see Sec. 4.1.5.3 for details) but also increases the
time required for the particle to enter the DLVO minimum by diffusion.

a

2.25

b

FzO

FzTF

dc

1.25 mW

FzTF FzO

−FzDLVO

+

Fig. 4.7: Forces on Trapped NPs in 10 mM NaCl. a, The lateral trap stiffness kx obtained from the
variance σ2

x of the experimental lateral position histograms as function of the laser power P0 (blue data
points, kx = kBT/σ2

x , see the inset in (c) for the lateral position histogram at P0 = 1.25 mW). The blue
solid line represents the simulation result obtained from the lateral velocity field in Fig. 4.6b. Within the
dashed area the particle intermittently escapes the trapping potential in vertical direction and transitions
into a regime of instant vertical repulsion for higher laser powers (shaded area). b, The z-component of the
thermo-osmotic drag force F TF

z (blue line), the optical force F OF
z (green line) and the total force F OF

z + F TF
z

(black dashed line) as function of the incident laser power P0 for a NP located at x = 0, d = 30 (z = d + R).
The attractive DLVO force F DLVO

z is independent of the incident laser power and depicted as horizontal, red
line. c, Trajectory of a AuNP for a heating laser power of 1.25 mW (see Supplementary Video 1.2 for details).
The inset shows the corresponding lateral distribution histogram. d, Time traces of the z-position for three
different laser powers.

The observed trapping is, hence, a vdW assisted thermo-hydrodynamic process. Vertical con-
finement is achieved by vdW attraction and double layer repulsion, while lateral confinement is
the result of thermo-osmotic flows induced in an ultra-thin sheet of liquid at the interface. No
additional contributions, for example, due to convective flows with similar flow patterns (see Sec.
4.1.5.7 for details) or thermoelectric effects are required for a quantitative description3,6,62,214.
Precise tuning of the DLVO potential enables the trapping of even smaller Au NPs (Fig. 4.8a,
Supplementary Video 1.5).
The speed of heat diffusion, which is about 4 orders of magnitude faster than the particle
diffusion28 allows us to introduce a flow field multiplexing. We switch the heating location
between different positions inducing thermo-osmotic flow fields for time periods of about 100 µs.
With the help of this multiplexing, we are able to hold multiple R = 125 nm AuNPs (Fig. 4.8b,
c) at distances of less than 1 µm, which would not be possible with continuous heating of close-by
locations (Supplementary Videos 1.6 and 1.7). A trapped AuNP can also be guided along the
predefined path over the Au film as fast as 10 µm s−1 (Fig. 4.8d, Supplementary Video 1.8). At
larger manipulation speeds (f > 100 Hz) and higher heating power (P0 > 10 mW) the thermo-
osmotic attraction to the heating spot is combined with thermo-viscous flows67,216. These flows
originate from the temperature dependent viscosity η(T ) of the liquid and are directed oppo-
site to the scanning direction of the laser216. The result of this combination of thermo-osmosis
and thermo-viscous flows is a rotating ring-like particle structure (Fig. 4.9a and Supplementary
Video 1.9). These different effects, that can be exploited in a simple planar geometry, give rise to
numerous applications including for example a freely configurable nanoparticle on mirror geome-
try for plasmonic sensing206,217. The multiplexing of local flow field may be helpful to construct
more complex effective flow fields for an efficient transport of analytes without external pressure.
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f = 0.1 Hz

Fig. 4.8: Manipulation of NPs over a Au Film in NaCl and SDS Solution. a, A AuNP with 50 nm radius
trapped at a NaCl of 30 mM (Supplementary Video 1.5). b, Manipulation of two AuNPs by a multiplexed
laser beam (Supplementary Video 1.6). c, Control of three AuNPs (Supplementary Video 1.7). d, Actuation
of a single AuNP on a circular trajectory by a steerable laser beam (Supplementary Video 1.8). The green
and white, dashed arrows denote the moving direction of the laser focus and particle, respectively.

Beyond Thermo-Osmotic van der Waals Trapping So far, the presented manipulation is based
on thermo-osmotic flows that drive the lateral motion of suspended colloids and a vertical con-
finement due to the secondary minimum of the DLVO potential between AuNP and Au film.
While the thermo-osmotic flows are characteristic for all systems containing a heated gold-water
interface including all previous studies on thermo-plasmonic trapping, the DLVO potential min-
imum is much weaker for other materials like polymer colloids or macromolecules due to their
smaller vdW attraction. Often, those systems even show a repulsion from the heat source due to
thermophoresis, which is not present for AuNP (Sec. 2.3.3). A more generalized strategy there-
fore needs additional attractive contributions, which confine suspended colloids or molecules to
regions close to the gold surface to take advantage of the thermo-osmotic flow.

c

8 µm

b
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125 nm Au + PS, 10 mM NaCl125 nm Au + PS, 5 mM SDS
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O O−
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PS Ellipses, 5 mM SDSda 125 nm Au, 10 mM NaCl

f = 500 Hz

Fig. 4.9: Manipulation of NPs in NaCl and SDS Solution. a, Generation of thermo-viscous flows by rotat-
ing the laser focus on a circle with a rotation frequency of f = 500 Hz at high laser powers (Supplementary
Video 1.9). Note that laser movement (green arrow) and the thermo-viscous flow (white, dashed arrow) have
opposite directions. b, Attraction of a AuNP and PS NPs in 5 mM SDS due to depletion (Supplementary
Video 1.10). c, A AuNP (125 nm radius) trapped in an ensemble of polystyrene (PS) NPs of the same
size at 10 mM NaCl (Supplementary Video 1.11), where the PS-particles are repelled due to thermophore-
sis. d, Attraction of PS ellipsoids (2.39 µm major-axis length, 0.34 µm minor-axis length) in 5 mM SDS
(Supplementary Video 1.12) due to depletion.

Such attractive contributions can arise from depletion interactions46,218 (Sec. 2.3.4). Thereby a
temperature gradient repels dissolved molecules from the heated regions generating a concen-
tration gradient that drives suspended nano-objects to the heating spot. To demonstrate this
effect we use the surfactant sodium dodecyl sulfate (SDS) at a concentration of 5 mM well below
the critical micelle concentration (8.2 mM219) to avoid complications of micelle formation. We
suspend polystyrene (PS) particles and AuNPs of the same size (R = 125 nm) in the solution
and compare their dynamics to a solution with AuNPs and PS particles without SDS but 10 mM
NaCl. Remarkably, the heated spot is attractive for both AuNPs and for PS NPs (Fig. 4.9b, Sup-
plementary Video 1.10) in the SDS solution showing even PS colloidal crystal growth, while only
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the AuNP is trapped in the NaCl solution and the PS particles are repelled by thermophoresis
(Fig. 4.9c, Supplementary Video 1.11).
The observations in NaCl are readily explained by the fact that the AuNP is confined in the DLVO
minimum as demonstrated above but the PS particle is not due to a 10 times lower Hamaker
constant (see Sec. 4.1.5.3 for details). The PS particle samples the whole liquid film thickness
equally and not preferentially the region close to the Au film and experiences an additional
thermophoretic drift velocity given by

u = −2
3χ
∇T
T

= −DT∇T , (4.6)

where DT is the thermophoretic mobility56 and ∇T the temperature gradient (Fig. 4.9c, Sup-
plementary Video 1.11). For χ > 0 the particle is driven to the cold. From Eq. (4.4) we find
χ ≈ χE = 1.28 · 10−10 m2 s−1 and DT ≈ 0.3 µm2 K−1 s−1, where we have used a measured zeta
potential of ζ ≈ −38 mV. The vdW contribution χvdW to either the thermophoretic drift or the
attraction to the gold surface can be neglected due to the smaller Hamaker constant of PS. From
the stationary probability distribution of the PS NP we find a Soret coefficient of ST ≈ 0.24 K−1

in agreement with our theoretical prediction ST = DT/D‖ ≈ 0.21 K−1.
In the SDS solution, the additional surfactant molecules now undergo thermophoresis to yield
a concentration gradient in which suspended colloidal particles drift. The lower concentration
in the heated regions promotes an effective attractive interaction of suspended colloids with the
gold surface due to depletion forces (see Sec. 2.3.4 and Sec. 4.1.5.9 and for details). The total
drift velocity inducing depletion is then described by46,56,218:

u = −
(
DT −

kB

3η R
2
mc0NA (TSm

T − 1)
)
∇T . (4.7)

Here Rm is the size of the SDS molecule, c0 the concentration in units of mol/l, NA the Avogadro
constant and Sm

T the Soret coefficient of SDS. For Rm = 2 nm45, c0 = 5 mM and Sm
T = 0.03 K−148

we find −0.43 µm2 K−1 s−1 for the additional depletion contribution, which exceeds the ther-
mophoretic mobility, DT ≈ 0.3 µm2 K−1 s−1, rendering the overall mobility negative. The PS
NPs and the AuNPs are thus driven to the heated Au film surface (Fig. 4.9c, Supplementary
Video 1.10) which allows for further transport in the thermo-osmotic boundary flow. Additional
contributions, as for example thermoelectric fields may even enhance the attractive components.
Overall, this concept is readily transferred to other objects as shown in Fig. 4.9d and Supple-
mentary Video 1.12, where we have trapped ellipsoidal PS particles in a 5 mM solution of SDS.
Note that as compared to other schemes, our approach always includes thermo-osmotic flows.

4.1.4 Conclusion
In conclusion, we have demonstrated that thermo-hydrodynamic boundary flows can manipu-
late nano-objects with unprecedented flexibility in a very simple sample geometry. These flows
are the key for future thermo-optofluidic implementations with an extensive range of applica-
tions in the fields of i) nanoparticle sorting and separation202; ii) assembly of nanophotonic
circuits220 and plasmonic quantum sensors201,206; iii) biotechnology on-chip laboratories221 and
iv) manufacturing of nanomaterials3,201 and functional nanosurfaces222,223. We have substan-
tiated our experimental findings of thermo-osmotic flow assisted trapping with a quantitative
theoretical description. A flow field multiplexing scheme has been further developed to allow for
the simultaneous manipulation of many individual nano-objects and the generation of complex
effective flow patterns. Our concept can be combined with other thermally induced effects such
as thermophoresis, depletion forces and thermoviscous flows to form a fully-featured nanofluidic
system-on-a-chip. Besides direct consequences for the field of plasmonic nano-tweezers and other
thermoplasmonic trapping schemes, the use of thermo-hydrodynamic flows as a tool for nanoflu-
idic applications will extend the limits at the forefront of nanotechnology and help to develop
artificial intelligence and feedback controlled schemes for material synthesis.
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4.1.5 Supplementary Information

4.1.5.1 Sample Preparation

The sample consists of two glass coverslips (22 mm× 22 mm) confining a thin liquid film. First,
the coverslips were thoroughly cleaned in an ultrasonic bath with Hellmanex III (1%), acetone,
isopropyl and Milli-Q water followed by 3 min plasma cleaning (Harrick Plasma, PDC-32G).
Then, one of the coverslips was coated with a 50 nm gold film using a thermal evaporator
(Leybold, UNIVEX 300) and a 5 nm chrome adhesion layer. Subsequently, the edges of the
uncoated coverslip were covered with a thin layer of PDMS for sealing. The particle solution
used for the experiments was prepared by dispersing gold nanoparticles (Cytodiagnostics), PS
particles (microParticles) in different solutions of NaCl, SDS and PEG. Finally, 0.6 µl of the
mixed particle suspension is pipetted in the middle of one of the coverslips and the other is
placed on top. Depending on the area covered by the liquid, typically about 14 mm × 14 mm,
the resulting liquid film height is about 3 µm. Chemicals, if not otherwise specified, have been
obtained from Sigma-Aldrich.

4.1.5.2 Particle Tracking

The main steps to detect the particle positions from a recorded image (Fig. 4.10a) are as follows:
First, we reduce the noise in the image using a two pixel median filter and then compute a binary
image using a global threshold. Subsequently, a connected-component labeling algorithm is used
to identify and filter connected regions according to their pixel area (Fig. 4.10b). The particles
center position is then calculated from the center of mass of the unweighted pixel area and stored
along with additional parameters such as the maximum intensity detected within that area.
Finally, the particle positions are connected into trajectories using a linking algorithm91,224. The
z-position of the particle is estimated from the defocusing of the particle225. To find a relation
between the detected particle radius r0 and its z-position we performed a reference measurement
where we detect r0 of a particle fixed to the gold film (z = 0) and measure the change in z-
position using the piezo stage (Fig. 4.10c). Note that in all experiments the focal plane of the
objective has been set to the gold film (z = 0).

d

c

a b

Fig. 4.10: a, The recorded image. b, The binary representation of the image processed with a two pixel
median filter and a global threshold value. The detected particle centers and radii from the connected-
component labeling are depicted in blue. c, The defocusing of a particle fixed to the gold film. The smallest
particle radius is defined as z = 0 and the change in z-position is measured using the piezo stage. d, The
relation between the particle’s z-position and its detected particle radius r0.
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4.1.5.3 DLVO Potential

Concentration Dependence Fig. 4.11a, b show the DLVO potential of a AuNP (R = 125 nm)
as function of the surface-to-surface distance d to an Au surface for different concentrations
c0. The depth of the secondary minimum Umin increases linearly with increasing concentration
(Fig. 4.11c) and the minimum location, dmin, is shifted to smaller distances and scales with
dmin ∝ c

−3/4
0 (Fig. 4.11d). Furthermore, the potential barrier towards the primary minimum

decreases with increasing concentration c0. If c0 is too high (> 48 mM) the secondary minimum
vanishes (Fig. 4.11a, dashed black line) and the AuNPs will adhere to the Au surface (primary
minimum of the DLVO potential). Experimentally, we were able to realize concentrations down
to 10 mM. For concentrations above 10 mM, even though possible in theory, all AuNPs are
immobilized at the Au surface as a consequence of the lowered potential barrier towards the
primary minimum. When the coverslips are assembled the AuNPs attain enough potential energy
to overcome the lower potential barrier and adhere to the Au surface.

a b c

d

Fig. 4.11: a, Plot of the DLVO potential between a AuNP (R = 125 nm) and a Au surface as function of
the distance d for different concentrations c0 (ζ = −35 mV, AH = 5 · 10−20 J). b shows a zoomed-in view
of (a). c and d depict the depth Umin and the location dmin of the secondary minimum corresponding to the
squares in (a) as function of the concentration c0, respectively.

Size Dependence The influence of the AuNP radius R on the DLVO potential is depicted in
Fig. 4.12a for a concentration of 10 mM. The depth of the secondary minimum Umin increases
with increasing NP radius R and scales with Umin ∝ R4/3 (Fig. 4.12b), whereas the location of
the minimum is nearly unchanged (Fig. 4.12a, dashed gray line).

d d

a b c

Fig. 4.12: a, Plot of the DLVO potential between a AuNP and a Au surface as function of the distance d for
different NP radii R at a concentration of c0 (ζ = −35 mV, AH = 5 · 10−20 J). b depicts the depth Umin of
the secondary minimum corresponding to the squares in (a) as function of the NP radius R.

Given a AuNP with R = 100 nm at c0 = 10 mM the same depth of the secondary minimum
can be achieved for a smaller NP size (R = 50 nm) by increasing the concentration to c0 =
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30 mM (Fig. 4.12c). In view of Fig. 4.11 the secondary minimum is then observed at a smaller
distance dmin. The confinement of a NP with R = 50 nm at a concentration of 30 mM NaCl is
demonstrated in Supplementary Video 1.5.

Material Dependence The material dependence of the DLVO potential is defined by the
Hamaker constant AH of the material system and the zeta potential ζ of the surfaces. The macro-
scopic Hamaker constant defines the interaction of medium 1 with medium 2 across medium 3
and a theoretical description is given within the Lifschitz theory of the Hamaker constant (see
Sec. 2.2.2 for details). Typically, the Hamaker constant of metals is larger than for dielectric
media. The theoretical value for the Au/water/Au system is 10 ·10−20 J. However, for a thin Au
film on a glass surface slightly lower values of the Hamaker constant are expected149. We have
used AH = 5 · 10−20 J. In case of polystyrene (PS) NPs we have employed AH = 1 · 10−20 J for
the PS/water/Au system. The corresponding DLVO potential is plotted in Fig. 4.13 for a PS
NP (R = 125 nm) with a zeta potential of ζ = −35 mV to allow for a direct comparison with
Fig. 4.11. For a given concentration, for example, 10 mM, the secondary minimum is smaller
in comparison to the AuNP system. Remarkably, with increasing concentration large values of
−Umin can be achieved before the secondary minimum vanishes at about 1 M.

Fig. 4.13: Plot of the DLVO potential between a PS NP (R = 125 nm) and a Au surface as function of the
distance d for different concentrations c0 = 10 mM (ζ = −35 mV, AH = 1 · 10−20 J). The faint curves in
the background depict the corresponding potentials for a AuNP of the same size (Fig. 4.11b).

Force Calculation The force exerted on the NP is readily obtained from:

F = −∂U
∂d

. (4.8)

Fig. 4.14a depicts the DLVO potential for a AuNP with R = 125 nm radius at c0 = 10 mM. The
corresponding force calculation is shown in Fig. 4.14b.

a b

Fig. 4.14: a, The DLVO potential for a AuNP with R = 125 nm radius at c0 = 10 mM. b, The force
corresponding to (a) calculated using F = −∂U/∂d .
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At a distance of 20 nm we obtained a maximum force of −1.6 pN. The DLVO potential in
the vicinity of the secondary minimum is non-harmonic. A rough approximation with a har-
monic potential is shown in Fig. 4.14a and yields to a vertical trap stiffness kz in the order of
500 pN µm−1.

Probability Distribution The probability to find a particle at a given z-position in the sample
is given by the Boltzmann distribution (Sec. 2.1.2):

p(d, c0) = p0 e−U(d,c0)/(kBT ) , (4.9)

where d = z − R is the surface-to-surface distance and U(d, c0) is the DLVO potential given in
Eq. (4.1). The normalizing constant p0 is defined as:

p0

∫ H−R

0
e−U(d,c0)/(kBT ) dd = 1 , (4.10)

where the upper limit of the integration is given by the sample height H minus the particle
radius R. The mean surface-to-surface distance 〈d〉 is then defined by:

〈d〉 = p0

∫ H−R

0
d e−U(d,c0)/(kBT ) dd . (4.11)

Fig. 4.15a depicts 〈d〉 as function of the concentration c0 for a sample height of H = 3 µm.

ba

Fig. 4.15: a, The mean distance 〈d〉 as function of the concentration c0 according to Eq. (4.11) for a sample
height of H = 3 µm and a particle radius of R = 125 nm. The black solid line corresponds to the DLVO
potential defined as in Fig. 4.11 (AH = 5 · 10−20 J), whereas the black dashed line corresponds to a Hamaker
constant of AH = 1 ·10−20 J. b, The mean in-plane diffusion coefficient 〈D‖〉 as function of the concentration
c0 according to Eq. (4.12) for the sample parameters as used in (a).

Similar, the mean in-plane diffusion coefficient is defined by:

〈D‖〉 = p0

∫ H−R

0
D‖(d) e−U(d,c0)/(kBT ) dd . (4.12)

where D‖(d) denotes the distance-dependent in-plane diffusion coefficient (Sec. 2.1.3). Fig. 4.15b
depicts 〈D‖〉 as function of the concentration c0 for a sample height of H = 3 µm.

Escape from DLVO Potential With a distance-dependent diffusion coefficient D⊥(d) and a
potential U(d) the mean first passage time is given by (Appendix A1.4)

〈τ〉 =
∫ dmax

dmin

(
eU(x′)/(kBT )

D⊥(x′)

∫ x′

−∞
e−U(x′′)/(kBT ) dx′′

)
dx′ , (4.13)



4.1 Hydrodynamic Manipulation of Nano-Objects by Thermo-Osmotic Flows 55

4

where dmin is the location of the secondary minimum, dmax the escape distance and D⊥(d) the
out-off-plane diffusion coefficient (Sec. 2.1.3). Here, dmax defines as the distance where we assume
the particle has escaped the potential. Fig. 4.16 depicts the mean first passage time as function
of the concentration c0 for an escape distance of dmax = 500 nm calculated from a numerical
integration of Eq. (4.13).

Fig. 4.16: The mean first passage time 〈τ〉 as function of the concentration c0 for an escape distance of
dmax = 500 nm. The black solid line corresponds to the DLVO potential defined as in Fig. 4.11 (AH =
5 · 10−20 J), whereas the black dashed line corresponds to a Hamaker constant of AH = 1 · 10−20 J.

4.1.5.4 Temperature Simulation

The stationary temperature distribution in the sample was deduced from finite-element simula-
tions using the heat transfer module of COMSOL Multipyhsics 5.1. The sample geometry was
represented by a 2D axisymmetric model as depicted in the Fig. 4.17.
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 Au
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Fig. 4.17: a, Sketch of the 2D axisymmetric model employed to simulate the temperature distribution in the
sampled using COMSOL Multipyhsics 5.1 (dimensions are not to scale). The heat source domain, that is,
the gold film, is colored in gray. b, The revolved simulation geometry in 3D.

In the simulation we set the outer boundary layers to room temperature T0 = 293.15 K and
neglected thermal convection in the liquid film due to its small height (see Sec. 4.1.5.7 for details).
The heat source within the gold film domain (gray domain) is defined with Eq. (2.113)

Q(r, z) = P0 (1−R) 2α
πw2

0
e−2r2/w2

0 e−αz , (4.14)

where P0 is the incident laser power, w0 the beam waist of the focused laser, R the reflectance
and α absorption coefficient of the gold film at the laser wavelength λ = 532 nm. For λ = 532 nm
we find R = 0.6 (Fig. 2.21a) and an absorption coefficient of α = 4πn′′λ = 5.3·107 m−1, where n′′
denotes the imaginary part of the refractive index at the given wavelength (Appendix A1.15). For
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the thermal conductivity of the gold film we have used κ ≈ 150 W m−1 K−1 according to Ref. 226,
whereas for the other material properties we have taken the bulk values (Appendix A1.16).
Fig. 4.18 depicts the simulated temperature distribution for an incident laser power P0 = 1 mW.
We obtain a maximum temperature increment at the heat spot of about ∆Tmax = 25 K. The
related temperature gradient is plotted in Fig. 4.19.
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Fig. 4.18: Simulated temperature distribution for an incident laser power of P0 = 1 mW. a, Cross-section
of temperature distribution in the xz-plane at y = 0. b, Top view of the temperature distribution in the
xy -plane at z = 0. c, Radial temperature profile in x -direction for y = 0 at different heights (z = 0, 5 µm)
in the liquid film. d, Vertical temperature profile in z-direction at x , y = 0.

a b

Fig. 4.19: The temperature gradient calculated from Fig. 4.18a. a, x -component of the temperature gradient.
b, z-component of the temperature gradient.

The maximum temperature increment ∆Tmax as function of the incident laser power is plotted
in Fig. 4.20 and reveals a linear dependence, ∆Tmax ∝ P0.

Fig. 4.20: Simulated maximum temperature increment ∆Tmax as function of the incident laser power P0.
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4.1.5.5 Temperature Measurement

To estimate the temperature increment on the gold film the method introduced in Sec. 3.4 is
used. Therefore, the gold film was embedded in a 5CB sample and heated with a focused laser
as illustrated in Fig. 4.21a. The radius of the phase transition is expected to increase linearly
with the incident laser power since ∆T ∝ P0. The blue squares in Fig. 4.21b depict the obtained
phase transition radius Rpt as function of the incident laser power P0 for a gold film thickness of
50 nm. The corresponding darkfield microscopy images are shown in Fig. 4.21c. The temperature
increment in 5CB is then given by

∆T 5CB
max = (35 ◦C− T0)

P pt
0

P0 , (4.15)

where T0 = 25 ◦C is the ambient temperature and P pt
0 the power where the phase transition

temperature Tpt = 35 ◦C is first reached. We find P pt
0 = 0.48 mW from a linear fit (blue dashed

line) in Fig. 4.21b.

a

T > 35°C T < 35°C3 µm 5CB

Glass

Glass

c

b

P0
pt

Fig. 4.21: a, Sketch of the measurement principle and the sample geometry. b, The measured phase transition
radius (Rpt, blue squares) and the temperature increment in 5CB (∆T 5CB

max , green squares) calculated using
Eq. (4.15) as functions of the incident laser power P0. The temperature increment in water (∆T H2O

max ) is by
a factor of 0.9 smaller than in 5CB according to the numerical simulation in Sec. 4.1.5.4. c, The darkfield
optical microscopy images corresponding to the data points in (b).

The temperature increment in water is calculated as ∆TH2O
max = 0.9 ∆T 5CB

max , where the factor 0.9
accounts for the higher thermal conductivity of water and is obtained from a numerical simula-
tion. The thermal conductivity of 5CB in its isotropic phase is about κ5CB = 0.15 W m−1 K−1 227

(Appendix A2.3), whereas the thermal conductivity of water is κH2O = 0.6 W m−1 K−1 (Ap-
pendix A1.16). Hence, the temperature increment of the gold film is expected to be smaller
when embedded in water. The finally obtained temperature increment (∆TH2O

max , Fig. 4.21b)
agrees well with the simulation result in Fig. 4.20.
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4.1.5.6 Thermo-Osmotic Flow

To simulate the thermo-osmotic flow field we combined the temperature simulation with the
laminar flow simulation. The sample geometry is the same as in Sec. 4.1.5.4, where the laminar
flow simulation is defined only in the fluid domain (Fig. 4.22, gray area).
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Fig. 4.22: a, Sketch of the 2D axisymmetric model employed to simulate the thermo-osmotic flow field in
the sample using COMSOL Multipyhsics 5.1 (dimensions are not to scale). The laminar flow domain, that is,
the liquid film, is colored in gray. b, The revolved simulation geometry in 3D.

a b c

Fig. 4.23: Simulated thermo-osmotic flow field for an incident laser power of 1 mW. a, The magnitude of
the flow velocity and its direction (arrows) in the xz-plane at y = 0. b, x -component of the flow velocity
shown in (a). c, z-component of the flow velocity in (a).

To account for the thermo-osmotic slip flow the lower boundary was defined as a wall with a slip
velocity

v‖ = σT η

%

∇‖T
T

, (4.16)

where σT is a dimensionless thermal slip coefficient, η the viscosity and % the density of the fluid.
In case of water (η = 0.001 Pa s, % = 1000 kg m−3) the thermal slip coefficient σT is related to
the thermo-osmotic coefficient χ with:

σT = χ · 106 m−2 s . (4.17)

In our simulation we have used χ = 10 · 10−10 m2 s−1, hence, σT = 0.001. The upper boundary
was defined as wall with no slip and the boundary on the right-hand side as open boundary.
Fig. 4.24 depicts the vorticity ω = ∇× v calculated from the flow field in Fig. 4.23. In leading
order a sphere will rotate with a frequency Ω of half the vorticity215, Ω = ω/2.
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Fig. 4.24: The vorticity ω = ∇× v of the flow field in Fig. 4.23.

4.1.5.7 Thermal Convection

To estimate the contribution of thermal convection we again combined the heat transfer simu-
lation with the laminar flow simulation but in addition considered the temperature-dependent
density %(T ) of the liquid. The simulation approach is similar to Fig. 4.22 where thermal con-
vection was introduced by defining a gravitational force density fz = −%(T )g within the liquid
sample domain. In contrast to Fig. 4.22 the lower and upper boundary have been defined as walls
with no slip. Fig. 4.25 depicts the resulting temperature distribution and the relative density
change within the sample. Note that the temperature distribution is essentially the same as in
Fig. 4.18 and the effect of thermal convection on the temperature distribution can be neglected
due to the small sample height (Sec. 2.3.6).

a b
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Fig. 4.25: Simulated temperature distribution and density change considering thermal convection. a, Tem-
perature distribution in the xz-plane (y = 0). b, The relative density change in the xz-plane (y = 0).

a b c

Fig. 4.26: Simulated flow field due to thermal convection for a laser power of 1 mW. a, Magnitude of the
flow velocity and its direction (arrows) in the xz-plane (y = 0). b, x -component of the flow velocity shown
in (a). c z-component of the flow velocity in (a).
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The resulting convective flow field is depicted in Fig. 4.26. The expected flow velocities due to
thermal convection are in the order of several nm s−1. This is four orders of magnitude smaller
than the observed thermo-osmotic flow velocities (Fig. 4.23). Hence, the contribution of thermal
convection is negligible for the given sample height (5 µm). The maximum velocity vmax in the
sample increases with the sample height (Fig. 4.27). Nevertheless, even for a sample height of
H = 80 µm flow velocities well below 1 µm s−1 are expected. Notably, the maximum velocity
close to the gold film (z = 125 nm) saturates with increasing sample height32.

Fig. 4.27: The maximum velocity vmax due to thermal convection as function of the sample height H in the
sample volume (blue curve) and close to the gold film (z = 125 nm, red curve).

4.1.5.8 Optical Forces

The optical forces on the NP have been estimated with Eq. (A1.57). Instead of the static
polarizability, α = 4πR3(ε2 − ε1)/(ε2 + 2ε1), we used the expression228

α = 1− (1/10)(ε2 + ε1) ξ2

(1/3 + ε1/(ε2 − ε1))− (1/30)(ε2 + 10ε1) ξ2 − i4π2ε
3/2
1 V/(3λ3)

, (4.18)

that is valid also for larger particles with R ≈ λ. Here, ξ = 2πR/λ is a size parameter and
V = 4/3πR3 the volume of the particle. Fig. 4.28a depicts the calculated z-component of the
total force on a R = 125 nm AuNP in water as function of the NP position for a laser power of
P0 = 1 mW. We have used λ = 532 nm for the a wavelength and a beam waist of w0 = 0.56 µm.

ba P0 = 1 mW

Au

Fig. 4.28: a, The z-component of the total force on a R = 125 nm AuNP in water as function of the NP
position for laser power of P0 = 1 mW. We have used λ = 532 nm for the wavelength and a beam waist of
w0 = 0.56 µm. b, The z-component of the total optical force at z = 20 nm as function of the incident laser
power for a AuNP (solid line) and a PS NP (dash-dotted line) of the same size.

For the given set of parameters the total force is mainly defined by the force in z-direction and
the y-component can be neglected. The force as function of the incident laser power is depicted
in Fig. 4.28b and compared between a Au and a PS NP of the same size. Due to their larger
scattering and absorption cross-section the force on a AuNP is more than one order of magnitude
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larger than for a PS NP. Since only 10 % of the incident laser power is transmitted by the gold
film (Fig. 2.21a) the optical force in Fig. 4.7b was divided by a factor of 10.

4.1.5.9 Depletion Forces in SDS

If we assume a molecular Soret coefficient Sm
T the surfactant concentration is given by n(r) =

n0 exp(−Sm
T ∆T (r)). The relative density distribution n/n0 for the temperature distribution in

Fig. 4.18 is plotted in Fig. 4.29, where we have used Sm
T = 0.03 K−1 for SDS.
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Fig. 4.29: The relative density distribution n/n0 = exp(−Sm
T ∆T (r)) for the temperature distribution given in

Fig. 4.18. Here, we have used Sm
T = 0.03 K−1.

4.1.5.10 Video Files

The Supplementary Videos are available at https://www.doi.org/10.5281/zenodo.5831821.

Video 1.1: Free diffusion of AuNPs over a Au film in DI water (left) and in 10 mM NaCl (right)
without heating. The AuNPs have a radius of 125 nm.

Video 1.2: AuNP over a locally heated Au film in DI water for a laser power of 2 mW (left) and
the detected particle size and location (right). The AuNP has a radius of 125 nm.

Video 1.3: AuNP over a locally heated Au film in DI water (left) and 10 mM NaCl (right) for
a laser power of 1.25 mW. The AuNP has a radius of 125 nm.

Video 1.4: Trapped AuNP over a locally heated Au film in 10 mM NaCl for three different laser
powers. The AuNP has a radius of 125 nm.

Video 1.5: Trapped AuNP with 50 nm radius over a heated Au film in 30 mM NaCl for a laser
power of 1.0 mW.

Video 1.6: Two AuNPs trapped at three different distances using a multiplex, focused laser
beam with a laser power of 2 mW. The AuNPs have a radius of 125 nm.

Video 1.7: Three AuNPs trapped in a triangular pattern using a multiplex, focused laser beam
with a laser power of 3 mW. The AuNPs have a radius of 125 nm.

Video 1.8: Trapped AuNP dynamically manipulated to follow a circular path. The AuNP has
a radius of 125 nm.

Video 1.9: AuNPs driven by thermo-viscous and thermo-osmotic flows. The laser beam scans
a circular path at high frequency (f = 0.5 kHz) in clock-wise direction with a laser power of
10 mW.

https://www.doi.org/10.5281/zenodo.5831821
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Video 1.10: Single AuNP in an ensemble of PS NPs over a locally heated Au film in 5 mM SDS
for a laser power of 1.5 mW. The AuNP as well as the PS NPs have a radius of 125 nm.

Video 1.11: Single AuNP in an ensemble of PS NPs (R = 250 nm) over a locally heated Au film
in 10 mM NaCl for a laser power of 1 mW. The AuNP as well as the PS NPs have a radius of
125 nm.

Video 1.12: Three PS ellipsoids (2.39 µm major-axis length, 0.34 µm minor-axis length) over a
locally heated Au film in 5 mM SDS for a laser power of 1.5 mW.
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4.2 Fully Steerable Symmetric Thermoplasmonic
Microswimmers

4.2.1 Abstract
A cornerstone of the directed motion of microscopic self-propelling particles is an asymmetric
particle structure defining a polarity axis along which these tiny machines move. This struc-
tural asymmetry ties the orientational Brownian motion to the microswimmers directional mo-
tion limiting their persistence and making the long time motion effectively diffusive. Here, we
demonstrate a completely symmetric thermoplasmonic microswimmer, which is propelled by
laser-induced self-thermophoresis. The propulsion direction is imprinted externally to the parti-
cle by the heating laser position. The orientational Brownian motion, thus, becomes irrelevant
for the propulsion allowing enhanced control over the particles dynamics with almost arbitrary
steering capability. We characterize the particle motion in experiments and simulations, and
also theoretically. The analysis reveals additional noise appearing in these systems, which is
conjectured to be relevant for biological systems. Our experimental results show that even very
small particles can be precisely controlled, enabling more advanced applications of these micro-
machines.

A physical based render of a symmetric swimmer particle illuminated with a focused ray of light.
Rendered using Blender 2.83 and the LuxCore Renderer.

The section is based on the following article:

[P2] M. Fränzl, S. Muiños-Landin, V. Holubec, and F. Cichos, Fully Steerable Symmetric
Thermoplasmonic Microswimmers, ACS Nano 15, 3434 (2021)

The article has been adapted and revised. Details on the author contributions are provided in
the “List of Publications” section.

https://doi.org/10.1021/acsnano.0c10598
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4.2.2 Introduction
Artificial self-propelled micro- and nano-particles are synthetic active matter objects that are
capable of using energy to move persistently in liquid environments. They are often recognized
as simple building blocks that allow to explore emergent collective states of non-equilibrium bi-
ological systems and the corresponding non-equilibrium structures88. With a variety of different
propulsion mechanisms9,68–71,73,74 a wealth of different self-propelled particles is available that
allows to construct complex self-assembled autonomous micromachines giving valuable physical
insights77 and also offering environmental229,230 and medical231 applications. All of these systems
share a structural asymmetry allowing them to break the temporal symmetry of hydrodynam-
ics at low Reynolds numbers.71,73,74,81–84 This asymmetry binds the propulsion direction to the
particles symmetry axis and hence, its random reorientation due to the rotational Brownian
motion randomizes the microswimmers motion to an effectively diffusive one on long timescales.
To regain control over the active motion, steering of the propulsion direction has been achieved
by applying external electric or magnetic fields73,232–234. Yet, precise and independent control
of multiple microswimmers remains a challenging task for these external forcings235. Control
of active particles on the individual level can be obtained when the propulsion mechanism is
switchable, for example, when using thermophoresis9,11,236,237 or other light-controlled mecha-
nisms such as temperature-induced diffusiophoresis238 or photocatalytic reactions239. For exam-
ple, a self-thermophoretic microswimmer contains a heat source that generates an asymmetric
temperature distribution on the microswimmer surface. In many cases they are realized as metal-
capped Janus-particles, where one-half of a polymer sphere is covered with a thin metal film9.
The metal cap is then heated, for example, by optical absorption28, and generates a tempera-
ture gradient along the polymer surface which in turn propels the particle by thermo-osmotic
boundary flows49,169,240. With such switchable propulsion, the technique of photon nudging uses
a feedback loop165,241 to control self-thermophoretic Janus particles by harnessing the rotational
diffusion as an efficient reorientation process for micron-sized particles10,11. Other approaches
use large particles with slow rotational diffusion and active orientation steering to circumvent
the orientational randomization80.
Here, we introduce a symmetric self-thermophoretic microswimmer for which an asymmetric
temperature distribution is induced by the heating laser itself. The actuation scheme does not
depend on the time scale of the rotational diffusion providing a substantially better control
than techniques used for Janus-type particles. The symmetric thermoplasmonic microswimmers
are already of great interest in the field of active matter. They have been recently employed
to study structures emerging from information exchange85 and machine learning techniques at
the microscopic scale242,243 with the ultimate goal to reach autonomous exploratory behavior.
Here, we investigate their self-thermophoretic propulsion and confirm a delay-induced directional
uncertainty which may actively contribute to the steering behavior of biological species.
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4.2.3 Results and Discussion

The symmetric swimmer particle is a melamine formaldehyd (MF) microparticle with R = 1.1 µm
radius uniformly coated with AuNPs (Fig. 4.30a). They have been obtained from microParticles
GmbH and prepared by binding AuCl−4 precursor ions to the surface of chemically modified
microparticles, followed by their reduction to individual AuNPs. Fig. 4.30b depicts a SEM
image of the particle surface showing the individual AuNPs. Using a difference of Gaussian
algorithm we computed a binary representation of Fig. 4.30b as depicted in Fig. 4.30c and find
RNP = 4 nm for the average radius of the AuNPs. The ratio between white and black pixels
yields a surface coverage of about 10 %. Hence, the approximate number of AuNPs on the
surface of the microparticle is N = 0.1 · 4πR2/(πR2

NP) ≈ 30,000. The AuNPs are thermally
isolated from each other and act as point-like heat sources when heated with a laser beam with
a wavelength close to their plasmon resonance. When illuminated asymmetrically with a highly
focused laser beam, the AuNPs generate an inhomogeneous surface temperature distribution
resulting in a self-thermophoretic propulsion away from the laser focus (Fig. 4.30a) based on the
same principle than previously reported for Janus particles11.

u
R

δ

a

z

x
1 µm

b c

Fig. 4.30: a, Sketch of a symmetric microswimmer asymmetrically heated with a focused laser. The mi-
croswimmer is composed of a melamine formaldehyd (MF) microparticle with R = 1.1 µm radius. 10 % of
its surface is uniformly covered with gold nanoparticles of about 4 nm radius. When asymmetrically heated
with a focused laser, an inhomogeneous surface temperature is generated resulting in a self-thermophoretic
motion away from the laser focus. b, SEM image of the swimmer surface. c, A binary representation of (b)
obtained using a difference of Gaussian algorithm for feature detection.

Experiments have been carried out using experimental setup 1 (Sec. 3.1). A sample consists
of two glass coverslips confining a 3 µm thin liquid film of the diluted particle suspension. The
particles are observed using darkfield illumination with an oil-immersion darkfield condenser (NA
1.2) and a 100× oil-immersion objective set to NA 0.6. Details of the sample preparation are
available in Sec. 4.2.5.1.

Fig. 4.31a depicts the actuation principle of the symmetric microswimmer. To direct the particle
to a target position rt, the directional vector rpt = rt−rp between the particle center rp and the
target position rt is calculated and the focus of the heating laser is placed at rh = rp+δ rpt/ |rpt|,
where δ is the radial displacement from the particle center and typically a negative number. Due
to the self-propulsion of the particle as well as its diffusive motion, the position of the heating
laser needs to be constantly adapted in a feedback loop with the detection of the particle center
(Sec. 4.2.5.2) to control its motion direction or position.
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Fig. 4.31: a, A darkfield microscopy image of a symmetric swimmer detected in our experimental setup. To
control the propulsion direction of the swimmer, the laser focus is placed with an offset δ from the particle
center at rh, opposite to the desired target location r t. b, Trajectories for driving a R = 1.1 µm symmetric
swimmer between two target positions for P = 0.04 mW and δ = −0.5 µm (Supplementary Video 2.1). The
acceptance radius of the targets is depicted in blue and was set to 0.5 µm

The dependence of the swimmer velocity on the laser displacement δ and the laser power P0 can
be obtained from measurements driving the particle between two target positions (Fig. 4.31b,
Supplementary Video 2.1). The velocity is extracted from the time required to travel the distance
between the two targets. For each set of parameters, five trajectories (from target 1 to target
2 and back) have been recorded and averaged. The resulting velocity as a function of the laser
displacement, plotted in Fig. 4.32, shows a clear maximum. For the power of P0 = 0.1 mW the
maximum velocity of umax = 9 µm s−1 is observed for a displacement δmax = −0.5 µm (dashed
blue line in Fig. 4.32).

Fig. 4.32: The propulsion velocity as function of the laser displacement δ for a laser power of 0.1 mW and an
inverse frame rate τ = 30 ms (blue squares). The blue curve represents a fit to the numerical result where the
dashed blue line depicts the optimal displacement δmax = −0.5 µm. The gray curve represents the numerical
result for τ = 0 with an optimal displacement of δmax = −0.84 µm depicted as dashed gray line. The radius
of the particle (R = 1.1 µm) is depicted as solid blue line.

The solid blue curve in Fig. 4.32 depicts a fit to the numerical approximation function:

u(δ) = umax
δ

δmax
e(−δ2+δ2

max)/(2δ2
max) , (4.19)

where u(δmax) = umax (see Sec. 4.2.5.3 for details).

Propulsion Velocity The self-thermophoretic propulsion velocity u of the swimmer is deter-
mined by the temperature distribution along the swimmers surface165 (Sec. 2.3.3):

u = −χ
T

1
S

∫
S

∇‖T dS . (4.20)

Here, χ is the thermo-osmotic coefficient, T the temperature, S = 4πR2 the surface area of the
particle and ∇‖ = (1− erer) · ∇ the surface gradient operator for a spherical surface.
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To estimate the temperature distribution on the particle surface, we assume that the AuNPs on
the surface of the microswimmer are heated with a Gaussian beam (Sec. 2.4.1) with the intensity
distribution

I(x, y, z) = I0

(
w0

w(z)

)2
exp

(
−2((x− δ)2 + y2)

w(z)2

)
, (4.21)

where the center of the Gaussian beam is displaced by δ with respect to the particle center
(Fig. 4.30a). If we introduce spherical coordinates r, θ, ϕ and assume that the temperature
increment ∆T (θ,ϕ) = T (θ,ϕ)−T0 on the particle surface is proportional to the incident intensity,
∆T (θ,ϕ) ∝ I(θ,ϕ), we obtain:

T (θ,ϕ) ∝ 1
1 + (R cos θ/zR)2 exp

(
−2((R sin θ cosϕ− δ)2 + (R sin θ sinϕ)2)

w2
0(1 + (R cos θ/zR)2)

)
+ T0 . (4.22)

The relative temperature increment ∆T/Tmax on the swimmer surface for four different beam
displacements δ is illustrated in Fig. 4.33.

δ = 0 δ = –0.5 R δ = –R δ = –1.5 R

ΔT/Tmax

0

1

δδδ

z

x

z
x
y

Fig. 4.33: The relative temperature increment ∆T/Tmax on the swimmer surface according to Eq. (4.22) for
different beam displacements δ.

The self-thermophoretic propulsion velocity can then be obtained using Eq. (2.76):

u = − χ

T0

1
S

∫ π

0

∫ 2π

0

(
1
R

∂T (θ,ϕ)
∂θ

cos θ cosϕ− 1
R sin θ

∂T (θ,ϕ)
∂ϕ

sinϕ
)
R2 sin θ dθ dϕ , (4.23)

where T (θ,ϕ) is the surface temperature given by Eq. (4.22) and the surface gradient operator
has been expressed in spherical coordinates (see Sec. 2.3.3 for details). The propulsion velocity
as function of the displacement δ obtained from the integration of Eq. (4.23) is depicted as solid
gray curve Fig. 4.32. A detailed parameter discussion can be found in Secs. 4.2.5.4 and 4.2.5.5.

The projection of the laser intensity yields only the relative surface temperature increment
∆T/Tmax. To find a numerical estimate for the absolute temperature increment ∆Tmax, we
use a superposition of the temperature field of N point-like heat sources, which are randomly
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distributed over the surface of a sphere with radius R:

∆T (r) =
∑
N

I(r)σabs

4πκ r . (4.24)

Here, I(r) is the intensity of the Gaussian beam, Eq. (4.21), σabs the absorption cross-section
of the AuNPs and κ = (κH2O + κMF)/2 the averaged thermal conductivity around the AuNPs
(Fig. 4.35a, b). The absorption cross-section σabs of a AuNPs in water as function of the wave-
length is plotted in Fig. 4.34 for three NPs radii RNP. For the wavelength of λ = 532 nm used
in our experiments and a AuNP radius of RNP = 4 nm, we obtain an absorption cross-section of
about σabs = 2.5 · 10−5 µm2 (Fig. 4.34).

Fig. 4.34: The absorption cross-section σabs of a AuNP in water with
radius RNP as function of the wavelength calculated using Mie theory
(Sec. 2.4.2). The dielectric function of gold was adapted from Ref. 173
and for the refractive index of water we used n = 1.33. The vertical gray
line depicts the laser wavelength used in our experiments (λ = 532 nm).

The numerical evaluation of Eq. (4.24) yields a linear increase of ∆Tmax with P0 and predicts a
maximum temperature increment of ∆Tmax = 12 K for the maximum laser power used in our
experiments (Pmax = 0.4 mW).

ΔT [K]

0.0

3.5
P0 = 0.1 mWb ca

z
x
y

Fig. 4.35: a, N = 30,000 point-like heat sources randomly distributed over the surface of a sphere with radius
R = 1.1 µm. b, Simulated surface temperature increment corresponding to (a), calculated using Eq. (4.24)
for a heating power of P0 = 0.1 mW and a laser displacement of δ = −0.5 R. c, Maximum temperature
increment as function of the heating power P0.

Experimental insight into the surface temperature rise of the swimmer can be obtained with
the help of the nematic/isotropic phase transition of the liquid crystal 5CB (Sec. 3.4). For the
heating power Pmax = 0.4 mW we find ∆Tmax = 12 K in perfect agreement with the numerical
simulation (see Fig. 4.35c and Sec. 4.2.5.6 for details). Fig. 4.35b is still only an approximation
of the real temperature distribution since the deflection of the Gaussian beam by the MF particle
is neglected in Eq. (4.24).
For a laser power of P0 = 0.1 mW and the corresponding temperature increment ∆Tmax = 3 K
(Fig. 4.35b), the numerical evaluation of Eq. 4.20 yields a maximum velocity umax = 8 µm s−1

in agreement with the experimental result (Fig. 4.32). We have used a thermometric mobility
coefficient χ = 10·10−10 m2 s−1 previously reported in Ref. 49 for surfaces covered with the block-
copolymer Pluronic F-127. In contrast to the experimental result, the evaluation of Eq. (4.20)
yields an optimal displacement of δmax = −0.84 µm (Fig. 4.32, gray curve). The deviation of



4.2 Fully Steerable Symmetric Thermoplasmonic Microswimmers 69

4

δmax is a consequence of the experimental feedback delay. The position of the laser focus can
only be adapted with a certain delay due to the finite frame rate τ−1 of the image acquisition.
During the time τ the position of the laser is fixed, whereas the particle is self-propelled away
from the laser focus. Since the propulsion velocity depends on the distance to the laser focus
(Fig. 4.32) the detected velocity will always be smaller than the instantaneous velocity. The
detected, averaged velocity reads:

〈u〉 = 1
τ

∫ τ

0
u(δ(t)) dt . (4.25)

This equation can be integrated numerically for different initial displacements (see Sec. 4.2.5.7
details) leading to velocity profiles depicted in Supplementary Fig. (4.49). With increasing τ , the
optimal initial displacement δmax is indeed decreasing. When the laser focus is placed closer to
the particle center, the particle will pass through the velocity maximum during the time τ instead
of moving away from it, leading to a higher averaged velocity. For τ = 30 ms, the numerical
evaluation of Eq. (4.25) yields an optimal displacement of δmax = −0.69 µm. We attribute the
even smaller experimental value (δmax = −0.5 µm, Fig. 4.32) to additional delays due to the
time required for the image processing and laser adjustment not considered in Eq. (4.25).
To find the dependence of the particle velocity on the incident laser power, the experiment
depicted in Fig. 4.31b is repeated for laser powers varying from 0.04 to 0.4 mW with a fixed
displacement of δmax = −0.5 µm. We find a non-linear scaling of the velocity with the laser
power (Fig. 4.36a). For an inverse frame rate τ = 30 ms, a maximum velocity umax = 14 µm s−1

is found. The non-linear power dependence of the velocity is, again, the result of the finite
exposure time. Within the time τ , the particle moves and the instantaneous velocity changes
while the laser is spatially fixed. If we assume that umax ∝ P0, the detected velocity as function
of the power can be obtained from the evaluation of Eq. (4.25) for different umax (see Sec. 4.2.5.8
for details). The result is in agreement with our experimental findings (Fig. 4.36a, solid lines)
and predicts that the velocity at high laser powers is proportional to τ−1. This dependence is
also confirmed by our experimental results depicted in Fig. 4.36b.

ba

Fig. 4.36: a, The detected propulsion velocity 〈u〉 as function of the incident laser power P0 and the inverse
frame rate τ (symbols) for δ = −0.5 µm. The solid curves represent the numerical results according to
Eq. 4.25. The dashed lines depict the velocity 〈u〉max at maximum power P0 = Pmax. b, Dependence of the
maximum velocity 〈u〉max as function of the inverse frame rate τ .

Positioning Accuracy Based on this understanding of the propulsion mechanism and its depen-
dency on the power, delay and displacement, we are now able to explore in detail the accuracy to
control the particle. The control precision is best deduced from an experiment localizing the par-
ticle at a fixed (target) position in the sample by continuous actuation (Fig. 4.37, Supplementary
Video 2.2). The localization is then characterized by the positioning error ρ =

√
〈(r − rt)2〉,

where r and rt are the coordinates of the particle and the target, respectively. The positioning
error has two regimes. If the particle displacement due to the self-propulsion during the inverse
frame rate τ is smaller than the displacement due to the diffusion, the positioning error follows
from a simple sedimentation model. The particle is radially driven towards the target with a
velocity u against its diffusive motion with the diffusion coefficient D. In the steady state, the
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characteristic length scale is ρ1 =
√

6D/u as indicated by the dashed-dotted curve in Fig. 4.37a.

Targeta b

c

Fig. 4.37: a, The symbols show the positioning error as a function of the laser power derived from an
experiment confining a single particle for a certain time at a target position (Supplementary Video 2.2). The
dashed-dotted and dotted curves are the contributions from the 2D sedimentation (dashed-dotted) and the
particle overshooting (dotted). The sum of both contributions is represented by the solid curve. b, Example
of a position distribution around a target for a laser power of P0 = 0.01 mW (u = 0.01 µm s−1). c, Probability
distribution of the x -position corresponding to (b).

For a large particle velocity, the positioning error gets mainly defined by an overshooting of the
particle over the target position. This is again due to the finite sampling of the particle position
with the inverse frame rate τ . The overshooting distance is twice the distance traveled within
the inverse frame rate ρ2 = 2uτ and increases with increasing power as shown by the dotted
curve in Fig. 4.37a. The sum of both contributions, ρ =

√
ρ2

1 + ρ2
2, yields

ρ =
√

6D2/u2 + 4u2τ2 , (4.26)

and is depicted as solid curve in Fig. 4.37a with no free parameters. We have used D =
0.20 µm2 s−1 and τ = 30 ms. The diffusion coefficient was calculated from D = kBT0/(6πηR)
with T0 = 25 ◦C, η = 0.001 Pa s and R = 1.1 µm. The minimum ρmin = 240 nm in the positioning
error is found for umin = 3.0 µm s−1. The positioning error decreases with the inverse frame rate
τ . The minimal positioning error is, nevertheless, limited by the Brownian motion and thus the
diffusion coefficient D of the microswimmer. As compared to optical tweezers that trap similar
sized dielectric particles with powers of several 10 mW or more, our particle control is achieved
with a few 100 µW only. A major difference is thereby also the fact that the self-propulsion
works without an external force, due to a force balance in the sample, while optical tweezers
exert external forces on the particle. Therefore the hydrodynamics involved in the active particle
motion is short ranged and different from the long ranged flow fields generated by external body
forces (see Fig. 2.14b for ref.).

Fig. 4.38: Illustration of the directional noise. The
angle θ between the intended and the actual propul-
sion direction is a result of the diffusion of the mi-
croswimmer from the position (0, 0) to the position
(x , y) during the time interval τ between the mea-
surement and switching on the laser.

x + R

y

e

e
θ

Noise Influence Besides influencing the localization accuracy, Brownian motion also impacts
the directed motion of the swimmer. Analyzing the trajectory in Fig. 4.31b for τ = 30 ms,
we extract the displacements ∆r between subsequent frames and project them on the desired
direction to the target (e‖) and a direction perpendicular to it (e⊥) as depicted in Fig. 4.38.
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Fig. 4.39a shows the experimental result for a laser power of P0 = 0.3 mW shifting the start-
ing point of all displacements to the origin. The endpoints of the displacements of the motion
in the horizontal direction are distributed along the horizontal and vertical direction with an
opening angle θFWHM = 2

√
2 ln 2σθ 360◦/(2π) of about 53◦ (Fig. 4.39a, b). Measuring the oc-

currences of horizontal and vertical displacements yields the histograms in Fig. 4.39c. Horizontal
displacements have a non-zero mean value, which measures the propulsion velocity u‖ along the
horizontal direction. The displacements along the vertical direction have a zero mean, indicating
no effective propulsion along this direction. Yet, the observed variance of the horizontal and
vertical distribution differ considerably for the specific delay of τ = 30 ms.

ba c

Fig. 4.39: Noise Influence. a, The displacement vectors projected tangential and perpendicular to the target
direction for a laser power of P0 = 0.3 mW and an inverse frame rate of τ = 30 ms. The solid black lines
depict the opening angle θFWHM = 53◦. b, The angular distributions measured from the displacement vectors
in (a). c, The probability distribution of the projected displacement vectors in (a). The mean of the tangential
step size distribution (blue dashed line) corresponds to the velocity u‖ = 〈∆r · e‖〉/τ .

To understand the observed effects, we model the particle motion with the help of a Langevin
equation (Sec. 2.1.2). In the model, the directional uncertainty is again a result of the delayed
response of the feedback loop. During the delay time τ , the particle diffuses away from the
detected spot in the camera image giving rise to a deviating particle position and, thus, a
propulsion direction different than the intended one. This results in an angular distribution of
the propulsion velocities around the target direction p(θ) that can be approximated by

p(θ) ≈ (2πσ2
θ)−1/2e−θ

2/(2σ2
θ) , (4.27)

with σ2
θ = 2Dτ/R2 (see Sec. 4.2.5.9 for details). The important consequence is that the particle

motion not only possesses an active component along the target direction but also perpendicular
to it. The spread of positions perpendicular to the motion towards the target grows with an
active component and is not purely diffusive. Using the Langevin model, detailed in Sec. 4.2.5.9,
we find for the variances in tangential (σ‖) and perpendicular direction (σ⊥):

σ2
‖ = (1− σ2

yθ)u2
θτ

2 − e−σ
2
θu2
θτ

2 + 2Dτ , (4.28)
σ2
⊥ = σ2

yθu
2
θτ

2 + 2Dτ , (4.29)

with σ2
yθ = (1 − e−2σ2

θ )/2 and uθ = eσ2
θ/2u‖. As can be seen from Eq. (4.29), the perpendicular

component of the displacement σ⊥ has now a term proportional to the velocity (first term) and
the expected diffusive term. Thus, one expects that for small delays and small velocities the
uncertainty σ⊥ is governed by the diffusive motion (second term), while with larger velocities
and delays the first term dominates.
The angular distribution, Eq. (4.27), predicts an opening angle that is independent of the propul-
sion velocity u‖. This is confirmed in our experiments where we find a constant opening angle of
about θFWHM ≈ 50◦ (Fig. 4.40a). Furthermore, Fig. 4.40b shows that the experimental results
for σ2

‖ (blue circles) and σ2
⊥ (red squares) as functions of the velocity u‖ are in good agreement

with Eqs. (4.28) and (4.29) for the experimental opening angle 53◦.
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Fig. 4.40: a, The measured opening angle θFWHM as function of the propulsion velocity u‖ (green symbols).
b, The experimental variances of the tangential (orange symbols) and perpendicular (blue symbols) step size
distributions as functions of the velocity u‖ compared to the theoretical model for θFWHM = 40◦ (dashed
lines), θFWHM = 50◦ (solid lines) and θFWHM = 60◦ (dash-dotted lines).

This active directional uncertainty due to the delayed response might have important conse-
quences also for the motion of microscopic living systems such as bacteria. It suggests that a
large propulsion speed is actually not beneficial if the object responds with a delay to a specific
environmental signal244. The delay, active propulsion, and Brownian noise will induce a direc-
tional uncertainty that grows with increasing speed and lets the propelled object fail to reach
the target, while on average it has the right propulsion direction.

Fig. 4.41: Experimental feedback control of nine individual symmetric swimmers that are arranged on a grid
and reconfigured to a circle (Supplementary Video 3.3).

Control of Multiple Swimmers The actuation scheme, so far discussed only for a single mi-
croswimmer, can be extended to control a larger number of swimmers by quickly multiplexing
the laser focus between different particle positions within the time of the inverse frame rate τ .
Fig. 4.41 and Supplementary Video 3.3 demonstrate the control of nine individual symmetric
swimmers that are arranged on a grid pattern and reconfigured to a circle. Initially, the particles
are randomly distributed in the field of view. When the feedback control is enabled, each particle
is driven towards its nearest target and eventually confined there. As the resulting arrangement
is constantly actuated, the structure is dynamic as can be seen from Supplementary Video 3.3. A
fully simultaneous feedback control of multiple particles might be achieved using a spatial light
modular or a digital micro-mirror device.
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4.2.4 Conclusion
We have presented a fully steerable thermoplasmonic symmetric microswimmer that is self-
propelled by laser-induced self-thermophoresis. The asymmetry, inherently required for a self-
propulsion at low Reynolds numbers, is induced by the heating laser itself. In this way, the
active particle motion becomes independent of the rotational diffusion providing a substantially
higher level of control than previously possible for microswimmers with an asymmetric geom-
etry, for example, Janus-type particles. We find a dependence of the active particle velocity
on the feedback cycle time as well as on the displacement of the control laser, which can be
completely understood with our theoretical model. This model also suggests that microscopic
objects subjected to positional noise with a delayed response develop an active propulsion uncer-
tainty. This uncertainty could set, for example, a speed limit to bacteria targeting the propulsion
towards a specific goal. The design of the symmetric microswimmer enables an actuation with
high precision at the micrometer scale. The precise control of active particles will thereby allow
to create, for example, active particle systems in well controlled initial conditions, to explore
their mutual interactions and collective behaviors. Our approach can prepare dense ensembles
with a well defined number of members to lead self-assembly of non-equilibrium structures due
to phoretic and hydrodynamic interactions245–248. The feedback control allows the incorpora-
tion of non-reciprocal and delayed interactions with other active and passive real world objects,
where collective phenomena can emerge in an ensemble. We anticipate that the presented results
will be of relevance for the development of more complex self-propelled particle systems and
nanomachines as well as to study synthetic active particles systems.
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4.2.5 Supplementary Information
4.2.5.1 Sample Preparation

The sample consists of two glass coverslips (22 mm× 22 mm) confining a thin liquid film. First,
the coverslips were cleaned by rinsing successively with acetone, isopropyl and Milli-Q water
and dried with a nitrogen gun. To prevent sticking of the microparticles, the glass surfaces
were passivated with Pluronic F-127. To attain the adsorption of Pluronic F-127 in a brush-like
configuration the cleaned, hydrophilic coverslips were rendered hydrophobic with a thin layer of
polystyrene. Therefore, 30 µl of 1% polystyrene (PSS-Polymer, Mw = 88 kDa, PDI = 1.66)
dissolved in toluene was spin-coated at 8,000 rpm onto the coverslips, resulting in a polystyrene
layer thickness of about 100 nm. Subsequently, the coverslips are immersed in 1% Pluronic F-127
solution for 10 min. Thereafter, the coverslips were briefly dipped in Milli-Q water and dried
with a nitrogen gun. Subsequently, the edges of one coverslip were covered with a thin layer of
PDMS for sealing. The particle solution used for the experiments was prepared by dispersing
2.2 µm diameter gold-coated melamine formaldehyde (MF) particles (microParticles) in 0.1%
Pluronic F-127 solution. To passivate the surface of the particles, they have been washed in a
1% Pluronic F-127 solution before mixing. Finally, 0.6 µl of the mixed particle suspension is
pipetted in the middle of one of the coverslips and the other is placed on top. Depending on the
area covered by the liquid, typically about 14 mm × 14 mm, the resulting liquid film height is
about 3 µm. Chemicals, if not otherwise specified, have been obtained from Sigma-Aldrich.

4.2.5.2 Particle Tracking

The particle centers are detected as follows. First, we reduce the noise in the recorded image
using a two pixel median filter (Fig. 4.42a). Then we compute an inverted binary image using a
global threshold (Fig. 4.42b, c). Subsequently, a connected-component labeling algorithm is used
to identify and filter connected white pixel regions according to their pixel area (Fig. 4.42c). The
particles center position is then calculated from the center of mass of the detected inner particle
area.

a b c

Fig. 4.42: a, The recorded image. b, The binary representation of the image processed with a two pixel
median filter and a global threshold value. c, The inverted binary image with the detected particle centers
from the connected-component labeling depicted in blue.
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4.2.5.3 Propulsion Velocity

The solid blue curve Fig. 4.43 depicts the self-propulsion velocity as function of the displacement
δ for a particle radius of R = 1.1 µm and a beam waist of w0 = 0.81 µm obtained from the
numerical integration of Eq. (4.23). The result can be well approximated by the function

u(δ) = umax
δ

δmax
e(−δ2+δ2

max)/(2δ2
max) (4.30)

with u(δmax) = umax (Fig. 4.43, dashed blue curve).

Fig. 4.43: The propulsion velocity u as function of the displacement δ for R = 1.1 µm, w0 = 0.81 µm
and λ = 0.532 nm. The solid blue curve follows from Eq. (4.23) and the dashed blue curve represents the
approximation with Eq. (4.30). The vertical solid gray line depicts the particle radius R.

4.2.5.4 Beam Waist Dependence

Fig. 4.44 depicts the velocity as function of the displacement δ for different beam waists w0.

Fig. 4.44: The propulsion velocity u as function of the displacement δ for three different beam waists w0
(R = 1.1 µm and λ = 0.532 nm). The solid lines depict the numerical solution of Eq. (4.23) and the dashed
lines approximations with Eq. (4.30). The squares show umax for the given beam waist w0.

The maximum velocity umax as function of the beam waist w0 is depicted in Fig. 4.45a. For a
particle radius of R = 1.1 µm the optimal beam waist is w0 = 1.5 µm, 0.4 µm larger than the
particle radius. Fig. 4.45b depicts the optimal displacement δmax, that is, the displacement at
maximum velocity u(δmax) = umax, as function of the beam waist w0. For small beam waists,
the optimal displacement is equal to the negative particle radius R = 1.1 µm. With increasing
beam waist, the optimal displacement δmax reaches a negative minimum for w0 = 0.8 µm and
approaches −w0/2 for w0 � R.
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Fig. 4.45: a, The maximum velocity umax and b, the displacement δmax at maximum velocity as functions of
the beam waist w0 (R = 1.1 µm, λ = 0.532 nm). The solid gray line in (a), depicts the particle radius R,
whereas the dotted line depicts the beam waist used in our experiments (w0 = 0.81 µm). The dashed gray
line in (b) represents δmax = −w0/2.

4.2.5.5 Size Dependence

Fig. 4.46 depicts the velocity as function of the displacement δ for different particle radii R.

Fig. 4.46: The propulsion velocity u as function of the displacement δ for three different particle radii R
(w0 = 0.81 µm, λ = 0.532 nm). The solid lines depict the numerical solution of Eq. (4.23) and the dashed
lines represent Eq. (4.30). The squares show umax for the given radius R.

The maximum velocity umax as function of the particle radius R is depicted in Fig. 4.47a. With
decreasing particle radius, the maximum velocity is increasing which was previously also shown
for Janus particles12. However, for nanometer-sized swimmer particles, the surface temperature
is not well approximated anymore by Eq. (4.22). When R approaches RNP the self-propulsion
velocity will decrease and eventually become zero.

ba

Fig. 4.47: a, The maximum velocity umax and b, the displacement δmax at maximum velocity as functions of
the particle radius R (w0 = 0.81 µm, λ = 0.532 nm). The solid gray line in (b), represents δmax = −R, the
dashed line δmax = −R + 0.3 [µm] and the dotted line δmax = w0/2.
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Fig. 4.47b depicts the optimal displacement δmax as function of the particle radius R. With
decreasing particle size, the optimal displacement approaches −w0/2, where the intensity profile
I(x, y = 0, z = 0) of the Gaussian beam has its inflection point. For larger particles, the optimal
displacement is linearly decreasing with R as δmax = −R+ 0.3 [µm].

4.2.5.6 5CB Temperature Measurement

To estimate the temperature increment on the swimmer surface, the method introduced in
Sec. 3.4 is used. Therefore, symmetric swimmer particles were embedded in a 5CB sample
and heated with a focused laser as illustrated in Fig. 4.48a. The radius of the phase transition is
expected to increase linearly with the incident laser power since ∆T ∝ P0. The blue squares in
Fig. 4.48b depict the obtained phase transition radius Rpt as function of the incident laser power
P0 for a R = 1.1 µm radius particle heated in the center. If we assume a radially symmetric
temperature distribution, the surface temperature increment ∆T is given by

∆T = (35 ◦C− T0)(Rpt −R)
R

, (4.31)

where R is the radius of the swimmer and T0 = 25 ◦C is the surrounding temperature.

a

T > 35°C T < 35°C3 µm 5CB

Glass

Glass

2.2 µm

b

Fig. 4.48: 5CB Temperature Measurement. a, Sketch of the measurement principle and the sample ge-
ometry. b, The measured phase transition radius (Rpt, blue squares) and the temperature increment in 5CB
(∆T 5CB

max , green squares) calculated using Eq. (4.31) as functions of the incident laser power P0. The tem-
perature increment in water (∆T H2O

max ) is by a factor of 4 smaller than in 5CB according to the ratio of the
thermal conductivities of the water and 5CB in its isotropic phase (κH2O/κ5CB = 4).

The thermal conductivity of 5CB in its isotropic phase is about κ5CB = 0.15 W m−1 K−1 (Ap-
pendix A2.3). For simplicity the thermal conductivity difference of the nematic phase is neglected
since the major part of the temperature distribution is within the isotropic phase. Since the ther-
mal conductivity of water is about κH2O = 0.6 W m−1 K−1, the temperature increment is smaller
by the factor of 4 when the microparticle is embedded in water. The obtained temperature in-
crement (∆TH2O

max , Fig. 4.48b) agrees well with the simulation result in Fig. 4.35b.

4.2.5.7 Frame Rate Dependence

The position of the laser focus can only be readjusted with a certain delay due to the finite frame
rate τ−1 of the image acquisition. During the time τ , the position of the laser is fixed, whereas
the particle is moving away from the laser focus due to its self-propelled motion. Since the
propulsion velocity depends on the distance to the laser focus (Fig. 4.43), the detected velocity
will always be smaller than the instantaneous velocity. To get the total displacement ∆x within
the time τ , we numerically solve the integral equation∫ τ

0
dt = τ =

∫ δ+∆x

δ

1
u(δ′;umax, δmax) dδ′ = f(∆x; δ)
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for ∆x as function of the initial displacement δ. Here, we have used dδ = u(δ)dt and Eq. (4.30)
for the distance dependence of the instantaneous velocity. The detected velocity is then obtained
from 〈u〉 = ∆x/τ . The resulting detected velocity as function of the initial displacement δ is
plotted in Fig. 4.49.

Fig. 4.49: The detected velocity 〈u〉 as function of the initial displacement δ for different inverse frame rates
τ . The solid gray line depicts the particle radius R and the dashed gray line the optimal displacement for
τ = 0 corresponding to Fig. 4.43. Squares denote the maximum detected velocity 〈u〉max for the given τ .

ba

Fig. 4.50: The maximum detected velocity 〈u〉max (a) and the optimal initial displacement δmax (b) as func-
tions of the inverse frame rate τ . b, The solid gray line depicts the particle radius R and the dashed gray line
the optimal displacement for τ = 0.

Both the maximum detected velocity, 〈u〉max, and the optimal initial displacement, δmax, decrease
with decreasing frame rate (Fig. 4.50a, b). When the laser is placed closer to the particle center,
the particle will pass through the velocity maximum during the time τ instead of moving away
from it, leading to a higher detected velocity.

4.2.5.8 Power Dependence of the Particle Velocity

The non-linear power dependence of the velocity is also a result of the finite frame rate τ−1.
Within the time τ , the particle moves and the instantaneous velocity decreases as the laser
position is fixed. Similarly as in the previous section, we approximate the distance dependency
of the velocity with

u(δ) = umax(P0) δ

δmax
e(−δ2+δ2

max)/(2δ2
max) , (4.32)

where we assume that the velocity maximum depends linearly on the incident heating power,
umax ∝ P0. To get the total displacement ∆x within the time τ , we numerically solve the integral
equation ∫ τ

0
dt = τ =

∫ δmax+∆x

δmax

1
u(δ′;umax, δmax) dδ′ = f(∆x; vmax)
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for ∆x as function of umax ∝ P0 for a fixed initial displacement δmax. The detected velocity is
then obtained from 〈u〉 = ∆x/τ . Fig. 4.51 shows that the detected velocity 〈u〉 increases non-
linearly with the incident laser power P0 and, thus, also the maximum velocity umax ∝ P0. The
maximum attainable velocity 〈u〉max = limP0→∞〈u〉 turns out to be proportional to the frame
rate 〈u〉max ∝ τ−1 (Fig. 4.51b).

ba

Fig. 4.51: a, The detected velocity as function of the incident laser power P0 (umax ∝ P0) for different inverse
frame rates τ . b, The maximum attainable velocity 〈u〉max = lim P0→∞〈u〉 as function of the inverse frame
rate τ .

4.2.5.9 Noise Influence Model

Consider the situation depicted in Fig. 4.38 where the microswimmer is propelled to the right
in the direction of e‖. The desired position of the laser is depicted by the black dot at (−R, 0).
However, during the time τ between the measurement (determination of the target point for the
laser) and switching on the laser, the particle diffuses from the position (0, 0) to (x,−y), and,
thus, the actual coordinates of the target point for the laser are (−x − R, y) instead of (R, 0).
The actual direction of the particle is, thus, declined by the angle θ = arctan(y/(x + R)) from
the intended direction. Due to the stochasticity of the Brownian motion, the angle θ is a random
variable. Its probability density can be calculated as

p(θ) =
∫ ∞
−∞

∫ ∞
−∞

δ

(
θ − arctan

(
y

x+R

))
1

4πDτ exp
(
−x

2 + y2

4Dτ

)
dxdy , (4.33)

where we integrate over the Gaussian distribution of the displacements (x, y) during the time τ .
The integration can be performed exactly, but the result is not very enlightening. An intuitive
formula can be derived if the variances 〈x2〉 = 〈y2〉 = 2Dτ are much smaller than the square
particle radius R2, that is, if the particle diffuses during the time τ by much less than R. Then,
the angle θ is small and we can use arctan (y/(x+R)) ≈ y/R yielding the Gaussian probability
density

p(θ) ≈
∫ ∞
−∞

∫ ∞
−∞

δ
(
θ − y

R

) 1
4πDτ exp

(
−x

2 + y2

4Dτ

)
dxdy = 1√

2πσ2
θ

exp
(
− θ2

2σ2
θ

)
(4.34)

with the variance:
σ2
θ = 2Dτ

R2 . (4.35)

As a result of the used approximation, the density, Eq. (4.34), is normalized for θ ∈ (−∞,∞) and
not for θ ∈ (−π,π). For the parameters τ = 30 ms, D = 0.20 µm2 s−1 and R = 1.1 µm used in
the experiment, an opening angle of θFWHM = 2

√
2 ln 2σθ 360◦/(2π) = 13.4◦ is predicted. This

value is about four times smaller than the values measured in our experiments (Fig. 4.39a, b).
This disagreement follows from the fact that, in experiments, the displacement of the particle
during the time τ is caused not only by diffusion but also by the self-propulsion, leading to a
significant increase in the variance σθ. As expected from Eq. (4.35) the opening angle θFWHM is
approximately constant in our experiments (Fig. 4.40a). For smaller laser powers (P0 < 0.1 mW)
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the opening angle θFWHM is substantially increased and the assumption that θ is small is not
valid anymore.
To describe the influence of noise on the directed motion of the swimmer, let us assume that the
particle moves due to the average drift velocity u‖ := 〈u〉 along the x- axis a certain distance ∆x.
The time required for the particle to arrive then is t = ∆x/u‖. On the way, the particle position
also spreads in the y-direction. Due to the delay τ , the particle in the y-direction not only
diffuses, but also acquires a drift velocity u⊥. This drift velocity fluctuates with each step such
that the motion of the particle during a single step can be described by the Langevin equation:

∂x/∂t = u cos(θ) +
√

2D ξx(t) ,

∂y/∂t = u sin(θ) +
√

2D ξy(t) ,

where u denotes the magnitude of the thermophoretic velocity and ξx, ξy are stochastic variables
with a delta-correlated Gaussian distribution and zero mean (Sec. 2.1.2). Assuming that the angle
θ between the intended direction (x-direction) and the actual direction is normal distributed
according to Eq. (4.34), we find that the first terms on the right-hand side of the Langevin
equation obey:

u‖ = 〈u cos(θ)〉 = u e−σ
2
θ/2 ,

u⊥ = 〈u sin(θ)〉 = 0 ,

〈u2 cos2(θ)〉 = u2 cosh(σ2
θ) e−σ

2
θ ,

〈u2 sin2(θ)〉 = u2 sinh(σ2
θ) e−σ

2
θ .

First two moments of the coordinates x(τ) = x0 +
∫ τ

0 (u cos(θ) +
√

2D ξ(t)) dt and y(τ) = y0 +∫ τ
0 (u sin(θ) +

√
2D ξ(t)) dt after one time step τ thus read:

〈x〉 − 〈x0〉 = u‖ τ , (4.36)
〈y〉 − 〈y0〉 = 0 , (4.37)

〈x2〉 − 〈x〉2 = σ2
‖ =

(
cosh(σ2

θ)− 1
)
u2
‖τ

2 + 2Dτ , (4.38)
〈y2〉 − 〈y〉2 = σ2

⊥ = sinh(σ2
θ)u2

‖τ
2 + 2Dτ . (4.39)

Fig. 4.40b shows the parallel (σ2
⊥) and perpendicular (σ2

⊥) variances as functions of the average
velocity in the direction of the propulsion u‖ for different opening angles θFWHM. The experi-
mental results are plotted as squares in Fig. 4.40b and are in good agreement with the predicted
variances for an opening angle of θFWHM = 50◦, in agreement with the experimental value.

4.2.5.10 Video Files

The Supplementary Videos are available at https://www.doi.org/10.5281/zenodo.5831821.

Video 2.1: A symmetric swimmer driven between two target positions.

Video 2.2: A symmetric swimmer confined at a target position.

Video 2.3: Control of nine individual symmetric swimmers that are arranged on a grid and
reconfigured to a circle.

https://www.doi.org/10.5281/zenodo.5831821
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4.3 Active Particle Feedback Control with a Single-Shot
Detection Neural Network

4.3.1 Abstract
The real-time detection of objects in optical microscopy allows their direct manipulation, which
has recently become a new tool for the control, for example, of active particles. For larger
heterogeneous ensembles of particles, detection techniques are required that can localize and
classify different objects with strongly inhomogeneous optical contrast at video rate, which is
often difficult to achieve with conventional algorithmic approaches. We present a convolutional
neural network single-shot detector which is suitable for real-time applications in optical mi-
croscopy. The network is capable of localizing and classifying multiple microscopic objects at
up to 100 frames per second in images as large as 416 × 416 pixels, even at very low signal-to-
noise ratios. The detection scheme can be easily adapted and extended to new particle classes
and additional parameters as demonstrated for particle orientation. The developed framework
is shown to control self-thermophoretic active particles in a heterogeneous ensemble selectively.
Our approach will pave the way for new studies of collective behavior in active matter based on
artificial interaction rules.

Illustration of the localization and classification of microscopic objects. Rendered using Blender
2.83 and the Cycles Renderer.

The section is based on the following article:

[P3] M. Fränzl and F. Cichos, Active Particle Feedback Control with a Single-Shot Detection
Convolutional Neural Network, Sci. Rep. 10, 12571 (2020)

The article has been adapted and revised. Details on the author contributions are provided in
the “List of Publications” section.

https://doi.org/10.1038/s41598-020-69055-2
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4.3.2 Introduction
Optical microscopy can provide structural information but also allows us to follow dynamical pro-
cesses from single molecules and nanoparticles to cells and organisms. Images with high spatial,
temporal, and also spectral resolution may be obtained. Especially the ability to see dynamic
processes opens the possibility to influence these processes in real-time via feedback control. In
the field of single-molecule detection, this has been demonstrated with the electrokinetic89 or
the thermophoretic trap8. In both cases, the optical images are analyzed in real-time to extract
particle or molecule positions to control electric or temperature fields for positioning purposes.
Similarly, feedback control can explore new physics in optical tweezers249 or control active par-
ticles by specific rules10,11,85. Such synthetic active particles mimic the active propulsion of
biological species like bacteria or larger organisms88. While the biological species are able to
exchange signals to form collective states like swarms or to break the action-reaction principle,
their synthetic counterparts are still missing these features. Feedback control of active particles
introduces the possibility to respond to external events or neighboring active particles by com-
plex behavioral rules allowing a completely new approach to study the consequences of sensorial
interactions in biological species. This field is of quickly growing interest80,243,250 yet the control
is still focused on active particles of the same size and shape due to the lack of more advanced
real-time image processing algorithms. New algorithms which can localize and classify a large
amount of active species of different size, shape and signal-to-noise ratio will pave the way to new
studies. The main requirements for those new approaches are i) to be able to process images at
video rate, ii) the ability to differentiate between multiple species, iii) to work at different opti-
cal contrasts and signal-to-noise ratios (SNR). These requirements are often met by algorithmic
approaches using thresholding and centroid calculation or even more advanced versions. Yet,
the more complex the image is, for example, having particles with different contrasts, the bigger
is the computational effort that has to be spend at the cost of speed97–99. Recently, machine
learning methods have been introduced to the field of optical microscopy and single-particle de-
tection. Those methods are used for image segmentation, holographic reconstruction, and also
particle tracking100–105. Methods for particle and object tracking currently employed in digital
microscopy are based on convolutional neural networks designed for post-processing and are not
optimized for a small latency. Their approach is limited by the fact that they often slide smaller
regions of interest over a larger image to detect multiple objects of the same class. The network
therefore has to be called multiple times per frame, which is time consuming. The detection of
different object classes then even requires separate networks to be trained, which hampers their
use for real-time detection considerably. Using neural networks which detect and classify objects
in a single step would therefore be of considerable interest for the above mentioned feedback
control applications.
We present a single-shot convolutional neural network enabling the detection and classifica-
tion of objects in optical microscopy images in real-time. The network is employed in an op-
tical microscopy setup for the manipulation of microparticles propelled by laser-induced self-
thermophoresis. The actuation of these active particles is based on a feedback control of a
steerable, focused laser beam and hence requires a detection of the positions of the particles as
fast as possible. A single-shot neural network architecture251,252 together with a GPU implemen-
tation in LabVIEW allows us to perform the particle localization and classification in real-time
at a speed of up to 100 frames per second (fps) for 416 × 416 pixel sized images where the
processing speed is not limited by the number of objects available in the image. With the help
of this approach we are able to actuate active particles in mixed samples with passive particles
and at very low SNRs previously not accessible by algorithmic approaches.
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4.3.3 Results and Discussion
Network Structure, Training and Deployment The used single-shot detection (SSD) approach
is based on the YOLO framework251–253 where we adapted the TinyYOLOv2252 network ar-
chitecture. It uses 9 convolutional layers with a 3 × 3 kernel and 6 max-pooling layers with a
2 × 2 kernel (Fig. 4.52, Tab. 4.1) to simultaneously predict multiple bounding boxes and class
probabilities for those boxes. The last convolutional layer has a 1 × 1 kernel and reduces the
data to the output shape 13× 13×B · (4 + 1 +C), where for each 13× 13 grid cells B bounding
boxes and C class probabilities are predicted.
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Fig. 4.52: Illustration of the TinyYOLOv2 architecture.

Tab. 4.1: TinyYOLOv2 architecture.

Type Filters Size/Stride Output
Input 416 × 416
Conv. 16 3 × 3/1 416 × 416

Maxpool 2 × 2/2 208 × 208
Conv. 32 3 × 3/1 208 × 208

Maxpool 2 × 2/2 104 × 104
Conv. 64 3 × 3/1 104 × 104

Maxpool 2 × 2/2 52 × 52
Conv. 128 3 × 3/1 52 × 52

Maxpool 2 × 2/2 26 × 26
Conv. 256 3 × 3/1 26 × 26

Maxpool 2 × 2/2 13 × 13
Conv. 512 3 × 3/1 13 × 13

Maxpool 2 × 2/1 13 × 13
Conv. 1024 3 × 3/1 13 × 13
Conv. 1024 3 × 3/1 13 × 13
Conv. (4 + 1 + C) ·B 1 × 1/1 13 × 13
Output
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The input image is divided into 13 × 13 grid cells (Fig. 4.53a). For each grid cell the network
predicts 5 bounding boxes. For each bounding box the position and size of an object as well as the
confidence of detection and a probability for each class are predicted (Fig. 4.53b). Bounding boxes
with confidence values above an object threshold are used for further evaluation (Fig. 4.53c). A
non-maximum suppression (NMS) algorithm with a threshold value is used to remove overlapping
bounding boxes that belong to the same object. The object class is assigned according to the
maximum value of the predicted class probabilities. A more detailed description of the output
decoding can be found in Sec. 4.3.5.1.

x y w h p1p0

Bounding Box Class Prob.

p2 pC....

Obj.
Conf.

G Gx x B

G      G = 13     13x x Object Threshold = 0.6

10 ms

NMS Threshold = 0.45

ba c

Fig. 4.53: a, The network takes an input RGB image of size 416 × 416 pixel and divides it into a G×G grid.
Here, we used G = 13. b, For each grid cell it predicts B bounding boxes, confidence for those boxes and C
class probabilities. Here, we used B = 5 and C = 2. These predictions are encoded in a G×G×B ·(4+1+C)
output tensor. The line thickness of the bounding boxes in (b) depicts the object confidence whereas the
color of the bounding box is selected according to the highest class probability. c, Only bounding boxes with
an object confidence larger than a certain object threshold are retained. A non-maximum suppression (NMS)
algorithm and a NMS threshold value is used to remove overlapping bounding boxes that belong to the same
object. Typical values are 0.6 and 0.45 for the object and NMS threshold, respectively.

The network is trained in Python/Keras using the TensorFlow backend254–256 on a GeForce GTX
1660 Ti GPU without any pre-trained weights. The corresponding Python scripts for the training
of the network and the generation of synthetic training data are supplied with Supplementary
Information and explained in detail in Secs. 4.3.5.2 – 4.3.5.5. While the synthetic datasets used
in this work resemble darkfield microscopy images of nano- and microparticles, Janus-type as
well as rod-like and elliptical microparticles, any other training set may be used. Note that all
images are assumed to be in focus without changing the contrast of diffraction patterns when
defocusing. We train the network with a training set of 25000 images and a validation set of
5000 images for 10 epochs and a batch size of 8. The image generation takes about 30 min on
an Intel Core i7 9700K 8 × 3.60 GHz CPU and the training process about 1 hour on a GeForce
GTX 1660 Ti GPU.
The trained network graph is exported and deployed to a LabVIEW program developed in the lab
which is controlling our microscopy setup. The LabVIEW implementation comprises dynamic
link libraries (DLLs) written in C that take an RGB image as input and deliver the decoded
output. To get the fastest possible image processing the DLLs are using the GPU supported
TensorFlow C API. The details concerning the software can be found in Sec. 4.3.5.6. Using a
GeForce GTX 1660 Ti GPU an inference time of about 10 ms is achieved for RGB images with
a size of 416 × 416 pixels. This inference time might be further improved by employing a faster
GPU or smaller input image sizes.
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Evaluation of the Network Performance The performance of the network is evaluated for
various synthetic datasets. We evaluate the accuracy of the position detection for single objects,
close encounters, and the number of false/true positive and negative detections for multiple
objects within an image. These parameters are evaluated for single and multiple class training
data sets as a function of the SNR. The SNR of an image is defined as the ratio of the particles
mean signal to the standard deviation of the signal. The details of the investigated datasets
(Dataset 1–3) are provided in Sec. 4.3.5.5.
When trained with a single class dataset a root-mean-square error (RMSE) of the localization
of about one pixel is obtained (Fig. 4.54a and Supplementary Fig. 4.76a). We achieve subpixel
resolution using a class-dependent offset correction (see Sec. 4.3.5.7 for details). For increasing
SNR, the error decreases and saturates at a constant value of about 0.5 pixel after offset cor-
rection. This is contrary to algorithmic approaches, where the RMSE scales with the inverse
of the SNR257. Thus, algorithmic approaches will yield better accuracy for high SNR for single
class detection but also a stronger dependence on the SNR. For low SNRs in the range of 1 to
10 our network compares well to the localization accuracy of advanced, algorithmic methods257.
While recent machine learning approaches have shown even better performance in terms of the
localization accuracy103, their approach for multiple particle, multiple species detection is com-
monly more time consuming due to sliding window approaches, which require the network to be
run multiple times for a single frame. This often precludes the application of these networks in
situations where real-time information is required. For a two-class training dataset (Dataset 3),
the RMSE slightly increases and saturates for high SNRs at about 1 pixel. For the identification
of separate particles in close encounters Fig. 4.54b and Supplementary Fig. 4.76b illustrate that
the predicted distance nicely reflects the true distance down to a value of 2σ. Here, 2σ is the size
of the particle. Remarkably, for ring-shaped particles, it is even possible to detect overlapping
particles (Supplementary Fig. 4.76b). Furthermore, it is shown that even when one particle is
by a factor of 10 darker than the other, the network still detects the two particles with the same
accuracy as for equal contrast (Fig. 4.54c and Supplementary Fig. 4.76c).

SNR = 1 SNR = 5 SNR = 30 d = 2σ d = 6σd = 4σ S1 / S2 = 0.25 S1 / S2 = 0.5 S1 / S2 = 1.0

d = 4σSNR = 15

SNR = 1 SNR = 5 SNR = 30

a b c

Fig. 4.54: Network performance for a single class training set (Dataset 1). a, The root mean-squared error
(RMSE), that is, the root mean-squared distance between the true and the detected center position, as
function of the SNR. Each SNR value was sampled with 1000 images containing one particle with randomized
position. b, Detected distance as function of the true distance for SNR = 15. Each distance was sampled
with 100 images containing two particles with randomized position and orientation. The error bars indicate
the standard deviation of the predicted distances. The lower graph depicts the percentage of images where
two particles have been detected. c, Predicted distance as function of the signal ratio averaged over 100
sample images containing two particles with randomized position and orientation. The error bars indicate
the standard deviation of the predicted distances. The lower graph, again, depicts the percentage of images
where two particles have been detected.

For more than two particles within an image, the detection performance is evaluated in terms
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of the percentage of true positive, false negative, and false positive detections (Fig. 4.55 and
Supplementary Fig. 4.77). The number of true positive detections starts to drop at SNR < 3 at
the cost of false negatives. At SNR = 1, about 50 % of the objects are still detected, while only
about 1 % are detected false positive. This is remarkable since at a SNR level of 1 it is even
difficult to identify objects by eye (see SNR = 1 in Fig. 4.54a). Notably, no classification errors
have been observed when tested on synthetic images.

a b
SNR = 20 96 %

Fig. 4.55: a, Detection output for an image with 10 particles and SNR = 20. b, Percentage of true positives
(blue squares), false negative (red squares) and false positive (green squares) detection as function of the
SNR. Each SNR value was a sample with 100 images containing 10 particles at randomized positions as
plotted in (a). For all images the detection output was decoded with an object threshold of 0.6 and a NMS
threshold of 0.45.

The number of classes to be localized and classified in an image can be easily extended to more
than two classes (Supplementary Fig. 4.78). In principle, the network can be trained for several
thousand object classes252. Situations with multiple classes are very challenging for conventional
algorithmic localization and classification91,92,94–99,257,258 even if the individual particles have
a high SNR. As a demonstration, we have trained our network with a dataset containing five
different particle classes: Spots, ring-shaped and Janus-type particles as well as rod-like and
elliptical particles (Dataset 4). Fig. 4.56 illustrates the performance of the model. The different
particle classes are accurately identified despite their different sizes, orientations, and intensities.
Even rod-like particles are properly distinguished from elliptical particles. The latter two particles
are very difficult to separate in algorithmic approaches. The proposed neural network-based
detection technique will, therefore, be advantageous, especially in cases with multiple species
and heterogeneous optical contrast.

Fig. 4.56: Multiple training classes. Predicted loca-
tions, sizes and classes for a test image for a model
trained with five different particle classes.

Elliptical

Janus-Type

Rod-Like

Ring-Shaped

Spot

Experimental Feedback Control of Active Particles Considering the inference time of 10 ms
and the localization RMSE of about 1 pixel as well as the independence of the processing speed
on the number of particles in the image, the above-presented network is well suitable for real-
time detection and feedback control of active particles. To demonstrate the capabilities of the
network, we studied the feedback-controlled actuation of active particles introduced in Sec. 4.2.
The experimental test should also verify the model that has been trained with synthetic data
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under real experimental conditions, which may differ from the ideal training situation (reality
gap). The experimental setup and the sample preparation are similar to Sec. 4.2: We observe
2.2 µm diameter symmetric microswimmer particles and 0.5 µm diameter PS particles in a
thin liquid film using a darkfield microscope (see Sec. 3.1 and Sec. 4.2.5.1 for details). In our
experimental setup the swimmer particles appear with a ring-shaped intensity profile whereas
the smaller PS particles have an approximately Gaussian intensity profile. To effectively control
the microswimmers the laser focus needs to be placed with an offset δ from the particle center
in real-time requiring the precise detection of the particle center with low latency (Fig. 4.57).
Details on the self-propulsion mechanism and its dependence on the offset δ, the laser power and
the feedback delay can be found in Sec. 4.2. Here, the detection of the particle center as well as
their classification is achieved with the help of our neural network in contrast to the algorithmic
approach used in Sec. 4.2.

a b

u
R

δ

z

x
1 µm

δ

rt
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Target
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c d

Fig. 4.57: a, Sketch of a symmetric microswimmer particle composed of a 2.2 µm diameter melamine
formaldehyde (MF) particle (R = 1.1 µm) covered with 8 nm diameter gold nanoparticles with a surface
coverage of about 10 %. When asymmetrically heated with a focused laser (λ = 532 nm) an inhomogeneous
surface temperature is generated resulting in a self-thermophoretic motion away from the laser focus. b, To
control the propulsion direction of the swimmer, the laser focus is placed with an offset δ from the particle
center at rh, opposite to the desired target location r t. c, Synthetic darkfield image of a swimmer particle
used to train our neural network. d, A swimmer particle as recorded in our experimental setup and detected
by the trained neural network (Dataset 3).

For the experimental detection the network was trained with a two-class dataset: Gaussian spots,
as observed for the 0.5 µm PS particles and ring-shaped intensity profiles as observed for the
2.2 µm particles. Different magnifications are taken into account by training the network for
different scales, that is, different sizes of the two classes (Dataset 3). The camera was set to
acquire images with a size of 512 × 512 pixels at an inverse frame rate of 40 ms (25 fps). To
match the network input size the monochrome images from the camera are rescaled to 416 ×
416 pixels and converted to grayscale RGB images. The inference of particle positions requires
only about 10 ms. Additional 30 ms are needed for the processing of the particle positions and
writing the uncompressed image data to disk.
We first evaluate the accuracy of the feedback control of a single active particle. Similar to
Sec. 4.2 we extract the dependence of the particle velocity on the laser power by driving the
particle between two target positions (Fig. 4.58a, Supplementary Video 3.1). We recover the non-
linear scaling of the particle velocity with increasing laser power and find a maximum velocity
of about umax = 10 µm s−1 for an inverse framerate of τ = 40 ms. Note, that the maximum
velocity decreases exponentially with τ (see Fig. 4.36a, b for ref.) emphasizing the importance
of our network’s fast execution speed.
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a b
Target 1 Target 2 Target

Fig. 4.58: a, The particle velocity derived from an experiment driving the particle between two target positions
for an inverse frame rate of τ = 40 ms (Supplementary Video 3.1). With increasing laser power the particle
velocity saturates at about 10 µm s−1 (dashed curve). The solid curve corresponds to the numerical result
according to Eq. (4.26). The inset shows the recorded trajectories for a power of 0.2 mW. b, The control
accuracy as function of the laser power derived from an experiment confining a single particle for a certain
time at a target position (Supplementary Video 3.2). The dashed and dotted curves are the contributions
from the 2D sedimentation (dashed) and the particle overshooting (dotted). The sum of both contributions
is represented by the solid curve. The left inset depicts the 2D position distribution for a power of 0.1 mW.

Similar to Sec. 4.2 we extract the dependence of the control accuracy on the heating power by
confining a single particle for a certain time at target position (Fig. 4.58b, Supplementary Video
3.2). We characterize the confinement by the positioning error ρ =

√
〈(r − rt)2〉, where r and

rt are the coordinates of the particle and the target, respectively. As we have already seen
in Sec. 4.2, Fig. 4.37a the positioning error has two regimes. (i) If the particle displacement
during the inverse frame rate τ due to the self-thermophoretic propulsion is smaller than the
displacement due to the diffusion, the positioning error is represented by a simple sedimentation
model: The particle is radially driven towards the target with a velocity u against its diffusive
motion with the diffusion coefficient D. In the steady state the characteristic length scale is
ρ1 =

√
6D/u as indicated by the dashed curve in Fig. 4.58b. (ii) With increasing particle

velocity the positioning error gets defined by an overshooting of the particle over the target
position. This is due to the finite sampling of the particle position with the inverse frame rate τ .
The overshooting distance is twice the distance traveled within the inverse frame rate ρ2 = 2uτ
and increases with increasing power as shown by the dotted curve in Fig. 4.58b. The sum of
both contributions, ρ =

√
ρ2

1 + ρ2
2, is depicted as solid curve in Fig. 4.58b. The minimum in the

positioning error is found as ρmin = 140 nm for umin = 1.8 µm s−1. To achieve a control accuracy
as high as possible the inverse frame rate τ needs to be as small as possible, again, highlighting
the demand for fast image processing in active particle feedback control.

a b c

Fig. 4.59: a, Experimental feedback control of nine individual active particles in a grid pattern at low SNR
(Supplementary Video 3.3). b, Threshold representation of the image shown in (a) pre-processed with a
3× 3 median filter. c, Experimental feedback control of six individual active particles in a hexagonal pattern
(Supplementary Video 3.4) surrounded by passive 0.5 µm diameter polystyrene particles.
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To control multiple particles they are addressed by quickly multiplexing the laser focus with
∆t = 100 µs between the different particle positions within the inverse frame rate time τ .
Therefore, the incident laser power is available for a time τ/n to each of the n particles decreasing
the average laser power per particle. Fig. 4.59a and Supplementary Video 3.4 demonstrate
the control of nine individual active particles in a grid pattern at very low SNR. Initially, the
particles were randomly distributed in the field of view. When the feedback control is enabled
each particle is driven towards its nearest target and eventually confined there. As the resulting
arrangement is constantly actuated the structure is dynamic as can be seen from Supplementary
Video 3.4. The structure can be maintained even at very low SNR were a real-time detection
of the particles with algorithmic approaches is already quite challenging. Fig. 4.59b shows a
threshold representation of Fig. 4.59a, pre-processed with a 3 × 3 media filter for reference.
Fig. 4.59c and Supplementary Video 4 demonstrate the control of six active particles (yellow
boxes) with a background of passive PS particles (blue boxes). Here, in addition to Fig. 4.59a, a
classification of the particles was required. Despite their lower intensity, the PS particles are still
detected by the network and all particles are properly classified. Fig. 4.60 and Supplementary
Video 3.5 demonstrate the dynamic arrangement of multiple active particles to the letters “OSA”,
once more, illustrating the networks’s detection capabilities. Two additional control patterns are
provided with Supplementary Video 3.6. Notably, for all experiments, the same trained network
(Dataset 3) was used and no fine-tuning of any parameters was required.

Fig. 4.60: Experimental feedback control of multiple active swimmers particle arranged to the letters “OSA”
(Supplementary Video 3.5); a demonstration experiment prepared for a meeting of the Optical Society of
America (OSA). The images show a field of view of 57 µm× 57 µm.

Extension to Additional Parameters – Orientation Detection While the discussion so far
referred to particle positions and particle classes, one may extend the network also to include
other parameters. The orientation of objects becomes particularly interesting when particles
lack spherical symmetry or have anisotropic optical properties. As can be seen for the elliptical
and rod-like particles in Fig. 4.56 the orientation of objects with a 180◦ rotational invariance
can be partly retrieved from the aspect ratio of the detected bounding boxes. Nevertheless, this
yields an ambiguity of 90◦ since one cannot distinguish between, for example, −45◦ and 45◦. In
the case of objects with no rotational invariance and a quadratic bounding box, an orientation
detection via the aspect ratio of bounding boxes is not possible at all. This is the case for
Janus particles10,11,95. Janus particles, when consisting of a hemispherical gold layer on top of
a spherical polymer particle (Fig. 4.61a) result in a darkfield image as shown Fig. 4.61b. The
image, therefore, allows for detection of the particle orientation but not from the bounding box.
To allow also for the prediction of the orientation, the network needs to be modified and a
new parameter, that is, an angle ϕ, needs to be introduced to the loss function and the anno-
tation format (Sec. 4.3.5.10). Fig. 4.61c shows the detection output of the extended network
trained for Janus type particles (Dataset 5). An experimental detection example is illustrated in
Fig. 4.61b. An extension of the network to detect even more parameters such as the z-position
of the particle or the out-of-plane rotation is easily possible emphasizing the flexibility of the
network architecture259,260. A more detailed description of the extended network can be found
in Sec. 4.3.5.10. The detection of multiple classes within the extended network is readily possible
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and illustrated in Fig. 4.61c for a network trained with Dataset 6.

c d

300 nm

a

b

500 nm

Fig. 4.61: a, A scanning electron microscopy (SEM) image of a Janus particle (gold-capped, 1 µm diameter
polystyrene particle) taken from the Supplementary Information of Ref. 11. b, Darkfield image of a 1 µm
diameter Janus particle with in-plane orientation. The green box depicts the detection of the extended
network. c, A synthetic sample image with multiple Janus-type particles overlayed with the location and
orientation detection by the extended network (green boxes). d, Detection example for the extended network
trained with five particle classes (Dataset 6).

4.3.4 Conclusion
In summary, we have shown that the adaption of a single-shot convolutional neural network allows
us to localize and classify objects in optical microscopy images with an inference time of about
10 ms. The speed of the classification and localization is independent of the number of particles
and the complexity of the image. While algorithmic approaches will be faster and more accurate
for simple images and particle shapes including one species and high signal-to-noise ratio (SNR
> 10), our method is suitable for multiple species detection with large signal-to-noise variations
in the image. We analyzed the network performance with synthetic images and demonstrated its
experimental application to feedback actuated self-thermophoretic active particles while tracking
individual gold nanoparticles in the background. Feedback controlled active particle systems
deliver a unique possibility to create artificial interactions between synthetic active particles
to mimic sensorial interactions in living species which break the action reaction principle in
physics. Using this approach we envision further applications in the control of active matter
and a combination with other machine learning techniques, for example, reinforcement learning
for adaptive control and particle navigation261. The real-time localization and classification
capability of the network presented here is an important step towards active particle systems
that are fully self-regulated by machine learning techniques, where the feedback control and
image detection are interconnected. Autonomous systems have the potential to explore new
emergent phenomena in heterogeneous active particle ensembles and might be even employed to
discover spatial and temporal feedback policies that also drive group formation in living matter.
Furthermore, our work has the potential to control processes in even more challenging imaging
situations such as in biological species. The source code and scripts of our framework are open
source and can be easily adapted and extended for these applications.
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4.3.5 Supplementary Information
4.3.5.1 Output Decoding

The network takes an input RGB image of the size 416×416 pixels and divides that input image
into 13× 13 grid cells (Fig. 4.53a). For each grid cell it predicts B bounding boxes and for each
bounding box an object confidence as well as probabilities for each of the C classes. The output
is encoded in a 13 × 13 × B · (4 + 1 + C) tensor. Since there are 13 × 13 = 169 grid cells, for
B = 5, the network predicts 169 ·5 = 845 bounding boxes at once (Fig. 4.53b). For C = 2 classes
each bounding box is then described by 4 + 1 + C = 7 data elements (Fig. 4.62a).

IOU  = 

b c

tx ty tw th p1p0

Bounding Box Class Prob.

p2 pC....

Obj.
Conf.

G Gx x B

a

Fig. 4.62: a, The output shape of the YOLOv2 network. b, Example of duplicate bounding boxes before the
non-maximum suppression (NMS). c, The intersection over union (IOU) of the two bounding boxes.

YOLOv2 predicts the coordinates of the bounding boxes relative to the location of the grid cell
using anchor boxes. This bounds the ground truth to fall between 0 and 1. If the location of the
grid cell is cx, cy and the relative width and height of the anchor box are bw, bh, the predictions
tx, ty, tw, th correspond to:

x = σ(tx) + cx ,
y = σ(ty) + cy ,
w = bw etw ,
h = bh eth ,

where σ(t) = (1 + e−t)−1 is the logistic activation function, x, y the center location and w, h
the width and height of the bounding box relative to the input image size. The network does
not predict the bounding boxes directly. Instead it predicts probabilities and adjustments for
a set of anchor boxes. The object confidence p0 for the bounding box is the probability that
the bounding box contains an object whereas p1, p2, . . . , pC are the probabilities that the object
belongs to a certain class. From the 845 predicted bounding boxes most will have a very low
object confidence, so we only keep the boxes whose object confidence is larger than a certain
object threshold (Fig. 4.53c). There still may be boxes remaining that largely overlap with each
other but belong to the same object (Fig. 4.62b). To remove these duplicate bounding boxes
a non-maximum suppression (NMS) algorithm is applied. The algorithm selects the bounding
box with the highest confidence and removes any bounding boxes with an intersection over union
(Fig. 4.62c) larger than a given NMS threshold. Finally, the class of the bounding box is assigned
according to the highest class probability.

4.3.5.2 Neural Network Training

The network is trained using a sum-squared error between the predictions and the ground truth
to calculate the loss (Sec. 4.3.5.3). We trained the network with synthetic images (Sec. 4.3.5.4)
with a size of 416 × 416 pixels . Whereas we trained the network with grayscale images, it is
also possible to train the network with colored images. For each image the ground truth for
the bounding boxes and the classes are stored in an associated XML file in the Pascal VOC
format. A dataset comprises a set of training images, a set of validation images and a set of test
images. Typically, the size of the validation set is 20% of the size of the training set. We trained
the network without pre-trained weights for 10 epochs and batch sizes of 8. For details on the
implementation in Python/Keras see Sec. 4.3.5.6.
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4.3.5.3 Loss Function

The following section presents a discussion of the loss function mainly reproduced from Ref. 262.
YOLOv2 uses the following sum-squared error (SSE) for the loss function:

Loss = λloc

G2∑
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B∑
j=0

1objij
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)2 +
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The first two terms represent the localization loss, terms 3 and 4 the confidence loss and the last
term the classification loss.

General Remarks

(a) The loss function penalizes classification errors only if an object is present in that grid cell.

(b) Since there are B = 5 bounding boxes for each cell we need to choose one of them for the
loss. This will be the box with the highest IOU with the ground truth box so the loss will
penalize the localization loss if that box is responsible for the ground truth box.

(c) The sum-squared error weights localization errors equally with classification errors.

1st Term

λloc

G2∑
i=0

B∑
j=0

1objij

((
xi − x̂i

)2 +
(
yi − ŷi

)2)
SSE between the predicted box location (x, y) and the ground truth location (x̂, ŷ). We sum over
all 13× 13 grid cells (G = 13) and for each grid cell we sum over all 5 boxes (B = 5). To comply
with (a) and (b) a binary variable 1objij is used so that 1objij = 1 if box j in grid i contains an
object and box j is responsible for detecting that object, otherwise 0 (The box is responsible for
detecting an object if it has the highest IOU with the ground truth box between the B boxes).
As mentioned in (c) the SSE weights localization errors equally with classification errors. To
give the localization error a higher weight in the loss function the parameter λloc = 5 is used.

2nd Term
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The 2nd term is similar to the 1st term, but calculates the SSE in the box dimensions. To reflect
that small deviations in large boxes matter less than in small boxes, YOLO uses the square root
of w and h. Otherwise the SSE would weight errors in large boxes and small boxes equally.
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3rd Term

λobj
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i=0

B∑
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1objij

(
Ci − Ĉi

)2

This is the confidence error where 0 ≤ C ≤ 1 and Ĉ = 1.

4th Term

λno obj

G2∑
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B∑
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ij

(
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)2

If there is no object in the grid we only need to take care about the confidence C (The confidence
needs to be zero when there is no object). The variable 1no obj

ij = 1 if box j in grid i contains no
object or box j is not responsible for detecting that object, otherwise 0. Since many grid cells
do not contain any object, this pushes the confidence scores of those cells quickly towards zero
This can lead the training to diverge early. To attenuate the decrease of the loss from confidence
predictions of boxes that do not contain objects, the parameter λno obj = 0.5 is used.

5th Term

λclass

G2∑
i=0

B∑
j=0

1obji

∑
c∈ classes

(
pi(c)− p̂i(c)

)2

Here, the errors for all class probabilities in the 13× 13 grid cells are summed.

4.3.5.4 Synthetic Image Generation

Here we list the generation functions used to simulate the darkfield images of nano- and mi-
croparticles, Janus-type as well as rod-like and elliptical microparticles. Note that all images are
assumed to be in focus.

Spots

Function used to generate a Gaussian intensity distribution:

I(x, y, {x0, y0;σ}) = I0 exp
(
− (x− x0)2 + (y − y0)2

2σ2

)
. (4.41)

y0

x0

P0

Fig. 4.63: Example of an intensity distribution generated with Eq. (4.41).
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Ring-Shaped

Function used to generate a ring-shaped intensity distribution:

I(x, y, {x0, y0;σ,R}) = I0 exp
(
−
(√

(x− x0)2 + (y − y0)2 −R
)2

2σ2

)
. (4.42)

y0

x0

P0

Fig. 4.64: Example of a ring-shaped intensity distribution generated with Eq. (4.42).

Janus-Type

Function used to generate a Janus-type intensity distribution:

I(x, y, {x0, y0,ϕ;σ,R}) = I0 cos2(α) exp
(
−
(√

(x− x0)2 + (y − y0)2 −R
)2

2σ2

)
. (4.43)

Here, α is given as:

α = 1
2 arccos

(
(x′ − x0)√

(x′ − x0)2 − (y′ − y0)2

)
,

where x′ and y′ are coordinates in the reference frame of the particle center:

x′ = (x− x0) cos(ϕ)− (y − y0) sin(ϕ) ,
y′ = (x− x0) sin(ϕ) + (y − y0) cos(ϕ) .

y0

x0

φ

P0

Fig. 4.65: Example of a Janus-type intensity distribution generated with Eq. (4.43).
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Ellipse

Function used to generate an elliptical, two-dimensional Gaussian intensity distribution:

I(x, y, {x0, y0,ϕ;σx,σy}) = I0 exp
(
−(a(x− x0)2 + 2b(x− x0)(y − y0) + c(y − y0)2)

)
, (4.44)

where a, b and c are given in terms of the orientation angle θ:

a = cos(ϕ)2

2σ2
x

+ sin(ϕ)2

2σ2
y

, b = − sin(2ϕ)
4σ2

x

+ sin(2ϕ)
4σ2

y

, c = sin(ϕ)2
2σ2

x

+ cos(ϕ)2

2σ2
y

.

y0

x0

φ

P0

Fig. 4.66: Example of an elliptical intensity distribution generated with Eq. (4.44).

Rod-Like

Function used to generate a rod-like intensity distribution:

I(x, y, {x0, y0,ϕ; `,w,σ}) = I0 {Π(x0, y0,ϕ; `,w) ∗ g(σ)}(x, y) . (4.45)

Here, ∗ denotes the convolution of a two-dimensional, rectangular function Π with a Gaussian
function g, where `, w are the length and width of the rectangle and σ2 the variance of the
Gaussian function.

y0

x0

φ

P0

w

l

Fig. 4.67: Example of a rod-like intensity distribution generated with Eq. (4.45).
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4.3.5.5 Datasets

This section gives an overview of the investigated synthetic datasets and the parameters used
for their generation. Here, [a . . . b] denotes a uniform distribution of random samples between a
and b. The SNR of an image is defined as the ratio of the average signal value to the standard
deviation of the signal.

Dataset 1

Dataset 1 comprises 25000 images for training and 5000 images for validation. The SNR of the
images is randomly distributed with SNR = [1 . . . 30].

Tab. 4.2: Parameters for Dataset 1.

Particle Type Eq. Parameters # Particles

Spots (4.41)
I0 = [0.1 . . . 1]
σ = 3 N1 = [1 . . . 20]

Fig. 4.68: Sample images from Dataset 1.

Dataset 2

Dataset 2 comprises 25000 images for training and 5000 images for validation. The SNR of the
images is randomly distributed with SNR = [1 . . . 30].

Tab. 4.3: Parameters for Dataset 2.

Particle Type Eq. Parameters # Particles

Ring-Shaped (4.42)
I0 = [0.1 . . . 1]
R = 8
σ = 4

N2 = [1 . . . 10]

Fig. 4.69: Sample images from Dataset 2.
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Dataset 3

Dataset 3 comprises 25000 images for training and 5000 images for validation. The SNR of the
images is randomly distributed with SNR = [1 . . . 30].

Tab. 4.4: Parameters for Dataset 3.

Particle Type Eq. Parameters # Particles

Spot (4.41)
I0 = [0.1, . . . 1]
σ = [2 . . . 4] N1 = [1 . . . 20]

Ring-Shaped (4.42)
I0 = [0.1 . . . 1]
R = [6 . . . 10]
σ = 4

N2 = [1 . . . 10]

Fig. 4.70: Sample images from Dataset 3.

Dataset 4

Dataset 4 comprises 125000 images for training and 25000 images for validation. The SNR of
the images is randomly distributed with SNR = [1 . . . 30].

Tab. 4.5: Parameters for Dataset 4.

Particle Type Eq. Parameters # Particles

Spot (4.41)
I0 = [0.1, . . . 1]
σ = [2 . . . 4] N1 = [5 . . . 15]

Ring-Shaped (4.42)
I0 = [0.1 . . . 1]
R = [6 . . . 10]
σ = 2

N2 = [1 . . . 5]

Janus-Type (4.43)
I0 = [0.1 . . . 1]
R = 8
σ = 3

N3 = [1 . . . 5]

Ellipses (4.44)
I0 = [0.1 . . . 1]
σx = 4
σy = 12

N4 = [1 . . . 5]

Rods (4.45)

I0 = [0.1 . . . 1]
w = 3
` = [15 . . . 30]
σ = 2

N5 = [1 . . . 5]
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Fig. 4.71: Sample images from Dataset 4.

Dataset 5

Dataset 5 comprises 25000 images for training and 5000 images for validation. The SNR of the
images is randomly distributed with SNR = [1 . . . 30].

Tab. 4.6: Parameters for Dataset 5.

Particle Type Eq. Parameters # Particles

Janus-Type (4.43)
I0 = [0.1 . . . 1]
R = 8
σ = 3

N3 = [1 . . . 10]

Fig. 4.72: Sample images from Dataset 5.

Dataset 6

Dataset 6 comprises 125000 images for training and 25000 images for validation. The SNR of the
images is randomly distributed with SNR = [1 . . . 30]. Parameters are the same as in Dataset 4.

Fig. 4.73: Sample images from Dataset 6.
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4.3.5.6 Software Framework (YOLOTrack)

The network is trained and evaluated in Python/Keras using the TensorFlow backend254–256.
For real-time inference the model graph is exported as protocol buffer file (*.pb) and parameters
required to decode the YOLOTrack output are exported to a configuration file (*.ini). These
files are imported by the C based dynamic link libraries TF.dll, YOLOTrack10.dll that are
easily integrable in other programming languages such as LabVIEW and C++. Fig. 4.74 shows
the structure of the software framework.

tensorflow.dll

LabVIEW C++

TF.dll YOLOTrack10.dll

. . .
Python/Keras

Training Inference

model.pb, model.ini

TensorFlow Backend

Fig. 4.74: Structure of the developed framework used for training and GPU supported real-time detection.

The TF.dll is a general TensorFlow library for model inference build on top of the TensorFlow
C API (tensorflow.dll). It can be used with any TensorFlow model and is not specific to
YOLOTrack. The YOLOTrack10.dll adds specific functions required to decode the YOLOTrack
output and does not depend on the TensorFlow C API. The source code as well as a detailed
documentation is available at https://github.com/molecular-nanophotonics.

4.3.5.7 Offset Correction

The trained network can have a sub-pixel localization offset. However, once trained the offset
vector is constant and can be corrected by subtraction (Fig. 4.75). The offset vector is indepen-
dent of the SNR but depends on the object class. In general, a correction is only required when
seeking for sub-pixel resolution.

v

Fig. 4.75: Example for the correction of an offset vector v .

To correct the offset for a specific class, the error/offset from the ground truth is sampled with
1000 synthetic images containing only one object of that class at randomized positions. The
offset vector is then calculated from the mean of the offset distribution. The offset correction
has to be done for every model and individually for all object classes.

https://gitHub.com/molecular-nanophotonics/YOLOTrack
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4.3.5.8 Detection Performance: Single Class, Ring-Shaped

SNR = 1 SNR = 5 SNR = 30 S1 / S2 = 0.25 S1 / S2 = 0.5 S1 / S2 = 1.0

d = 2.5RSNR = 15

SNR = 1 SNR = 5 SNR = 30

a b cd = 1.5R d = 5Rd = 2.5R

Fig. 4.76: Detection performance for Dataset 2. a, The root mean-squared error (RMSE), that is, the root
mean-squared distance between the true and the detected center position, as function of the signal-to-noise
ratio (SNR). Each SNR value was sampled with 1000 images containing one particle with randomized position.
b, Detected distance as function of the true distance for SNR = 15. Each distance was sampled with 100
images containing two particles with randomized position and orientation. The error bars indicate the standard
deviation of the predicted distances. The lower graph shows the percentage of images where two particles
have been detected. c, Predicted distance as function of the intensity ratio averaged over 100 sample images
containing two particles with randomized position and orientation. The error bars indicate the standard
deviation of the predicted distances. The lower graph shows the percentage of images where two particles
have been detected.

a bSNR = 20 96 %

Fig. 4.77: Detection performance for Dataset 2. a, Detection output for an image with 10 ring-shaped
particles for SNR = 20. b, Percentage of true positives (blue squares), false negative (green squares) and
false positive (red squares) detection as function of the SNR. Each SNR value was sampled with 100 images
containing 10 particles at randomized positions as shown in (a). For all images the detection output was
decoded with an object threshold of 0.6 and a NMS threshold of 0.45
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4.3.5.9 Detection Performance: Two Classes, Spots + Ring-Shaped

a b
SNR = 20

91 %

Fig. 4.78: Detection performance for Dataset 3. a, Detection output for an image with 10 spot and 5 ring-
shaped particles for SNR = 20. b, Percentage of true positives (blue squares), false negative (green squares)
and false positive (red squares) detection as function of the SNR. Each SNR value was sampled with 100
images containing 10 spot and 5 ring-shaped particles at randomized positions as shown in (a). For all images
the detection output was decoded with an object threshold of 0.6 and a NMS threshold of 0.45.

4.3.5.10 Extension for Orientation Detection

To allow for an orientation detection the network needs to be modified. We normalized the 360◦
range of possible orientations to a range from 0 to 1 and adapted YOLOTrack 1.0 to directly
predict the orientation of the bounding box via a single regression number ϕ (Fig. 4.79).

YOLOTrack 1.0 YOLOTrack 1.1

tx ty tw th p1p0 p2 pC... tx ty tw th p1p0 p2 pC...φ

Fig. 4.79: The output shape of YOLOTrack 1.0 vs. YOLOTrack 1.1.

In the loss function the mean squared error between the ground truth ϕ̂i and the predicted angle
ϕi was added:

λϕ

G2∑
i=0

B∑
j=0

1objij (ϕi − ϕ̂i)2 .

The output is bound between 0 and 1 using the logistic activation function σ(t) = (1 + e−t)−1.

4.3.5.11 Video Files

The Supplementary Videos are available at https://www.doi.org/10.5281/zenodo.5831821.

Video 3.1: Single particle driven between two target positions.

Video 3.2: Single particle confined at a target position.

Video 3.3: Positioning of six active particles at low SNR on a grid pattern.

Video 3.4: Positioning of six active particles in a hexagon with a background of passive particles.

Video 3.5: Arrangement of up to nine active particles to display the letters “OSA”.

Video 3.6: Control of nine active particles that are transformed from a grid to a circular pattern.

https://www.doi.org/10.5281/zenodo.5831821
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4.4 Thermophoretic Trap for Protein Aggregation Studies
4.4.1 Abstract
The aggregation of soluble proteins into highly ordered insoluble amyloid fibrils is fundamental
for the understanding of neurodegenerative disorders. One of the challenges in the study of
protein aggregation and amyloid formation is the disentanglement of the sample heterogeneity
that is inherent to the nucleation and growth process of protein aggregates. So far, most of
the information about the growth of fibrillar protein structures is inferred from studies of the
ensemble growth kinetics, where all species ranging from monomers via oligomers, protofibrils
and fibrils of different length are probed at the same time. Based on these, combined with
modelling approaches, a number of processes termed secondary nucleation have been suggested
which comprise, for example, the fragmentation of fibrils as important processes for the formation
of pathogenic structures. However, none of these secondary processes has ever been observed
directly due to the lack of experimental techniques which allows investigating a freely diffusion
single fibril for longer time periods. Here, we present a method to isolate and observe single fibrils
in heterogeneous ensembles using thermophoretic trapping. With this approach we enable, for
the first time, the investigation of single fibrils free in solution for several hours. Combined with
rotational diffusion measurements we are able to monitor length changes well below the optical
resolution limit allowing to investigate the dynamics of fibril growth, secondary nucleation or fibril
breakup which are typically hidden in the ensemble average. We demonstrate our technique for
single Aβ40, Aβ42 and pyroglutamyl-modified amyloid-β variant (pGlu3-Aβ3-30) amyloid fibrils.

Illustration of an amyloid fibril in a thermophoretic trap. Rendered using Blender 2.83 and the
Cycles Renderer.

The section is based on the following article:

[P4] M. Fränzl, T. Thalheim, J. Adler, D. Huster, J. Posseckardt, M. Mertig, and F. Cichos,
Thermophoretic Trap for Single Amyloid Fibril and Protein Aggregation Studies, Nat.
Methods 16, 611 (2019)

The article has been adapted and revised. Details on the author contributions are provided in
the “List of Publications” section.

https://doi.org/10.1038/s41592-019-0451-6
https://doi.org/10.1038/s41592-019-0451-6
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4.4.2 Introduction
The self-organization of individual molecular units into functional or pathological structures
is fundamental for life107–112. The aggregation of proteins into fibrillar structures may also
yield toxic assemblies which are connected to a variety of diseases, ranging from Alzheimer’s
disease263 and Parkinson’s disease264 to type II diabetes265. In case of amyloid formation proteins
undergo a conformational change from their native structure into a β-sheet configuration to
form highly-ordered amyloid fibrils115,266,267. Fig. 4.80a illustrates the native structure of the
Aβ40 peptide268 associated with Alzheimer’s disease. Their β-sheet configuration found in Aβ40
fibrils269 is depicted in Fig. 4.80b.
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a b

Fig. 4.80: a, The native structure of Aβ40 in aqueous solution. Specific regions on the peptide are colored in
red for the N terminus (residues 1 to 16), gray for the central hydrophobic cluster (17 to 21), green for the
turn (22 to 29), and blue for the C terminus (30 to 40). The hydrophobic side chains are represented as gray
sticks. Adapted from Ref. 270. b, Sketch of the β-sheet structure found in Aβ40 fibrils. The gray and blue
arrow represent the two β-sheets. The unstructured N terminus is represented in red and the turn in green.
Adapted from Ref. 271.

Native

β-Sheet

Missfolded Nucleus

Fragmentation

Secondary Nucleation

OligomersPeptide Nucleus Fibril

Nucleation Growth

Growth

Fig. 4.81: The nucleation of amyloid fibrils starts with a conformational change of the native protein into a
misfolded state. These states are transient, heterogeneous and of unknown structure. One of these states
initiates formation by assembling into oligomeric species. Some of these oligomers can then associate and
transform into a β-sheet-rich nucleus. The nucleus then rapidly assembles into a fibril by recruiting other
monomers at its ends. As fibrils grow, they can fragment yielding more fibril ends that are capable of elongation
by the addition of monomers and processes, such as secondary nucleation, in which oligomer formation is
catalysed on the surface of a fibril have been suggested112.
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It is believed that monomers first assemble into oligomeric species112,272 initiated by a cur-
rently unknown change of their native configuration. These loosely ordered oligomers then trans-
form into a highly ordered β-sheet structured nucleus273, from which fibrils are growing113,116
(Fig. 4.81). In case of Aβ the fibrils themselves may be non-toxic274, but seem to catalyze the for-
mation of pathogenic oligomeric aggregates272,275 in secondary processes such as fragmentation,
branching and surface catalyses276–280.
A fundamental difficulty in the investigation of protein aggregation and other macromolecular
nucleation and growth processes is the heterogeneity of the ensemble studied281–283. Ensembles
contain aggregates of different sizes which grow in an unsynchronized way. Single fibril optical
microscopy studies284–286 aim to disentangle the heterogeneous ensemble, but none of those
experiments has been able to follow the growth of a freely suspended fibril without the perturbing
immobilization at a solid interface287–289. Secondary processes like fibril fracture have been
proposed116,119,277, but never observed directly. Here, we present a method that allows not
only to spatially confine a single fibril over time periods of several hours in solution without
any surface immobilization, but also to observe the growth of a single fibril. We show that the
rotational diffusion coefficient provides a unique measure for dynamic length changes of fibrils
with a precision down to a few nanometers. The long observation periods enable us to identify
rare events of fibril fracture visually in the recorded images as well as in the time traces of the
rotational diffusion coefficient confirming directly the existence of secondary processes during the
growth of amyloid fibrils.

4.4.3 Results and Discussion
We enable the observation of single amyloid fibrils over long time periods by using thermophoretic
drifts of single molecules and nano-objects in temperature gradients as a result of the temper-
ature dependent solute–solvent interactions49,53,56. A given temperature gradient ∇T causes a
thermophoretic drift of a suspended object at a velocity u = −DT∇T as a result of a variety
of physical mechanisms56 (Sec. 2.3). The strength of this drift is characterized by the thermo-
diffusion coefficient DT, which is in most cases found to carry a positive sign. Accordingly,
molecules and particles are repelled from the hot regions. In liquids, the thermophoretic drift
competes with Brownian motion characterized by the translational diffusion coefficientDt and the
Soret coefficient ST = DT/Dt is given by their relative strength. Values of ST = 0.01 . . . 10 K−1

are observed depending on the size and the composition of the nano-object56.

f = 100 Hz
Chrome Ring

Amyloid Fibril

808 nm

a
10 µm

b

1 µm

10 µm

Fig. 4.82: a, Illustration of the trapping mechanism and the sample geometry. A chrome ring (10 µm inner
diameter, 12 µm outer diameter, 50 nm height) is heated by a focused 808 nm laser rotating along the
circumference of the ring at f = 100 Hz. The trapped fibril is imaged by the fluorescence of Thioflavin T
(ThT). b, Simulated time-averaged temperature increment ∆T (r) = T (r)− T0 in the trap (T0 = 20◦C) for
a heating laser power of P0 = 1 mW (Sec. 4.4.5.2). The temperature profile is averaged over the liquid film
thickness of 1 µm.
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We designed a temperature field with the help of an optically heated, 10 µm diameter chrome
ring deposited on a glass coverslip to provide high temperature gradients at low temperature
increments (Fig. 4.82a). The chrome structure is heated by a focused laser beam (w0 ≈ 500 nm
beam waist) of 808 nm wavelength, which is rotated by an acousto-optic deflector (AOD) along
the circumference of the ring with a frequency of f = 100 Hz. The heat released from the chrome
structure creates a time-averaged temperature field in the surrounding liquid film (Fig. 4.82b),
which is confined to a thickness of about 1 µm by a second glass coverslip (see Sec. 4.4.5.1 for
details on the sample preparation). The temperature field has been obtained from finite element
simulations (Sec. 4.4.5.2) and matches the temperature obtained from reference measurements
on the Brownian motion of single polystyrene colloids in water (see Sec. 4.4.5.3 for details). At
an incident laser power of P = 1 mW, the central temperature is elevated by ∆Tcenter = 11.3 K
as compared to the ambient temperature, T0 = 20 ◦C. The temperature contrast from the center
to the chrome ring is about ∆Tmax −∆Tcenter = 8.9 K.

Fluorescence Detection The fibrils are imaged using Thioflavin T (ThT) as fluorescent marker
(Supplementary Fig. 4.94, Supplementary Videos 4.1 and 4.2). In presence of amyloid fibrils,
ThT gives a strong fluorescence signal with a peak at approximately 482 nm when excited with
445 nm (Fig. 4.83a). The fluorescence of ThT is enhanced upon binding to the β-sheet structure
of amyloid fibrils290,291. In absence of fibrils the fluorescence of ThT is quenched by a non-
radiative rotational decay about the central C-C bond290. The binding of ThT is transient292,
providing the advantage of less photobleaching and no interference with the fibrillation process293.
We used a ThT concentration of 20 µM which is supposed to be the optimal concentration for
Aβ40 fibrils293. For a continuous excitation of ThT, photobleaching is found to be sufficiently
weak to observe single fibrils over at least several 10 minutes at a time resolution of τ = 30 ms
(Fig. 4.83b). TEM images of the investigated Aβ40 fibrils are provided in Sec. 4.4.5.5.

S

N
N

S

N
N

a b

S

N
N

Fig. 4.83: a, Fluorescence spectra of Thioflavin T (ThT) in presence of Aβ40 monomers (black) and fibrils
(blue) excited with 445 nm. The transmission band of the emission filter (Chroma Technology, ET490/40) is
depicted in light grey. The insets show the chemical structure of ThT and the non-radiative rotational decay
about the central C-C bond. b, ThT intensity of a trapped fibril plotted over time. The raw data is shown in
gray while the blue line represents a moving average. The dashed black line marks the initial intensity value.

Effective Trapping Potential During the observation periods we have access to the center of
mass (COM) position and the in-plane orientation of the fibril in each frame (see Sec. 4.4.5.6
and Supplementary Video 4.3 for details). A recorded COM position distribution for a trapped
Aβ40 fibril with a length of L = 1.5 µm is depicted in Fig. 4.84a (Dataset 1). The probability
density to find a particle in a non-uniform temperature is given by (Sec. 2.3.1)

p(r) = p0 e−ST∆T (r) , (4.46)

where ST = DT/Dt is the Soret coefficient and ∆T (r) is the local temperature increment
∆T (r) = T (r)−T0 with respect to the ambient temperature T0. As illustrated in Fig. 4.84b the
temperature distribution in the center of the trap has a nearly parabolic shape. Hence, the tem-
perature gradient in the parabolic region is linear and the trap resembles in good approximation
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a harmonic trap. If the temperature distribution is approximated by a parabolic function

∆T (x) = α

2 x
2 + ∆Tcenter , (4.47)

where α describes the curvature (Fig. 4.84b), the probability distribution is Gaussian:

p(x) = p0 e−STαx
2/2 . (4.48)

A fit of Eq. (4.48) to the experimental data in Fig. 4.84a is depicted as solid black curve in
Fig. 4.84b. The probability to find a fibril in the radial interval [r, r + dr] is then defined by
pR(r) dr = p(r) 2πdr. With

∫∞
0 pR(r) dr = 1 and Eq. (4.48) we find

pR(r) = STα r e−STα r
2/2 , (4.49)

corresponding to a Rayleigh distribution. A fit of Eq. (4.49) to the experimental data in Fig. 4.84a
is depicted as solid black curve Fig. 4.84c. Eq. (4.48) as well as Eq. (4.49) can be used to directly
extract the Soret coefficient from the histogram of the particle positions, when the temperature
profile ∆T (r) is known. From the radial distribution we find a Soret coefficient of ST = 1.5 K−1

for a Aβ40 fibril with L = 1.5 µm length where we have used α = 0.38 estimated for the curvature
(Sec. 4.4.5.3).

a b c

Fig. 4.84: a, Detected center of mass (COM) positions of a trapped single Aβ40 fibril with L = 1.5 µm length
recorded over a time period of 5 minutes (Dataset 1). b, Line profile through the position distribution in (a)
fitted with a Gaussian distribution (solid black curve). The solid green line represents a line profile through
the time-averaged temperature distribution in Fig. 4.82b. The dashed green curve represents a parabolic
approximation of the temperature profile. c, Radial position distribution determined from the COM positions
and fitted with a Rayleigh distribution (solid black curve). The radial distribution has been used to calculate
the Soret coefficient.

Displacement Statistics Displacement statistics is used to obtain the diffusion coefficients of
the fibril. Therefore, we calculate the in-plane displacement vector between two subsequent
frames:

∆r(t) = r(t+ τ)− r(t) . (4.50)

The displacement vector is then used to characterize the motion of the fibril in two different
reference frames, the trap structure reference frame and the fibril reference frame (Fig. 4.85). To
obtain the diffusion coefficient and the thermophoretic drift velocity, we project the displacement
vector ∆r to the tangential direction et and the radial direction er of the trap reference frame:

∆rt(t) = ∆r(t) · et , (4.51)
∆rr(t) = ∆r(t) · er . (4.52)

The experimental results for Dataset 1 are depicted in Fig. 4.86a.
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The tangential displacements follow a Gaussian statistics (see Eq. (2.16) for ref.):

p(∆rt) = 1√
4πDtτ

e−∆r2
t /(4Dtτ), (4.53)

with a variance σ2 = 2Dtτ and a zero mean as there is no drift acting along the tangential
direction of the trap. The radial displacements follow a Gaussian statistics as well, but with a
non-zero mean:

p(∆rr) = 1√
4πDtτ

e−(∆rr−uτ)2/(4Dtτ) . (4.54)

The non-zero mean is the result of the thermophoretic drift within the time lag τ , which equals
∆rr = uτ assuming that the drift velocity is always radial, u = uer. The radial drift velocity is
varying with the distance R from the center of the trap, u(R). The distance dependence reflects
the temperature gradient in the trap ∇T . To measure the radial dependence of the drift velocity,
we analyze displacements which start in an interval [R,R+∆R]. Supplementary Fig. 4.97 displays
the resulting velocity for 5 different distance intervals from a measurement of a single fibril of
length L = 1.5 µm. The radial drift velocity is linearly increasing as the temperature profile
can be approximated by a parabolic function. For comparison, we also analyzed the mean of
the tangential displacement distributions. As there is no thermophoretic drift acting along the
tangential direction the drift velocity is close to zero.

Cr
er

et

Δr (t)
e

e

Δr (t + τ)

r (t)

R + ΔRR

Fig. 4.85: Sketch showing the decomposition of the fibril dis-
placements ∆r according to the trap structure reference frame
(centered at the trap structure, unit vectors er and et) and the
fibril reference frame (fixed in the center of mass of the fibril,
unit vectors e‖ and e⊥).

The anisotropy of the fibril diffusion is accessed by projecting the displacement ∆r to the long
axis e‖ and the short axis e⊥ of the fibril (Fig. 4.85):

∆r‖(t) = ∆r(t) · e‖ , (4.55)
∆r⊥(t) = ∆r(t) · e⊥ . (4.56)

Depending on the orientation of the fibril, the displacements in Eqs. (4.55) and (4.56) contain
contributions of the drift velocity u. To obtain the drift-free displacement, we project the dis-
placements along in the fibril frame to the tangential direction in the trap reference frame et:

∆r‖t (t) = ∆r‖(t) e‖ · et , (4.57)
∆r⊥t (t) = ∆r⊥(t) e⊥ · et , (4.58)

as depicted in Fig. 4.86b for Dataset 1. The displacements obey Gaussian statistics:

p(∆r‖t ) = 1√
4πDt‖τ

e−(∆r‖t )2/(4D‖t τ) , (4.59)

p(∆r⊥t ) = 1√
4πD⊥t τ

e−(∆r⊥t )2/(4D⊥t τ) , (4.60)

and the variances of these projected displacement distributions thus deliver the diffusion coeffi-
cients D‖t and D⊥t .
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Fig. 4.86: a, Probability density distribution of ∆r projected onto the radial direction er (∆rr) and tangential
direction et (∆rt) in the trap. The distributions obey Gaussian statistics (solid lines). The width of the
distributions deliver the average translation diffusion coefficient Dt. The slight displacement of the radial
distribution is due to the thermophoretic drift u. b, Decomposition of ∆r along the long axis e‖ (∆r‖) and
short axis e⊥ (∆r⊥) of the fibril. The width of the Gaussian statistics (solid lines) deliver the projected
principle axes of the diffusion tensor (D‖t , D⊥t ). c, Probability density distribution of angular displacements
∆ϕ of the long axis of the fibril. The experimental data follow Gaussian statistics (solid line). The width of
the Gaussian is used to determine the rotational diffusion coefficient (Dr).

The rotational diffusion is measured from the in-plane angle of the fibril in the trap structure
reference frame. The in-plane angle ϕ of the long axis with the horizontal axis of the trap
structure reference frame is the result of the tracking procedure (Sec. 4.4.5.6). We calculate the
angular displacement between two subsequent frames:

∆ϕ(t) = ϕ(t+ τ)− ϕ(t) . (4.61)

For small angular displacements, the probability density distribution follows a Gaussian distri-
bution as well:

p(∆ϕ) = 1√
4πDrτ

e−(∆ϕ)2/(4Drτ) . (4.62)

The variance of the distribution of the time series can be used to get an estimate of the rotational
diffusion coefficient Dr of the fibril.

Length Dependence We demonstrate the method for single Aβ40 fibrils of varying length
in an aqueous buffer (pH 8.4, 6 mM NaCl) in the absence of Aβ40 monomers (Datasets 1–
6, see Sec. 4.4.5.9 for details). The fibril length has been estimated from the optical images.
Fig. 4.87a, b display the obtained length dependence of the rotational diffusion coefficient Dr,
the average translational diffusion coefficient Dt and the Soret coefficient ST. As predicted for
rod-like macromolecules the average translation diffusion coefficient Dt follows an inverse linear
dependence on the length (see Sec. 4.4.5.10 for details):

Dt = 1
2
(
D
‖
t +D⊥t

)
=
kBT

(
3 ln(L/d) + 2ξ‖ + ξ⊥

)
8πηL ∝ L−1 , (4.63)

and the rotational diffusion coefficient Dr is inversely depending on the third power of the length:

Dr = 3kBT (ln(L/d) + ξr)
πηL3 ∝ L−3 . (4.64)

Here, L is the length and d is the diameter of the fibril (d ≈ 10 nm). The values of the end-
correction coefficients are ξ‖ = −0.114, ξ⊥ = 0.886 and ξr = −0.447294. Furthermore, we find a
linear increase of the Soret coefficient ST with the length of the fibril (Fig. 4.87b). The linear
dependence is the result of the inverse dependence of Dt on the length, ST = DT/Dt ∝ L
(see Eq. (2.80) for ref.). In agreement with literature53, the thermodiffusion coefficient is thus
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independent of the size of the object and found to be DT = 1.06 µm2 s−1 K−1. Fig. 4.87a, b also
include the corresponding data for Aβ40 under varying buffer conditions (pH between 6.1 and 8.8,
NaCl concentration between 1 mM and 150 mM in 25 mM phosphate buffer, Datasets 7–11). In
all cases, a long time trapping is possible. The found reduced Soret coefficients ST/L are similar
to the ones obtained for a 6 mM NaCl concentration highlighting the applicability of the method
to a wide range of buffer conditions. Only the highest salt concentration reveals a decreased
electrostatic contribution to the Soret coefficient128 (see Sec. 2.3.3 for ref.). Other protein fibrils
such as a pyroglutamyl-modified Aβ variant295,296 (pGlu3-Aβ3−40) and Aβ42

118,266,270,297 have
been successfully trapped for periods longer than 20 minutes and the extracted results seamlessly
integrate with the Aβ40 data (Fig. 4.87a, b, Datasets 12–13).

ba

Aβ42
pGlu3-Aβ3-40

pGlu3-Aβ3-40

pGlu3-Aβ3-40

Aβ42

Aβ42

Fig. 4.87: a, Length dependence of the average translational Dt and rotational diffusion coefficient Dr for
Aβ40. The lines display a fit to the experimental data according to the theoretically predicted dependence
of the diffusion of a rod (Dt ∝ L−1, Dr ∝ L−3, see Eqs. (4.63) and (4.64)). Vertical error bars for trans-
lational/rotational diffusion coefficients are calculated according to Sec. 4.4.5.11. The horizontal error bars
were estimated from the diffraction limit of the setup and the standard deviation of the major axis length.
The measurements on Aβ40 for different salt and pH conditions (Datasets 7–11) as well as the two additional
amyloid forming peptides, Aβ42 and pGlu3-Aβ3−40 (Datasets 12–13). The shape of the symbols encodes the
pH (circles: pH 6.1, squares: pH 7.4, triangles: pH 8.8). The two additional data points show the results
for two different peptides variants: Aβ42 (cross, pH 9.2) and pGlu3-Aβ3-40 (hexagon, pH 8.0). For the sample
sizes and buffer conditions see Sec. 4.4.5.9. b, Dependence of the Soret coefficient ST on the fibril length L
for Aβ40. The line represents the result of a linear regression, which yields a thermodiffusion coefficient of
DT = 1.06 µm2 s−1 K−1. Vertical error bars are calculated according to Sec. 4.4.5.11. The horizontal error
bars were estimated as described in (a). For the sample sizes and buffer conditions see Sec. 4.4.5.9. The
gray symbols in the inset show the reduced Soret coefficient ST/L for Aβ40 for varying salt and pH conditions
represented by the same symbols as in (a).

The strong length dependence of the rotational diffusion coefficient Dr delivers an extremely
sensitive tool to investigate fibril growth. We monitor the rotational diffusion coefficient of three
seed fibrils over time in the presence of Aβ40 monomers (Datasets 14–16) which enter and leave
the trap due to their lower Soret coefficient298 (ST ≈ 10−2 K−1). Fig. 4.88a shows the time
evolution of the rotational diffusion coefficient of two different fibrils (A, B) in the same sample
(pH 8.4, 6 mM NaCl) and a third fibril (C) under high pH and salt (pH 8.8, 150 mM NaCl). Fibril
A appears to be not growing, possibly due to defects at the fibril ends285. Fibril B exhibits a
decreasing rotational diffusion coefficient. With an initial length of L = 1.2 µm, the overall length
increase is determined to be 70 nm, which corresponds to a growth rate of 0.06 nm s−1. Fibril
C shows that growth can be also observed under higher pH and salt conditions as encountered
in the biological context and results in a higher growth rate of 0.17 nm s−1. Fig. 4.88b depicts
the measured data points for fibrils B and C in the expected length dependence of the rotational
diffusion coefficients together with the data from Fig. 4.87a. Monitoring the rotational diffusion
is therefore an excellent tool for observing fibrillar growth processes in single fibril studies.
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Fig. 4.88: a, Time dependence of the rotational diffusion coefficient for three different fibrils (Aβ40) in the
presence of Aβ40 peptide monomers (Datasets 14–16). The error bars represent the confidence intervals for
the statistical sample size and 90 % accuracy. Fibril A has a length of 2.1 µm and an initial rotational
diffusion coefficient of Dr = 0.8 rad2 s−1. The rotational diffusion coefficient is unchanged over a time period
of 20 minutes. Fibril B has a length of 1.2 µm and an initial rotational diffusion coefficient Dr = 2.8 rad2 s−1

which shows a continuous decrease attributed to a growth of 70 nm within a time period of 20 minutes. Fibril
C has an initial length of 1.9 µm and a Dr = 0.88 rad2 s−1 showing a continuous growth by about 300 nm.
For the sample sizes and buffer conditions see Sec. 4.4.5.9. b, Data points of fibril B and C converted to a
length according to the measured dependence in Fig. 4.87a.

The experimentally accessible time for single fibril studies can be extended to several hours since
the trapping mechanism does not require an observation of the fibrils as in feedback traps8,89.
Fig. 4.89a displays the intensity time trace of a fibril (D) over time periods of 5 minutes inter-
rupted by periods with no fluorescence excitation (Dataset 17). During the first 100 minutes,
no change in the rotational diffusion is detected. At about 118 minutes, a fibril fracture event
is captured on video. A small part breaks off from the fibril and leaves the trap (Fig. 4.89b,
Supplementary Video 4.4). As a result, the rotational diffusion coefficient shows a sudden in-
crease. The length change has been determined to be about 300 nm and delivers a direct hint
for a fracture mechanism as one of the suggested mechanisms of secondary nucleation112.
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Fibril
Fibril

Fragment FragmentFragment

t = 0 t = 0.6 s t = 1.3 s t = 1.4 s

Fibril Fibril

b

D

L = 1.62 µm

L = 1.13 µm

Fragmentation
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Fig. 4.89: a, Single fibril (D) of 1.62 µm length in an intermittent observation scheme (Dataset 17). The
fluorescence excitation is switched on for time periods of 5 minutes. The bars indicate the average rotational
diffusion coefficient within the observation period. At the end of the 6th observation period, a fibril breakup
is observed, which leads in the subsequent period to an increased rotational diffusion coefficient. The change
of the rotational diffusion coefficient corresponds to a length change of about 300 nm. b, The image series
from the fragmentation event indicated in (a). The large segment of fibril D stays in the trap, while the short
fragment leaves the trap structure (Supplementary Video 4.4).
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4.4.4 Conclusion
The thermophoretic trapping method put forward here provides a starting point for more complex
studies of molecular interactions and in particular of protein and macromolecular aggregation
processes at the single fibril level. The rotational diffusion coefficient has been revealed to be
a sensitive indicator of growth and can be combined with advanced statistical analysis methods
such as a change point analysis299 or wavelet transforms300 to identify changes. The detection of
rotational diffusion is not restricted to rod-like objects and can be extended to polarization re-
solved fluorescence detection291,301 with photodiodes for fast rotational diffusion measurements,
though the trapping of very small aggregates or oligomers will be challenging due to the small
Soret coefficients. The trap may be employed to access the size distribution of fibrils also by
using multiple traps in parallel. Furthermore, multicolor detection schemes can be introduced to
explore surface catalyzed secondary nucleation, and a combination with advanced microfluidics
could allow for cross seeding with different peptides variants. Since only relative temperature
increments are important for the trapping, the sample temperature can be lowered or increased
to provide temperature dependent measurements of fibrillation processes. Thus, thermophoretic
trapping of single amyloid fibrils enables a plethora of applications for the investigation of molec-
ular events that provide the basis for the understanding of folding diseases.
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4.4.5 Supplementary Information
4.4.5.1 Sample Preparation

The sample is comprised of two glass coverslips (22 mm× 22 mm) confining a thin liquid film.
One of the coverslips carries the trap structures fabricated by UV lithography (Fig. 4.90, see
paragraph below for details). The trap structures can be located either on the top or on the
bottom coverslip, but need to be facing towards the liquid. For the measurements presented
in this work the top configuration was used. First, the coverslips were thoroughly cleaned in
an ultrasonic bath with Hellmanex III (1%), acetone, isopropyle and Milli-Q water and dried
with a nitrogen gun. To prevent sticking of the fibrils, the glass surfaces are passivated with
Pluronic F-127. To attain the adsorption of Pluronic F-127 in a brush-like configuration, the
cleaned coverslips are rendered hydrophobic with a thin layer of polystyrene (PSS-Polymer, Mw
= 88 kDa, PDI = 1.66). 30 µl of 1 % polystyrene in toluene were spin coated at 8000 rpm
onto the coverslips, resulting in a polystyrene layer thickness of about 100 nm. Subsequently the
coverslips are immersed in 1 % Pluronic F-127 solution for 10 min. Thereafter, the coverslips
were briefly dipped in Milli-Q water and dried with a nitrogen gun. Subsequently the edges of the
lower coverslip were covered with a thin layer of PDMS for sealing. The fibril solution used for
the length dependent experiments was prepared by diluting 5 µl of the fibril stock solution (pH
8.8, 150 mM NaCl, see paragraph below for details) with 100 µl Milli-Q water containing 0.1 %
Pluronic F-127157 resulting in pH 8.4 (1 mM phosphate buffer) and 6 mM NaCl. 0.1 % Pluronic
F-127 was added to the solution to prevent the sticking of the peptides and fibrils. Control
experiments have been carried out showing that Pluronic F-127 does not alter the fibrillation
kinetics. For the buffer-dependent experiments 5 µl of the dialyzed fibril stock solution were
diluted with 100 µl of the corresponding buffer containing 0.1 % Pluronic F-127. For growth
experiments 0.1 mg of the peptide monomers were added to the solution. Finally, 2 µl of a 1 mM
ThT stock solution were added to attain a ThT concentration of about 20 µM293. Directly
after preparation 0.35 µl of the solution were pipetted in the middle of the lower coverslip. The
upper coverslip was placed on top with the chrome structures facing down and the liquid spreads
between the glass coverslips. Depending on the wetted area, typically about 18 mm× 18 mm,
the resulting thin liquid film is about 1 µm in height. Chemicals, if not otherwise specified, have
been obtained from Sigma-Aldrich.
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Fig. 4.90: a, CAD images of the trap structures on a 22 mm× 22 mm glass coverslip. The design comprises
arrays of rings with inner diameters of 8 µm, 10 µm, 14 µm and 20 µm each ring with a width of 1 µm. In
this work the 10 µm traps were used.

UV Lithography The trap structures have been designed using AutoCAD and consist of nested
arrays of chrome rings with inner diameters of 8 µm, 10 µm, 14 µm and 20 µm located in four
quadrants according to their inner diameter (Fig. 4.90). The ring width is 1 µm. Chrome is
used due to its high absorption at the heating laser wavelength of 808 nm (Sec. 2.4.3). The
array design allows to transfer nano-objects to a specific trap by heating the adjacent traps and
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multiple traps may be used to trap multiple objects simultaneously. Here, we have used traps
with an inner diameter of 10 µm. The trap structures were fabricated on 22 mm × 22 mm
glass coverslips using UV lithography. First, glass coverslips were thoroughly cleaned in an
ultrasonic bath with Hellmanex III (1%), acetone and isopropyl and dried on a hotplate at
120 ◦C for 10 min. Subsequently, 100 µl of an adhesion promoter (MicroChemicals, TI PRIME,
3000 rpm, 30 s, followed by baking at 120 ◦C for 2 min on a hotplate) as well as 200 µl of a
negative photoresist (MicroChemicals, AZ nLOF 2020, 3000 rpm, 30 s, followed by a soft-bake
at 110 ◦C for 60 s on a hotplate) are spin coated successively onto the coverslips. Using a UV
lithography system (Süss MicroTech, MJB4 Mask-Aligner) and a 3” photomask the photoresist
was exposed (66 mJ cm−2, i-line) at regions of the desired chrome structures. The exposure is
followed by a post-exposure bake at 110 ◦C for 60 s. The photoresist is then developed in a
developer solution (MicroChemicals, AZ 326 MIF) for 60 s. Finally, a 30 nm chrome layer was
thermally evaporated onto the cover slides and the non-depolymerized photoresist is stripped
with a remover (MicroChemicals, TechniStrip NI555) in an ultrasonic bath for 30 min. Fig. 4.91
shows brightfield images of the resulting structures. The width of the chrome ring appears wider
due to the limited optical resolution of the microscope.

a b

10 µm

Fig. 4.91: a, Images of the structures fabricated using UV lithography recorded with an Olympus Plan N
20x/0.4 objective under bright-field illumination. b, SEM images of the trap structures obtained using a Zeiss
SEM at 15 kV.

Fibril Preparation Aβ40 fibrils were prepared by dissolving lyophilized Aβ40 peptide in 25 mM
phosphate buffer (pH 8.8) containing 150 mM NaCl at a concentration of 1 mg ml−1 followed by
incubation for 4 days. For salt dependent measurements 1 ml samples of the fibril stock solution
were dialyzed against four different 25 mM phosphate buffer solutions: 10 mM NaCl (pH 7.4) and
1 mM NaCl (pH 6.1, pH 7.4 and pH 8.8). The molecular weight cut-off (MWCO) of the dialysis
tube was 1000. The dialysis was performed for 4 h and the dialysis solution was changed after
2 h. Aβ42 fibrils were prepared by dissolving lyophilized Aβ42 peptide in 25 mM phosphate buffer
(150 mM NaCl, pH 9.2) at a concentration of 0.25 mg ml−1 followed by incubation for 4 days.
pGlu3-Aβ3−40 fibrils were prepared similar as described in Ref. 296. The lyophilized peptide
was dissolved in 50 mM TRIS buffer (100 mM NaCl, pH 8.0) at a concentration of 0.1 mg ml−1

followed by incubation for 4 days. All peptides have been synthesised by the Core Unit Peptid
(Medical Department, Leipzig University). For fibrillation, the peptide solutions were incubated
at 37 ◦C and shaken at 450 rpm (Eppendorf, ThermoMixer). The fibril stock solutions were
stored at room temperature until usage.
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4.4.5.2 Temperature Simulation

The time-dependent temperature distribution in the sample was simulated using the Heat Trans-
fer Module of COMSOL 5.1. The sample geometry was modeled according to the above described
dimensions. The glass coverslips have been replaced by two cylindrical objects of a radius of 25 µm
and a height of 10 µm. The employed simulation geometry is depicted in Fig. 4.92.

50 µm

50 nm

Glass

Water

1 µm

10 µm

10 µm

10 µm
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Cr

Fig. 4.92: Sketch of the simulation geometry in COMSOL. The gray region represents the chrome ring.

To account for the moving focused heating laser, a time-dependent heat source within the chrome
ring was defined as follows (Sec. 2.5.3):

Q(x, y, t) = P0(1−R) 2α
πw2

0
exp

(
− ((x− r sin(2πft))2 + (y − r cos(2πft))2

w2
0

)
e−αz , (4.65)

where r = (r1 + r2)/2 is the center between the inner and outer radius, f the frequency for one
round trip and w0 the beam waist of the laser. The outer boundary layers were set to room
temperature, that is, T0 = 293.15 K. Because of the small height (1 µm), convection in the
liquid film was neglected32 (Sec. 2.3.6). The material parameters used in the calculations can be
found in Appendix A1.16. Fig. 4.93 displays the simulated relative temperature distributions.
As the inverse rotation frequency (f = 100 Hz) of the laser spot velocity is sufficiently higher
than typical thermal equilibration times (Sec. 2.5) the temperature geometry in radial direction
is not deformed by the dynamic heating (Fig. 4.93a, b). During an exposure time of 30 ms the
laser spot will circle the chrome ring three times and the trapped object experiences a time-
averaged temperature distribution as shown in Fig. 4.93c, d. The temperature profiles along the
dashed lines are shown in Fig. 4.93e. Moreover, the trapped object is expected to diffuse over
the height of the liquid film. Therefore, the temperature is best represented by the height- and
time-average (Fig. 4.93f). The temperature distribution is uniquely defined by the maximum
temperature increment as compared to the ambient temperature above the chrome structure
∆Tmax, or the temperature increment in the trap center ∆Tcenter. In the center of the trap the
temperature profile can be well approximated by a parabolic function (Fig. 4.93f)

∆T (r) ≈ α

2 r
2 + ∆Tcenter , (4.66)

where α represents the curvature and ∆Tcenter the temperature rise at the center of the trap.
Note that the curvature is linearly related to the relative curvature and temperature rise α =
αrel∆Tmax. A fit to the numerical simulation (Fig. 4.93f) yields a relative curvature of αrel =
0.019 µm−1 and a ratio of ∆Tcenter/∆Tmax = 0.56 between the center and the maximum tem-
perature increment for the 10 µm trap. The temperature contrast that can be used for trapping
is therefore about 44 % of the total temperature rise.
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Fig. 4.93: Simulated relative temperature fields. a, b depict the static and the time-averaged temperature
distributions in the xy -plane at the middle of the liquid film, z = 0.5 µm. c, d show the corresponding
cross-sections in the xz-plane at y = 0 µm. Here, the time-averaged temperature was calculated for one
roundtrip (cycle duration T = 10 ms). e, The temperature profile along the dashed, black line in (a) and (b)
at different heights (z = 0 µm, 0.5 µm and 1 µm) in the liquid film. f, Fit of a parabolic temperature profile
(dashed, blue) in the interval x ∈ [−3.5, 3.5] µm to the height- and time-averaged temperature profile (blue).

4.4.5.3 Temperature Measurement

To extract the temperature increment from experiments, we studied the diffusion of a spherical,
200 nm diameter polystyrene particle and determined the increase in the diffusion coefficient.
The increase is resulting from the elevated average temperature the particle is exposed to while
it is trapped. First, the free diffusion of the particle was investigated. The same solvent and
sample height as for the fibrils were used. From the mean squared displacement of the particle a
diffusion coefficient Dt,free = 0.80 µm2s−1 for the free diffusion was obtained. The particle was
then trapped with the same parameters used for the trapping of the fibrils (1 mW heating power,
10 µm trap diameter) and the diffusion coefficient was extracted from the tangential step size
distribution as Dt,trap = 1.06 µm2s−1. With the temperature dependent Stokes–Einstein relation
for the diffusion coefficient Dt(T ) = kBT/(6πη(T )R) the ratio of the diffusion coefficients can be
written as:

Dt,free

Dt,trap
= η(T0 + ∆T )

η(T0)
T0

T0 + ∆T . (4.67)

The temperature dependence of the viscosity can be well approximated by the Vogel–Fulcher
equation η(T ) = η0 exp(B/(T − TVF)) with the parameters η0 = 29.84 Pa s, B = 496.89 K and
TVF = 152.0 K (Appendix A1.14). With the ratio being Dt,free/Dt,trap = 0.75 we can solve
Eq. (4.67) numerically, leading to an average temperature increment of ∆T = 11.3 K. Since the
particle is located mostly in the center of the trap, we can assume that ∆T ≈ ∆Tcenter. According
to the simulations a temperature rise of 11.3 K in the center of the trap leads to a chrome ring
temperature of ∆Tmax = ∆Tcenter/0.56 = 20.2 K and a curvature of α = 0.38 K/µm2. The
corresponding temperature profile is shown in Fig. 4.82b of Sec. 4.4.3.
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4.4.5.4 Fluorescence Imaging

a cb

Fig. 4.94: a, Fluorescence image of a Aβ40 fibril cluster in the employed sample geometry. b, Snapshot of
freely diffusing Aβ40 fibrils in the sample (Supplementary Video 4.1). The dash white circle depicts the inner
diameter of a trap structure. c, Snapshot of a trapped fibril as recorded for data analysis (Supplementary
Video 4.2).

4.4.5.5 TEM Images

The morphology of the fibrils has been verified by transmission electron microscopy (TEM). The
TEM images reveal a rich polymorphism of the Aβ40 fibrils (Fig. 4.95). Besides single fibrils,
also bundles of fibrils and larger aggregates are present in the sample.

Fig. 4.95: TEM images of the investigated Aβ40 fibril sample.

For TEM measurements the fibril solution was diluted 1:20 with Milli-Q water and a 1 ml droplet
of this solution was applied to a Formvar coated copper grid, dried for about 2 h and negatively
stained with 1 % uranyl acetate in Milli-Q water. TEM images were obtained using a Zeiss
EM900 TEM at 80 kV.

4.4.5.6 Tracking Procedure

Fig. 4.96 depicts the main steps in the tracking and orientation determination of the fibril. First,
the noise in the raw image was reduced by a three pixel median filter (Fig. 4.96a). To detect only
fibrils inside the trap, a mask with a radius equal to the inner radius of the trap was applied.
Then, a binary image was computed using a global threshold (Fig. 4.96b). To find the center
of mass of the fibril, a connected-component labeling algorithm was used to identify connected
regions in the binary image. The regions were then filtered by their area. The center of mass
(COM) was then calculated from the unweighted pixel area. The orientation as well as the major
and minor axes of the fibril were calculated using a principle component analysis of the binary
image (Fig. 4.96c). The trajectories were linked using a memory of three COM positions. Only
trajectories with a minimum length of 10 steps were used for analysis.
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Fig. 4.96: a, Typical image recorded with 30 ms exposure time and 2× 2 binning, processed with a circular
mask (white dashed circle) and a three pixel median filter. b, Binary image computed using a global threshold.
c, Center of mass (gray cross) and the minor and major axes (blue and red arrows) found by the connected-
component labeling algorithm and the principle component analysis, respectively.

4.4.5.7 Spatially Resolved Drift Velocity

Fig. 4.97 shows the mean values of the displacements of a single fibril of length L = 1.5 µm
projected onto the radial direction er and the tangential direction et of the trap. The mean
values have been analyzed for 5 different distance intervals [R,R+ ∆R] with ∆R = 0.9 µm and
R = 0 µm, 0.9 µm, 1.8 µm, 2.7 µm and 3.6 µm. The circles indicate the centers of each interval
R+ ∆R/2. The resulting radial velocity (blue circles) shows a linear dependence on the distance
R up to R = 3 µm.

Fig. 4.97: The spatially resolved drift velocity u in the trap.

The linear increase is also indicated for DT = 0.82 µm2 s−1 K−1 with the dashed blue line.
The solid grey line depicts the relative temperature profile obtained from the finite element
simulation (Sec. 4.4.5.2). The dashed grey line represents the parabolic approximation to the
numerical temperature profile. The red line and symbols show the calculation of the mean of
the tangential displacements.

4.4.5.8 Alignment

To check whether the temperature gradient causes an alignment, we evaluated the angle between
the long axis e‖ and the radial direction er of the trap reference frame (Fig. 4.98a):

θ := arccos
(∣∣e‖ · er

∣∣) . (4.68)

For a typical experiment no alignment is observed (Fig. 4.98b).
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Fig. 4.98: a, Definition of the alignment angle θ. b, Distribution of θ for a typical experiment.

4.4.5.9 Datasets

Datasets 1–6: Aβ40 fibrils with different lengths in 1 mM phosphate buffer, pH 8.4, 6 mM NaCl:

Tab. 4.7: Length dependent datasets for Aβ40 (1 mM phosphate buffer, pH 8.4, 6 mM NaCl).
L denotes the length of the fibril and N the sample size, that is, the number of recorded frames.

Dataset L [µm] NaCl [mM] pH N

1 0.7

6 8.4

30000
2 1.0 12500
3 1.5 30000
4 2.1 7500
5 2.5 12500
6 4.1 30000

Datasets 7–11: Aβ40 fibrils with varying salt and pH conditions in 25 mM phosphate buffer:

Tab. 4.8: Datasets for Aβ40 with varying salt and pH conditions (25 mM phosphate buffer). L
denotes the length of the fibril and N the sample size, that is, the number of recorded frames.

Dataset L [µm] NaCl [mM] pH N

7 1.7 1 6.1 87500
8 1.8 1 7.4 45000
9 1.5 1 8.8 87500
10 1.4 10 7.4 25000
11 2.3 150 8.8 75000

Dataset 12: Aβ42 fibril (25 mM phosphate buffer, pH 9.2) with L = 2.6 µm (N = 30000)

Dataset 13: pGlu3-Aβ3-40 (pyroglutamyl-modified Aβ variant296) fibril (50 mM TRIS buffer,
pH 8.0) with L = 2.1 µm (N = 60000)

Dataset 14–16: Aβ40 fibrils + 10−3 mg µl−1 Aβ40 monomer:
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Tab. 4.9: Datasets for Aβ40 + Aβ40 monomer (10−3 mg µl−1). Here, L denotes the initial length
of the fibril and N the sample size, that is, the number of recorded frames.

Dataset L [µm] NaCl [mM] pH N

14 2.1 6 8.4
7500015 1.2 6 8.4

16 1.9 150 8.8

Dataset 17: Aβ40 fibril + 10−3 mg µl−1 Aβ40 monomer (1 mM phosphate buffer, pH 8.4, 6 mM
NaCl) with an initial length of L = 1.6 µm. The sample size of each interval is N = 12500.

4.4.5.10 Diffusion of Rods

The aim of this section is to show that the hydrodynamic theory for the two-dimensional diffusion
of rods in a boundary-free fluid can be applied to rods confined in thin films. The hydrodynamic
interaction with the glass surface increases the effective friction leading to a higher apparent
viscosity, but leaves the length dependence of the diffusion coefficients unchanged. The theory
presented here is mainly reproduced from Ref. 302.

Diffusion in a Boundary-Free Fluid For a rod-like macromolecule in a boundary-free fluid the
translational diffusion coefficients are302

D
‖
t =

kBT
(
ln(L/d) + ξ‖

)
2πηL , (4.69)

D⊥t = kBT (ln(L/d) + ξ⊥)
4πηL , (4.70)

the two-dimensional translational diffusion coefficient is:

Dt = 1
2
(
D
‖
t +D⊥t

)
=
kBT

(
3 ln(L/d) + 2ξ‖ + ξ⊥

)
8πηL , (4.71)

and the rotational diffusion coefficient is:

Dr = 3kBT (ln(L/d) + ξr)
πηL3 . (4.72)

Here, L is the length and d is the diameter of the macromolecule. For L/d → ∞ the values
of the end-correction coefficients are ξ‖ = −0.114, ξ⊥ = 0.886 and ξr = −0.447294. The length
dependence of the rod diffusion in a boundary-free liquid is shown in Fig. 4.99.

a b

Fig. 4.99: Dependence of the diffusion coefficients on the rod length L in a boundary-free fluid according to
Eqs. (4.69), (4.70), (4.71) and (4.72) with d = 10 nm assuming a viscosity of water of η = 10−3 Pa s.
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Diffusion within a Thin Layer between Two Walls The diffusion coefficient D = kBT/γ is
inversely proportional to the drag coefficient γ (Sec. 2.1.2). A cylinder feels a larger drag when
it is closer to a wall. The drag coefficient per unit length for a cylinder parallel to a wall moving
parallel to the cylinder axis is303

c‖ = 2πη
cosh−1(h/r)

, (4.73)

where h is the distance from the cylinder axis to the wall and r = d/2 is the radius of the cylinder.
For a motion parallel to the wall, but perpendicular to the cylinder axis, the drag coefficient per
unit length is:

c⊥ = 2c‖ . (4.74)

However, the rod is not always parallel to the walls. Fig. 4.100 shows a side view of a typical
state of a rod defined by (z, θ), where z is the center of mass position and θ the tilt angle from
the surface.

H xd θ

zh

x

Fig. 4.100: Typical state (z,θ) of a rod between two walls.

To calculate the diffusion coefficient, we need to know the drag coefficient at each state. We
assume that:

1. The drag coefficient per unit length c‖ of a section of the cylinder dx with distance z to
the wall is given by Eq. (4.73).

2. The total drag on dx is the sum of the drags by the two walls.

Therefore, the drag coefficient for each state can be expressed as

γ‖(z, θ) =
∫ L/2

−L/2

(
2πη

cosh−1((z + x sin θ)/R)
+ 2πη

cosh−1((H − z − x sin θ)/R)

)
dx . (4.75)

The two-dimensional translational diffusion coefficient for this state is302

Dt(z, θ) = 1
2

(
kBT

γ‖(z, θ)
cos2 θ + kBT

γ⊥(z, θ) (1 + sin2 θ)
)

. (4.76)

The overall translational diffusion coefficient is the average over all states:

Dt =

∫ H/2

0

∫ θmax

−θmax

Dt(z, θ) dθ dz∫ H/2

0

∫ θmax

−θmax

dθ dz
(4.77)

with θmax = sin−1(2z/L). When the rod rotates with angular frequency ω perpendicular to the
walls in the state (z, θ) the torque on the rod is:

τ(z, θ) =
∫ L/2

−L/2
c⊥ ω x

2 cos2 θ dx . (4.78)
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Therefore, the rotational drag coefficient is:

γr(z, θ) = τ(z, θ)
ω

=
∫ L/2

−L/2

(
4πη x2 cos2 θ

cosh−1((z + x sin θ)/R)
+ 4πη x2 cos2 θ

cosh−1((H − z − x sin θ)/R)

)
dx

and the rotational diffusion coefficient is:

Dr(z, θ) = kBT

γr(z, θ)
. (4.79)

The overall rotational diffusion coefficient is:

Dr =

∫ H/2

0

∫ θmax

−θmax

Dr(z, θ) dθ dz∫ H/2

0

∫ θmax

−θmax

dθ dz
. (4.80)

Fig. 4.101 shows the length dependence of the diffusion coefficients calculated using Eqs. (4.77)
and (4.80) for a sample height of H = 1 µm in comparison to diffusion coefficients expected in a
boundary-free fluid.

a b

Fig. 4.101: Comparison of the length-dependent diffusion coefficients for a rod confined between two walls
of distance H = 1 µm according to Eqs. (4.77) and (4.80) (blue, black circles) to the diffusion coefficients in
a boundary-free fluid (solid lines), Eqs. (4.71) and (4.72). The dashed lines are power law fits to the confined
diffusion coefficient.

The interaction with the walls increases the effective friction leading to higher apparent viscosity,
but leaves the general length dependence of the diffusion coefficients unchanged.

4.4.5.11 Measurement Accuracy

Rotational Diffusion Coefficient The rotational diffusion coefficient Dr of the fibril can be
inferred from the variance σ2 of the angular displacement steps ∆ϕ, which follow a normal
distribution ∼ N (〈∆ϕ〉,σ2), via

σ2 = 2Drτ . (4.81)

For a finite set of angular displacement steps ∆ϕ1, ∆ϕ2, . . . , ∆ϕN the true variance, and thus also
the true rotational diffusion coefficient, can only be approximated with the help of an estimator.
The unbiased estimator for σ2 is:

σ̂2 = 1
N − 1

N∑
i=1

∆ϕ2
i . (4.82)
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A mean squared error defined by Var(σ̂2) = 〈(σ̂2 − σ2)2〉 assesses the quality of the estimator.
The mean squared error in our case is304:

Var(σ̂2) = 2σ4

N − 1 . (4.83)

As σ̂2 is a random variable with finite mean value 〈σ̂2〉 = σ2 and finite and non-zero variance
according to Eq. (4.83), we can use Chebyshev’s Inequality (4.84) to explore the dependency of
the relative error δσ2 =

∣∣σ̂2 − σ2
∣∣ /σ2 in dependence on the recorded number of frames N :

P
(
|X − 〈X〉| ≥ k̂

)
≤ Var(X)

k̂2
, (4.84)

where k̂ is a positive, real number. Inserting X = σ̂2 we can rewrite the term in the brackets of
Ineq. (4.84) as ∣∣σ̂2 − 〈σ̂2〉

∣∣ ≥ k̂ ⇔ δσ2 ≥ k ,

with k := k̂/σ2 as an upper bound of the relative error of the rotational diffusion coefficient.
Ineq. (4.84) then yields:

P (δσ2 ≥ k) ≤ 2
(N − 1) k2 . (4.85)

Considering that σ̂2 = 2D̂rτ with D̂r being the estimate for the rotational diffusion coefficient
Dr, we can furthermore replace δσ2 by δDr in Ineq. (4.85) since

δσ2 = | σ̂
2 − σ2 |
σ2 = | D̂r −Dr |

Dr
=: δDr . (4.86)

Ineq. (4.85) then reads:
P (δDr ≥ k) ≤ 2

(N − 1) k2 . (4.87)

For finding an estimate of the rotational diffusion coefficient we are interested in the complemen-
tary event of what Chebyshev’s inequality states, that is:

P (δDr < k) ≥ 1− 2
(N − 1) k2 ≥ p , (4.88)

where p is some fixed value stating the probability that the upper bound of the relative error of
the rotational diffusion coefficient is at least fulfilled. A rearrangement of the terms gives us the
upper bound of the rotational diffusion coefficient k in dependence on the number of recorded
frames N :

k ≥
(

2
(1− p)(N − 1)

)−1/2
. (4.89)

Additionally, one can convert Ineq. (4.89) into an equation for the relative error of the rotational
diffusion coefficient:

δDr < k =
(

2
(1− p)(N − 1)

)−1/2
. (4.90)

The derivation of the measurement accuracy for the translational diffusion coefficient Dt is
exactly the same since the spatial step sizes of the COM of the fibril also follow a normal
distribution.

Soret Coefficient The Soret coefficient ST of the fibril can be obtained from the variance σ2

of the radial particle positions R, which follow a Rayleigh distribution with probability density
function:

P (R) =
{

0 R < 0 ,
R
σ2 e−R2/(2σ2) R ≥ 0 .

(4.91)
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For a finite set of radial particle positions R1,R2, ...,RN the true variance can be approximated
with the maximum likelihood estimator:

σ̂2 = 1
2N

N∑
i=1

R2
i , (4.92)

which is unbiased as 〈σ̂2〉 = 〈R2〉/2 = σ2. The mean squared error of this estimator, defined as
Var(σ̂2) = 〈(σ̂2 − σ2)2〉, is in this case

Var(σ̂2) = 1
4N

(
〈R4〉 − 〈R2〉2

)
= σ4

N
, (4.93)

where we used that 〈R4〉 = 8σ4. Following the same procedure as for the rotational diffusion
coefficient we find for the relative error of the variance σ2:

δσ2 < k =
(

1
(1− p)N

)−1/2
. (4.94)

The uncertainty of the Soret coefficient ŜT can be then calculated by using the relation σ̂2 =
1/(αŜT) and error propagation via:

δST = δσ2

ασ̂4 <
1
ασ̂4

(
1

(1− p)N

)−1/2
. (4.95)

4.4.5.12 Video Files

The Supplementary Videos are available at https://www.doi.org/10.5281/zenodo.5831821.

Video 4.1: Freely diffusing Aβ40 fibrils imaged using Thioflavin T as fluorescence marker inside
a typical sample. The dashed circle indicates the inner diameter (10 µm) of a thermophoretic
trap. The exposure time and inverse framerate correspond to 30 ms.

Video 4.2: Aβ40 fibril of length L = 1.5 µm confined inside a thermophoretic trap with an
incident laser heating power of P0 = 1 mW. The dashed circle indicates the inner diameter
(10 µm) of the trap. The exposure time and inverse framerate correspond to 30 ms.

Video 4.3: Tracked position and orientation of the Aβ40 fibril shown in Supplementary Video 4.2.
The dashed circle indicates the inner diameter (10 µm) of the trap. The exposure time and inverse
framerate correspond to 30 ms.

Video 4.4: Fragmentation of a trapped Aβ40 fibril of length L = 1.1 µm corresponding to the
image sequence Fig. 4.89b. The dashed circle indicates the inner diameter (10 µm) of the trap.
The exposure time and inverse framerate correspond to 30 ms.

https://www.doi.org/10.5281/zenodo.5831821
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This thesis explored the principles and applications of laser-induced heating of plasmonic struc-
tures at the boundary of small liquid volumes. In such systems a variety of micro- and nanoscale
phenomena such as thermal convection, thermophoresis, depletion, thermoelectricity as well as
thermo-osmosis have been suggested in various experiments. Yet, the relevance of the underly-
ing physical interactions as well as the quantitative interplay of the mentioned effects is not well
explored, hampering the development of new applications. To progress this field we have carried
out dedicated experiments using, for example, single particle tracking of metal and dielectric
nanoparticles under well-defined conditions (Sec. 4.1). One of our key findings is that the local
temperature perturbation of van der Waals interactions is responsible for strong thermo-osmotic
flows at gold–water interfaces that are often misinterpreted as convective flows. Understanding
this interaction gives rise to new applications for the manipulation of nanoparticles by hydro-
dynamic boundary flows. Sec. 4.2 presented a symmetric self-thermophoretic microswimmmer
driven by thermo-osmotic flows on its surface. In comparison to Janus-type particles, where the
propulsion direction is fixed, the motion direction of a symmetric microswimmmer can be set by
the heating laser itself. This way, the propulsion direction becomes independent of the rotational
diffusion, providing a substantially higher level of control than previously possible. We analysed
their feedback-controlled actuation within a quantitative framework and revealed a directional
uncertainty with general implications for the targeted self-propulsion of microscopic objects. To
achieve the actuation of the symmetric microswimmers also in heterogeneous particle ensem-
bles, Sec. 4.3 evaluated a neural network approach for the real-time detection of nano-objects
in digital microscopy images. The employed network allows for the feedback control of complex
active particle systems in imaging situations that have been impossible to study before. Based
on the thermophoretic drift of macromolecules, Sec. 4.4 presented a thermophoretic trap for
protein aggregation studies. The aggregation of proteins into amyloid fibrils is fundamental for
life, as it is linked to a large range of devastating disorders but also functional structures. A
substantial difficulty in the investigation of macromolecular nucleation and growth processes is
the heterogeneity of the ensemble studied. Samples contain aggregates of different sizes which
grow in an unsynchronized way. Several studies aimed to disentangle heterogeneous ensembles,
but none of those experiments has been able to follow the growth of a freely suspended fibril
without the perturbing immobilization at a solid surface. With the thermophoretic trap, we
enabled for the first time the observation of single amyloid fibrils free in solution and introduced
the rotational diffusion coefficient as a very sensitive measure for the growth and fragmentation
of single amyloid fibrils. To date, this method is the only one available to measure growth rates
and secondary nucleation events at the single fibril level without surface perturbation.

The following paragraphs provide detailed summaries and outlooks for the results presented in
Secs. 4.1–4.4 (Publications P1–P4).
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Sec. 4.1: Hydrodynamic Manipulation of Nano-Objects by Thermo-Osmotic Flows

In Sec. 4.1 a thin gold film on a glass substrate, locally heated by a focused laser beam, has
been used to study temperature-driven effects in a thin liquid film over the gold surface. Based
on a detailed analysis of the particle transport in the liquid, we demonstrated that the local
temperature gradients on the water–gold interface induce thermo-osmotic flows in the order of
several 10 µm s−1 in close proximity to the gold surface. We find that these flows on the water–
gold interface are by one order of magnitude larger than previously reported for the water–glass
interface49 and revealed that they are mainly determined by the temperature-dependent pertur-
bation of the van der Waals interaction between water and gold. In the literature these flows
are often overlooked or attributed to thermal convection. We showed experimentally as well as
numerically that in small liquid volumes the contributions from thermo-osmotic flows are orders
of magnitude larger than flows from thermal convection. The resulting long-range hydrodynamic
forces acting on suspended nano-objects together with additional van der Waals or depletion in-
duced forces have then been employed to trap micro- and nanoparticles above the heated spot.
The vertical confinement of gold nanoparticles has been realized utilizing the secondary minimum
of the DLVO potential between nanoparticle and the gold surface which can be well-controlled
with the amount of added salt. The NaCl concentration can be adjusted to confine the motion
of gold nanoparticles very close to the heated interface. Remarkably, distances down to 10 nm
could be achieved which is well below the commonly explored region of hydrodynamic coupling
of colloids to walls. Unlike gold nanoparticles, polystyrene particles are repelled from the heated
region due to their additional thermophoretic motion. To confine also these type of particles,
we added the surfactant SDS to the liquid. The SDS molecules migrate towards colder regions
caused by thermophoresis and generate a concentration gradient that drives larger particles to
the heated spot due to depletion forces. The trapping of PS nanoparticles as well as micrometer-
size PS ellipsoids has been demonstrated with the surfactant SDS. While many experiments have
qualitatively described temperature-induced particle transport over heated gold surfaces, we pro-
vide a quantitative analysis of the individual effects. In particular, we were able to disentangle
thermo-osmotic flows from thermophoretic drifts using nanoparticles with different thermal con-
ductivity. In contrast to other reports, we find that contributions from thermal convection and
thermoelectricity can be neglected in the employed sample geometry and our observations can
be solely explained in terms of thermo-osmotic flows, DLVO forces and thermally driven deple-
tion. Furthermore, we demonstrated the parallel manipulation of multiple nano-objects with
multiplexed flow fields and outlined a general scheme of nanoscopic manipulation with bound-
ary flows. These concepts are the key for future thermo-optofluidic implementations with an
extensive range of applications in the fields of nanoparticle assembly and separation202,305,306,
microfluidic lab-on-chips for biotechnology221 and plasmonic quantum sensors201,206. The unique
ability to dynamically trap and actuate gold nanoparticles in close proximity to a gold film may
be exploited as a reconfigurable plasmonic particle-on-film206. The nanocavity formed by a metal
nanoparticle separated a few nanometers from a metal film has recently gained considerable in-
terest due to its adjustable optical properties and the confinement of incident light in the gap
region. Within the gap the electric field intensity is significantly increased, enhancing optical
effects such as fluorescence and Raman scattering217. Further investigations may focus on the
spectral properties of these systems and explore applications in the field of plasmon-enhanced
spectroscopy. The fact that thermo-osmotic flows are particularly strong on water–metal inter-
faces has direct consequences for nearly all thermoplasmonic trapping schemes and especially
the field of plasmonic nano-tweezers. Moreover, our findings are of importance for studying the
thermotaxis of metal-capped Janus-particles, where latest experiments suggest a significant dif-
ference between the thermo-osmotic coefficients of the gold cap and the polystyrene surface307.
As several recent reports have drawn the attention to thermo-optofluidic experiments involv-
ing surfactants3,6,52,308, further experiments may focus on the impact of other commonly used
surfactants such as CTAC or Triton X-100. While our thermo-optofluidic platform is currently
implemented in a simple geometry and controlled with algorithmic approaches, recent develop-
ments in the field of machine learning including real-time microscopic feedback (Sec. 4.3) together
with an integration in pressure-driven microfluidics, provide the great potential to control even
biological and chemical processes on the microscale309,310.
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Sec. 4.2: Symmetric Self-Thermophoretic Microswimmer

Within Sec. 4.2 we studied the actuation of symmetric self-thermophoretic microswimmers.
These comprise a micrometer-size polymer particle with 10% of their surface covered with gold
nanoparticles. Compared to self-thermophoretic Janus particles, where the propulsion direction
is tied to the orientation of their metal cap, the propulsion direction of a symmetric microswim-
mer is imprinted by the asymmetric illumination of the particle with a highly focused laser beam.
This way, the propulsion direction becomes independent of the rotational diffusion providing a
substantially higher level of control than previously possible for Janus particles. To control the
motion of the symmetric microswimmers, the position of the heating laser needs to be con-
stantly adapted in a feedback loop with the detection of the particle position to adjust for its
self-propelled motion as well as for its diffusive motion. We measured the propulsion velocity as
function of the asymmetric illumination and found optimal parameter to maximize the propul-
sion velocity. In agreement with a quantitative model we revealed that the optimal displacement
of the heating laser from the particle center is dependent on the size of the particle, the beam
waist of the heating laser as well as the frame rate of the image acquisition. Furthermore, it was
shown that the propulsion velocity can be well predicted considering the thermo-osmotic flows
on the Pluronic F-127 coated particle surface . A maximum velocity in the order of 10 µm s−1

could be achieved before damaging the particle. It was found that the propulsion velocity scales
non-linear with the heating power caused by the finite frame rate of the image acquisition. The
position of the laser focus can only be adapted with a certain delay due to the limited speed of
image acquisition with the inverse frame rate τ . It could be shown that the propulsion velocity
scales with τ−1 while the positioning error scales linearly with τ . Hence, a small feedback de-
lay is beneficial for both, a large propulsion velocity as well as for a high positioning accuracy.
Further analysis of the directional noise revealed that, if a microscopic object tries to reach a tar-
get, large propulsion velocities are actually not beneficial if the object responds with a delay244.
This suggests, ultimately, also a speed limit for biological species such as bacteria reaching for
a target. The design of the microswimmer enables a precise control of large ensembles of these
particles to explore, for example, the collective behavior in active particle systems and allows for
the preparation of dense ensembles with a well defined number of particles to study hydrody-
namic interactions311 and the self-assembly of non-equilibrium structures86,87,246. Thereby the
feedback-driven actuation principle provides the unique possibility to introduced non-reciprocal
or delayed interactions. Combined with machine learning techniques such as convolutional neu-
ral network detectors (Sec. 4.3) and reinforcement learning261 we envision autonomous active
particle systems to explore emergent phenomena on the microscale243,312.

Sec. 4.3: Active Particle Feedback Control with Neural Networks

To achieve the actuation of active particles also in heterogeneous particle ensembles, Sec. 4.3
introduced a single-shot detection neural network. We adapted the YOLOv2 neural network
architecture and trained the network with computer generated optical microscopy images for
various particle shapes and sizes. Demonstrated with synthetic test images, the trained network
is capable to localize particles with sub-pixel resolution down to very low signal-to-noise ratios
and is able to separately detect nearby objects even if one of the objects is by a order of magnitude
less intense. Using a GPU the neural network can be executed within less than 10 ms allowing
for frame rates of up to 100 fps. The detection speed is thereby independent of the number of
particles and the complexity of the image. While neural network detectors have already been
introduced to the field of optical microscopy, these methods have been designed for the post-
processing of recorded images. With our framework we contribute a neural network detector that
is optimized for small latency paving the way for advanced the feedback-controlled applications.
We presented a first experimental application with the multiplex-actuation of the symmetric
self-thermophoretic microswimmers introduced in Sec. 4.3 while tracking passive particles in the
background. As a perspective for future applications, we evaluated the network performance for
the detection of five different particle classes, including the detection of their orientation. We
found that the network is able to properly localize and classify the particles despite their different
sizes, orientation and intensities, a task that is impossible to solve with algorithmic approaches
within a time frame of 10 ms. The real-time capability of the presented network is an important
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step towards active particle system where the feedback control is fully self-regulated by machine
learning techniques. These systems have the enormous potential of autonomously learning how to
achieve specified goals. Furthermore, our work possesses the ability to control processes in even
the most challenging imaging situation such as biological species313. In future applications the
detection performance may be increased using refined versions of the YOLO architecture314,315
and the detection output may be connected to sorting networks such as DeepSORT316 to enable
also a real-time tracking capability.

Sec. 4.4: Thermophoretic Trap for Protein Aggregation Studies

Sec. 4.4 presented a thermophoretic trap to isolate and study protein aggregates in heterogeneous
ensembles. With this method we enabled, for the first time, the investigation of single fibrils
free in solution. We thermophoretically trapped single Aβ fibrils with an optically heated
chrome structure and imaged their center of mass position as well as their in-plane orientation
using ThT as fluorescent dye. Thereby the distribution of the center of mass position was used to
estimate the Soret coefficient of the fibril and displacement statistics has been used to obtain their
diffusion coefficients. In agreement with theoretical predictions we find a linear dependence of
the Soret coefficient with the fibril length L and a scaling of the translational diffusion coefficient
with L−1. The rotational diffusion coefficient has been confirmed to scale with L−3, hence,
delivering a very sensitive measure for length changes. By monitoring the time-dependence of
the rotational diffusion coefficient, we have been able to resolve length changes well below the
optical resolution limit and evaluated growth rates of single Aβ40 fibrils in presence of Aβ40
monomers. Depending on the buffer conditions we found growth rates in the order of 0.1 nm s−1

(∼ 1 monomer every 10 s). Nevertheless, under the same buffer conditions we also observed non-
growing fibrils, suggesting a heterogeneity even of the fibrillar aggregates. These experiments
highlight the unparalleled ability of the thermophoretic trap to estimate growth rates of single
amyloid fibrils in heterogeneous ensembles of monomers, oligomers and fibrils of different length
and quaternary structure. So far, growth rates of single fibrils could only be estimated for fibrils
attached to surfaces, while it has been reported that surfaces significantly alter the nucleation
and aggregation317. With our technique we give access to the growth rate of single fibrils diffusing
in solution. While the trap was exemplified for Aβ fibrils associated to Alzheimers’s disease,
it can be applied to the entire range of amyloid forming proteins112. To further highlight the
board applicability of the thermophoretic trap we demonstrated the trapping for a range of NaCl
concentrations and pH values as well as under biological buffer condition. Besides the estimation
of growth rates for single fibrils the thermophoretic trap holds the unique potential for the
observation of secondary nucleation events such as fibril fragmentation and surface nucleation
typically hidden in the ensemble average. We recorded, for the first time, a fragmentation of a
Aβ40 fibril. The detection of this event, once more, highlights the benefit of the thermophoretic
trap. Since the orientation detection is based on the analysis of a fluorescence image, it is
restricted to fibrils with a length larger than the diffraction limit and the time resolution is
limited to the maximum frame rate of the image acquisition. In an extended experimental setup
polarization resolved fluorescence detection291,301,318 with photodiodes might be used for fast
rotational diffusion measurements that allows also for the orientation detection of very small
aggregates. To achieve the trapping of even the smallest aggregates such as oligomers, advanced
trapping schemes may combine a feedback-controlled temperature field with thermo-osmotic
flows and depletion forces as discussed in Sec. 4.1. The real-time object detection required for
the feedback control would directly benefit from the developments in Sec. 4.3. Furthermore,
multicolor detection schemes can be introduced to explore secondary surface nucleation and a
combination with advanced micro- and nanofluidic approaches319 (Sec. 4.1) could allow for a
cross-seeding with different peptide variants. The thermophoretic trapping of single amyloid
fibrils presented in this work provides only the starting point for more complex studies in the
fields of misfolding diseases111 and functional protein aggregation320.
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Appendix A
A1 Theoretical Background

A1.1 Stokes Flow Past a Sphere
The velocity field around a sphere that dragged though a liquid by an external force is given by

vr = u cos θ
(

1− 3R
2r + R3

2r3

)
, (A1.1)

vθ = −u sin θ
(

1− 3R
4r −

R3

4r3

)
, (A1.2)

in the reference frame of the sphere125. Fig. 2.1a, b depict the velocity field in the laboratory
frame, vx − u.

A1.2 Mean Squared Displacement
We consider Eq. (2.10):

dx
dt =

√
2D ξ(t) ,

with

x(t) = x(0) +
√

2D
∫ t

0
ξ(t′) dt′ .

The mean squared displacement then is:

〈∆x2(t)〉 = 〈(x(t)− x(0))2〉 = 〈x2(t)〉︸ ︷︷ ︸
2Dt+x2(0)

−2 〈x(t)〉︸ ︷︷ ︸
= x(0)

x(0) + x2(0) = 2Dt .

We have used:

〈x(t)〉 = x(0) +
√

2D
∫ t

0
〈ξ(t′)〉︸ ︷︷ ︸

= 0

dt′ = x(0) ,

〈x2(t)〉 = x2(0) + 2
√

2D
∫ t

0
〈ξ(t′)〉︸ ︷︷ ︸

= 0

dt′ x(0) + 2D
∫ t

0

(∫ t

0
〈ξ(t′)ξ(t′′)〉︸ ︷︷ ︸
δ(t′−t′′)︸ ︷︷ ︸
= 1

dt′′
)

dt′ = 2Dt+ x2(0) ,

with 〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t′)〉 = δ(t− t′).
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A1.3 Free Diffusion Equation
We consider Eq. (2.10):

dx
dt =

√
2D ξ(t) ,

and Eq. (2.12):

p(x, t) = 〈δ(x− x(t))〉 .

We have:

x(t+ ∆t) = x(t) + ∆x with ∆x =
√

2D
∫ t+∆t

t

ξ(t′) dt′ .

With Eq. (2.12) the probability density distribution p(x, t+ ∆t) then reads:

p(x, t+ ∆t) = 〈δ(x− x(t+ ∆t))〉 = 〈δ(x− x(t) + ∆x)〉 .

As ∆t and ∆x are small we can expand both sides of the equation in a Taylor series:

p(x, t) + ∆t ∂
∂t
p(x, t) = 〈δ(x− x(t)〉︸ ︷︷ ︸

= p(x,t)

+ 〈∆x〉︸ ︷︷ ︸
= 0

∂

∂x
〈δ(x− x(t)〉+ 〈∆x2〉︸ ︷︷ ︸

= 2D∆t

1
2
∂2

∂x2 〈δ(x− x(t)〉︸ ︷︷ ︸
= p(x,t)

,

leading to the free diffusion equation:

∂p(x, t)
∂t

= D
∂2p(x, t)
∂x2 .

We have used:

〈∆x〉 =
√

2D
∫ t+∆t

t

dt′ 〈ξ(t′)〉︸ ︷︷ ︸
= 0

= 0 ,

〈∆x2〉 = 2D
∫ t+∆t

t

(∫ t+∆t

t

〈ξ(t′)ξ(t′′)〉︸ ︷︷ ︸
δ(t′−t′′)︸ ︷︷ ︸

= 1

dt′′
)

dt′ = 2D∆t ,

with 〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t′)〉 = δ(t− t′).

A1.4 Mean First Passage Time
The mean first passage time is defined as

〈τ(x)〉 =
∫ ∞

0
τ f(τ |x) dτ , (A1.3)

where f(τ |x) is probability that a target x has been reached by the time τ . With the probability
distribution p(x, t) defined by the Fokker-Planck equation, Eq.(2.25):

∂p(x, t)
∂t

= ∂

∂x

(
1

kBT
D(x)∂U(x)

∂x
p(x, t) +D(x)∂p(x, t)

∂x

)
, (A1.4)

the mean first passage time satisfies131

− 1
kBT

D(x)
(

d
dxU(x)

)
d

dx 〈τ(x)〉+ d
dx

(
D(x) d

dx 〈τ(x)〉
)

= −1 . (A1.5)
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We find

d
dx

(
D(x)e−βU(x) d

dx 〈τ(x)〉
)

= −e−βU(x) , (A1.6)

with β = 1/(kBT ). Integration from −∞ to x yields:

d
dx 〈τ(x)〉 = − 1

D(x)eβU(x)
∫ x

−∞
e−βU(x′′) dx′′ . (A1.7)

Finally, a second integration from xmin to x with 〈τ(xmin)〉 = 0 gives:

〈τ(x)〉 =
∫ x

xmin

(
eβU(x′)

D(x′)

∫ x′

−∞
e−βU(x′′)dx′′

)
dx′ . (A1.8)

A1.5 Solution of the 1D Poisson-Boltzmann Equation

We want to solve:
d2ψ

dz2 = 2n0e

ε
sinh

(
eψ

kBT

)
. (A1.9)

First, we substitute y = eψ/(kBT ) and find:

d2y

dz2 = 2n0e
2

εkBT
sinh y = 1

λ2
D

sinh y (A1.10)

with the Debye length λD defined in Eq. (2.37). We then multiply 2 dy/dz on both sides:

2 dy
dz

d2y

dz2 = 2
λ2

D

dy
dz sinh y , (A1.11)

and find:
d
dz

(
dy
dz

)2
= 2
λ2

D

dy
dz sinh y (A1.12)

for the left-hand side. Then, integration of both sides yields:∫ d
dz

(
dy
dz

)2
dz = 2

λ2
D

∫ dy
dz sinh y dz , (A1.13)(

dy
dz

)2
= 2
λ2

D

∫
sinh y dy = 2

λ2
D

cosh y + C1 . (A1.14)

At large distances, z →∞, the potential ψ must be zero. Hence, y and dy/dz at large distances
must be zero as well. Since cosh(0) = 1, we find C1 = −2λ2

D:(
dy
dz

)2
= 2
λ2

D

∫
sinh y dy = 2

λ2
D

(cosh y − 1) , (A1.15)

dy
dz = − 1

λD

√
2 cosh y − 1 . (A1.16)

The negative sign of the square-root is used, so that with increasing distance y decreases. With
the relation sinh y/2 =

√
1/2 cosh y − 1 we can write:

dy
dz = − 2

λD
sinh(y/2) . (A1.17)
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By separation of variables we find:

dy
sinh(y/2) = − 2

λD
dz , (A1.18)∫ dy

sinh(y/2) = − 2
λD

∫
dz , (A1.19)

2 ln(tanh(y/4)) = − 2
λD

z + 2C2 . (A1.20)

We define y0 = y(z = 0) = eζ/kBT and get C2 = ln(tanh(y0/4)). We get:

ln(tanh(y/4))− ln(tanh(y0/4)) = ln
(

tanh(y/4)
tanh(y0/4)

)
= − z

λD
, (A1.21)

which eventually gives:

tanh
(

eψ

4kBT

)
= tanh

(
eζ

4kBT

)
e−z/λD . (A1.22)

The surface charge plus the charge of the ions in the double layer must be zero. Thus, we get
for the surface charge:

σ = −
∫ ∞

0
% dz . (A1.23)

Using the one-dimensional Poisson equation and the fact that the gradient of the potential is
zero at infinity, we find the general relation:

σ = ε

∫ ∞
0

d2ψ/dz2 dz = −ε dψ/dz|z=0 . (A1.24)

With dy/dz = −2 sinh(y/2)/λD and:

dy
dz = e

kBT

dψ
dz (A1.25)

we get the Grahame equation:

σ = 2εkBT

eλD
sinh

(
eζ

2kBT

)
= e

2πλBλD
sinh

(
eζ

2kBT

)
. (A1.26)

Here, we introduced the Bjerrum length:

λB = e2

4πεkBT
. (A1.27)

The equation can be rearranged to:

ζ = 2kBT

e
arsinh

(
2πσλBλD

e

)
. (A1.28)

A1.6 Hamaker Constant
Within the Lifschitz theory the Hamaker constant of two dielectric media 1 and 2 interacting
across a dielectric medium 3 is approximated by142

AH = 3
4kBT

(
ε1 − ε3

ε1 + ε3

)(
ε2 − ε3

ε2 + ε3

)
+ 3hνe

8
√

2
(n2

1 − n2
3)(n2

2 − n2
3)√

(n2
1 + n2

3)(n2
2 + n2

3)
(√

n2
1 + n2

3 +
√
n2

2 + n2
3
) ,

where ε1, ε2, ε3 and n1, n2, n3 are the permittivities and refractive indices of the media, respec-
tively, and we have assumed that the absorption frequency νe is approximately the same for all
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three media.

Tab. A1.1: The permittivity ε, refractive index n and the absorption frequency νe for dielectric materials
relevant in this study142.

Medium ε n νe [1015 s−1]

Water 80 1.33 3.0

Quartz (SiO2) 3.8 1.45 3.2

Polystyrene (PS) 2.6 1.56 2.3

A1.7 Boundary Layer Approximation
Since vx|z=0 = 0, we can write:

ηvx(z) = η

z∫
0

dz′ dvx(z′)
dz′ = η vx(z′)|z′=z − η vx(z′)|z′=0 . (A1.29)

Then, the boundary velocity gets:

vB = vx(∞) =
∞∫

0

dz′ 1 · dvx(z′)
dz′ = z′

dvx(z′)
dz′

∣∣∣∣∞
0
−
∞∫

0

dz′ z′ d
2vx(z′)
dz′2 , (A1.30)

where we have used integration in parts. Since dvx/dz|z=∞ = 0 the first term vanishes and we
find:

vB = −
∞∫

0

dz′ z′ d
2vx(z′)
dz′2 = −1

η

∞∫
0

dz′ z′
(

dP
dx − fx

)
. (A1.31)

A1.8 Osmotic Pressure
The charge density % and excess ion density n are given by Eqs. (2.33) and (2.34):

% = −2en0 sinh(eψ/(kBT )) , (A1.32)
n = 2n0(cosh(eψ/(kBT ))− 1) . (A1.33)

The osmotic pressure, p = nkBT , then reads:

∇p = kBT∇n+ nkB∇T = kBT

(
n

n0
∇n0 + 2n0∇ cosh(eψ/(kBT ))

)
+ nkB∇T

= nkBT
∇n0

n0
+ 2en0 sinh(eψ/(kBT ))

(
∇ψ − ψ∇T

T

)
+ nkB∇T

= nkBT
∇n0

n0
− %∇ψ + %ψ

∇T
T

+ nkB∇T = −%∇ψ + (%ψ + nkBT )∇T
T

+ nkBT
∇n0

n0
.

A1.9 Salinity Gradient and Thermoelectricity
The flux of positive and negative ions in a binary electrolyte can be written as48

j± = −D±
(
∇n± + 2n±α±

∇T
T
∓ n±

eE0

kBT

)
, (A1.34)

where D± are the ionic diffusion coefficients, n± the ion densities, α± the ionic Soret coefficients
and E0 denotes the thermoelectric field. We note that the single-ion heat of transport162 Q∗±
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and α± are related via Q∗± = 2α±kBT . In the stationary state, j± = 0, we first evaluate:

j+
D+

+
j−
D−

= 2∇n0 + 2(n+α+ + n−α−)∇T
T

= 0 , (A1.35)

where we introduced the salinity n0 as the mean value of the ion densities, n0 = 1
2 (n+ + n−).

With n+α+ + n−α− ≈ n0(α+ + α−) we get:

∇n0 + n0(α+ + α−)∇T
T

= 0 , (A1.36)

and with α = α+ + α− we find:
∇n0

n0
= −α∇T

T
. (A1.37)

Next, in the stationary state j± = 0, we evaluate:

ej+
D+
−
ej−
D−

= ∇%+ 2e(n+α+ − n−α−)∇T
T
− 2n0

e2E0

kBT
= 0 , (A1.38)

where we used the charge density % = e(n+ − n−) already introduced in Sec. 2.2.1. If the ion
densities n± deviate only weak from their mean value n0 we can approximate n+α+ − n−α− ≈
n0(α+ − α−) and get:

∇%+ 2en0(α+ − α−)∇T
T
− 2n0

e2E0

kBT
= 0 . (A1.39)

If we further impose % = 0 for the charge density we find

E0 = −ψ0
∇T
T

(A1.40)

with ψ0 = −δα kBT/e and δα = α+ − α−.

A1.10 Thermophoretic Flow Field

The velocity field around a sphere driven by surface flows is given by

vr = u cos θ
(

1− R3

r3

)
, (A1.41)

vθ = −u sin θ
(

1 + R3

2r3

)
, (A1.42)

in the reference frame of the sphere55. Fig. 2.14a depicts the velocity field in the laboratory
frame, vx − u.

A1.11 Total Power of a Gaussian Beam

Using Eq. (2.92) the power through an circular aperture with radius a can be estimated with:

P (a) =
∫ a

0

∫ 2π

0
I(r, 0) r dr dϕ = I0

∫ a

0
2πr exp

(
−2r2

w2
0

)
dr = I0w

2
0π

2

(
1− exp

(
−2a2

w2
0

))
.

For the total power P (∞) := P0 we find:

P0 = I0w
2
0π

2 . (A1.43)
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A1.12 Mie Theory

Mie Coefficients The Mie coefficients an and bn are defined as180:

an = ψn(x)ψ′n(mx)−mψ′n(x)ψn(mx)
ξn(x)ψ′n(mx)−mξ′n(x)ψn(mx) , (A1.44)

bn = mψn(x)ψ′n(mx)− ψ′n(x)ψn(mx)
mξn(x)ψ′n(mx)− ξ′n(x)ψn(mx) , (A1.45)

where the size parameter x and the relative refractive index m are:

x = 2πr n1

λ
, m = n2

n1
. (A1.46)

n1 and n2 are the refractive indices of the medium and sphere, respectively. The functions ψn(x)
and ξn(x) are defined as

ψn(x) = x jn(x) , ξn(x) = xh(1)
n (x) , (A1.47)

where h(1)
n (x) = jn(x) + iyn(x) is the spherical Hankel function defined in terms of the spherical

Bessel functions jn(x) and yn(x).

Plane Waves For a spherical particle illuminated by a plane wave the scattering and extinction
cross-sections are defined by:

σsca = 2πR2

x2

∞∑
n=1

(2n+ 1)(|an|2 + |bn|2) , (A1.48)

σext = 2πR2

x2

∞∑
n=1

(2n+ 1) Re (an + bn) . (A1.49)

For a plane wave propagating in positive z-direction the optical force is given by Fz = σpr/c in
terms of the radiation pressure cross-section:

σpr = 4πr2

x2

∞∑
n=1

(
2n+ 1

2 Re (an + bn)− 2n+ 1
n(n+ 1)Re (anb∗n)− n(n+ 2)

n+ 1 Re
(
ana

∗
n+1 + bnb

∗
n+1
))

.

Gaussian Beams For a spherical particle illuminated by a Gaussian beam the scattering and
extinction cross-sections are defined by:

σsca = 2πR2

x2

∞∑
n=1

n∑
m=−n

2n+ 1
n(n+ 1)

(n+ |m|)!
(n− |m|)!

(
|an|2|gmn,TM|2 + |bn|2|gmn,TE|2

)
, (A1.50)

σext = 2πR2

x2

∞∑
n=1

n∑
m=−n

2n+ 1
n(n+ 1)

(n+ |m|)!
(n− |m|)! Re

(
an|gmn,TM|2 + bn|gmn,TE|2

)
, (A1.51)

where gmn,TM and gmn,TE are beam shape coefficients given by:(
gmn,TM
gmn,TE

)
= 1

2(1 + 2iẑ0) exp
(

iẑ0

s2 −
x̂2

0 + ŷ2
0

1 + 2iẑ0

)
exp

(
−n+ 1/2)2s2

1 + 2iẑ0

)
Rmn (−i)|m|

(
iFmn,TM
Fmn,TE

)
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for a Gaussian beam with offset x0, y0, z0 from the particle center. Here, x̂0 = x0/w0, ŷ0 = y0/w0,
ẑ0 = z0/(2zR), s = w0/(2zR),

Rmn =


2n(n+ 1)

2n+ 1 if m = 0 ,(
2

2n+ 1

)|m|−1
if m 6= 0 ,

and

(
Fmn,TM
Fmn,TE

)
=



(
2x̂0

2iŷ0

) ∞∑
j=0

a2j+1 x̂j−x̂
j
+

j!(j + 1)! if m = 0 ,

am−1 x̂m−1
−

(m− 1)! +
∞∑
j=m

a2j−m+1 x̂j−x̂
j−m
+

j!(j −m)!

(
x̂+

j−m+1 + x̂−
j+1

x̂+
j−m+1 −

x̂−
j+1

)
if m > 0 ,

a|m|−1 x̂
|m|−1
−

(|m| − 1)! +
∞∑

j=|m|

a2j−|m|+1 x̂
j−|m|
− x̂j+

j!(j − |m|)!

(
x̂−

j−|m|+1 + x̂+
j+1

x̂−
j−|m|+1 −

x̂+
j+1

)
if m < 0 ,

with a = (n + 1/2)s/(1 + 2iẑ0), x̂− = x̂0 − iŷ0 and x̂+ = x̂0 + iŷ0. The expressions for the
radiation pressure cross-sections can be found in Ref. 180.

On-Axis Gaussian Beam For x0, y0 = 0 the beam shape coefficients can be simplified to321:

gn = Q exp
(
−Qs2(n− 1)(n+ 2)

)
exp(

(
iγs−1/2

)
. (A1.52)

with Q = (1 + isγ)−1 and γ = 2z0/w0. The expression for the scattering and extinction cross-
section then read:

σsca = 2πR2

x2

∞∑
n=1

(2n+ 1) |gn|2 (|an|2 + |bn|2) , (A1.53)

σext = 2πR2

x2

∞∑
n=1

(2n+ 1) |gn|2 Re (an + bn) . (A1.54)

A1.13 Optical Forces in the Small Particle Limit

In literature the optical force is often given by181,322:

〈F 〉 = ε

2Re
(∑

j

αrEj∇E∗j

)
= ε

4Re(αr)∇(E · E∗)− ε

2Im(αr)Im
(∑

j

Ej∇E∗j

)
, (A1.55)

where the right-hand side is obtained using Re(z1z2) = Re(z1)Re(z2)−Im(z1)Im(z2),
∑
j Ej∇E∗j =

(E · ∇)E∗ + E × (∇× E∗) and Re((E · ∇)E∗) = 1
2∇(E · E∗)− Re(∇× (∇× E∗)). Expansion

of the term Im(
∑
j Ej∇E∗j ) yields

〈F 〉 = n2
1ε0

4 Re(αr)∇|E|2 + n1k Im(αr)
(

Re(E ×H∗)
2c0

+ ε0

4k0i∇× (E ×E∗)
)

, (A1.56)

in agreement with Eq. (2.100). We have used Im((E · ∇)E∗) = −(∇ × (E × E∗))/(2i) with
∇ ·E = 0 and ∇× E∗ = −iωH∗/(ε0c

2
0), Im(iz) = Re(z) with ω = c0k0 and ε = n2

1ε0.
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Gaussian Beams Using Eq. (2.91) the optical force components for a Gaussian beam in the
small particle limit are obtained as follows323,324:

〈F grad
r 〉 = −2ε

π
Re(αr) |E0|2r

w2
0

w4(z) e−2r2/w2(z) , (A1.57a)

〈F grad
z 〉 = − ε

π
Re(αr) |E0|2z

w4
0

z2
R

(
1

w4(z) −
2r2

w6(z)

)
e−2r2/w2(z) , (A1.57b)

〈F ext
r 〉 = ε

π
Im(αr) |E0|2r

w2
0

w2(z)
k

R(z) e−2r2/w2(z) , (A1.57c)

〈F ext
z 〉 = ε

π
Im(αr) |E0|2

w2
0

w2(z)

(
k

(
1− r2

2
z2 − z2

R
(z2 + z2

R)2

)
− w2

0
zRw2(z)

)
e−2r2/w2(z) . (A1.57d)

The electric field amplitude is given by |E0|2 = 2I0/(ε0c0) with I0 = 2P0/(w2
0π).

A1.14 Density and Viscosity of Water as Function of the Temperature
The density of water as function the temperature is depicted in Fig. A1.1a. The blue data points
depict the experimental values325 and the dash lines two linear approximations

%(T ) = %0(1− β(T − T0)) (A1.58)

with β = 0.2·10−3K−1 and β = 0.4·10−3K−1, respectively. The temperature-dependent viscosity
of water is depicted in Fig. A1.1b. The blue data points depict experimental values326 and the
blue dashed line a fit to the Vogel–Fulcher equation

η(T ) = η0 eB/(T−TVF) (A1.59)

with η0 = 29.84 Pa s, B = 496.89 K and TVF = 152.0 K327.

a b

Fig. A1.1: The temperature-dependence of the relative density %/%0 (a) and viscosity η (b) of water. The
dashed lines in (a) represent linear approximations using Eq. (A1.58). The blue dashed line in (b) depicts a
fit to the Vogel-Fulcher equation, Eq. (A1.59). The experimental values have been taken from Ref. 326.

A1.15 Optical Properties
Fig. A1.2 depicts the wavelength-dependence of the refractive index n = n′ + in′′ and the per-
mittivity ε = ε′ + iε′′ in the visible range for Au and Cr. The curves have been obtained from
a interpolation of the experimental values in Ref. 173. The reflective index and the permittivity
are linked by the relation ε = n2 with the real- and imaginary part of the permittivity given by:

ε′ = n′ 2 − n′′ 2 , (A1.60)
ε′′ = 2n′n′′ . (A1.61)
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a b

Fig. A1.2: The real- and imaginary parts of the refractive index n = n′ + in′′ (a) and the permittivity
ε = ε′ + iε′′ (b) for Au and Cr in the visible range. The curves have been obtained from the an interpolation
of the experimental values in Ref. 173.

Within the visible range the refractive index of dielectric materials is approximately constant
and the imaginary part is very small. Tab. A1.2 lists the refractive index values used for the
dielectric materials in this work.

Tab. A1.2: The refractive index values used for the dielectric materials in this work taken from Refs. 328–330.

Material n

Water 1.33

Glass (BK7) 1.51

Quartz (SiO2) 1.46

Polystyrene (PS) 1.56

A1.16 Thermal Properties

Tab. A1.3: The thermal properties of materials used in numerical simulation and analytical calculations.
Here, κ is the thermal conductivity, ρ the density and cp the heat capacity at constant pressure. The values
have been taken from Refs. 325, 331, 332.

Material κ [W m−1 K−1] % [g cm−3] cp [J kg−1 K−1]

Water 0.6 1.0 4182

Glass (BK7) 1.1 2.5 858

Quartz (SiO2) 1.3 2.2 730

Au 318 19.3 129

Cr 94 7.1 449

Polystyrene (PS) 0.1 1.1 1100

Melamine (MF) 0.5 1.5 1200
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A2 Experimental Prerequisites
A2.1 Experimental Setup 1

Darkfield
Illumination

D

EMCCD

AOD

532 nm LED

LabVIEWADC/DAC

PC

F

2D Acousto-Optic 
Deflector

LED 
(White Light)

532 nm Laser (CW)

Piezo Stage

Fig. A2.1: Sketch of experimental setup used in Secs. 4.1, 4.2 and 4.3.

A2.2 Experimental Setup 2

P
D
F

445 nm

EMCCDLabVIEWADC/DAC

808 nm

PC

2D Acousto-Optic 
Deflector 808 nm Laser (CW)

532 nm Laser (CW)

AOD

Piezo Stage

Fig. A2.2: Sketch of experimental setup used in Sec. 4.4.
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A2.3 Properties of 5CB

a b

Fig. A2.3: The refractive index (a) and the thermal conductivity (b) of 5CB as function of the temperature.
The experimental values have been digitized from Refs. 196 and 227. The blue dashed curves in (a) depict
fit functions given in Ref. 196. The blue dashed line in (b) represents linear fit to the isotropic part.
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