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Referat:

Die vorliegende Arbeit untersucht hemisphérische Unterschiede der heterogenen Eisbil-
dung in unterkiihlten Schichtwolken auf Basis von drei Datensétzen, die mit der mobi-
len bodengebundenen Fernerkundungsplattform LACROS (Leipzig Aerosol and Cloud
Remote Observations System; Leipziger Aerosol- und Wolken- Fernerkundungssystem)
erhoben wurden. Fiir die Nordhemisphére wurden zwischen 2014 und 2018 gesammelte
LACROS-Datensétze aus Leipzig (Deutschland, 51,4°N, 12,4°E) und Limassol (Zypern,
34,7°N, 33,0°E) verwendet. Ein zentraler Bestandteil dieser Arbeit war die Umsetzung
des mehr als zwei Jahre umfassenden Einsatzes von LACROS im Rahmen der Kam-
pagne DACAPO-PESO (Dynamics Aerosol Clouds And Precipitation Observation in
the Pristine Environment of the Southern Ocean; Beobachtung von Dynamik, Aero-
sol, Wolken und Niederschlag in der unverschmutzen Umgebung des Siidozeans) in
Punta Arenas, Chile (53,1°S, 70,9°W). Dieser Datensatz stellt die ersten mehrjahrigen
bodengebundenen Fernerkundungsbeobachtungen in der westlichen Hélfte des Stidoze-
ans dar. Durch die Kombination aus Radar- und Lidarinstrumenten, einschlieflich der
Fahigkeit Vertikalbewegungen zu beobachten, ist es moglich, mit LACROS Aerosol-
Wolken-Dynamik-Wechselwirkungen detailliert zu untersuchen. Von grofier Bedeutung
fiir die Umsetzung der Arbeit war die durchgefithrte Entwicklung und Integration eines
automatisierten Datenanalyseschemas. Besonders hervorzuheben sind die kontinuierli-
che Charakterisierung der Luftmassenherkunft, die Auswertung von multiplen Maxima
im Wolkenradar-Dopplerspektrum, eine Methode zur Erkennung von durch Schwere-
wellen beeinflussten Wolken mit Doppler Lidar und die Integration aller Datenquellen
in die verteilte LACROS-Forschungsdatenanwendung. Wichtigste Ergebnisse dieser
Arbeit sind, dass atmosphérische Schwerewellen die Bildung und Detektierbarkeit der
Eisphase erschweren und dass eine Kopplung von Wolken mit der planetaren Grenz-
schicht die Haufigkeit der Eisbildung erhoht. Wenn diese beiden Effekte beriicksichtigt
werden, tritt Eisbildung in Schichtwolken iiber Punta Arenas etwas weniger héufig
auf als iber Limassol und Leipzig. Dieser Unterschied kann auf eine geringere Ver-
fligbarkeit von Eiskeimen in der freien Troposphére iiber Punta Arenas zuriickgefiihrt

werden.
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Abstract:

This work investigates hemispheric contrasts of ice formation in stratiform super-
cooled liquid clouds using observations of three long-term campaigns of the mobile
ground-based remote-sensing supersite LACROS (Leipzig Aerosol and Cloud Remote
Observations System). For the northern hemisphere, LACROS datasets collected at
Leipzig (Germany, 51.4°N; 12.4°E) and Limassol (Cyprus, 34.7°N, 33.0°E) between
2014 and 2018 were used. A key component of this work was the implementation of
the more than two-year-long deployment of LACROS as part of the Dynamics Aerosol
Clouds And Precipitation Observation in the Pristine Environment of the Southern
Ocean (DACAPO-PESO) field campaign at Punta Arenas (Chile, 53.1°S, 70.9°W).
The dataset assembled during this campaign resembles the first comprehensive multi-
year ground-based remote-sensing dataset in the western part of the Southern Ocean.
The synergistic combination of radar and lidar, including the capability to observe
vertical velocities, allows detailed investigation of aerosol-cloud-dynamics interaction.
One major part of this work was the development and integration of an automated
data analysis scheme. Highlights are a continuous time-height-resolved airmass source
characterization, a multi-peak analysis algorithm for radar Doppler spectra, a gravity-
wave identification method based on Doppler lidar-vertical velocity observation, and
the integration of the data sources into the distributed LACROS Research Data Ap-
plication. The most important results of this work were that atmospheric gravity
waves impede the formation and detectability of the ice phase, whereas the coupling
of clouds with the planetary boundary layer increases the frequency of ice formation.
When these two effects are taken into account, ice formation in stratiform clouds over
Punta Arenas occurs slightly less frequent than over Limassol and Leipzig. This dif-
ference can be attributed to a lower availability of ice nuclei in the free troposphere

over Punta Arenas.



"The mysteries of cloud formation, and the precipitation that can
follow, have proven to be one of the most challenging aspects of the
global climate system. Except for man himself, the weather is probably
the most variable, unreliable, and fluctatory phenomenom of which

human intelligence has dared to attempt science.”

Joanne Malkus, 1962
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1 Introduction

Clouds are one of the most volatile components of the Earth’s climate system. De-
pending on their optical thickness, thermodynamic phase, and temperature, they may
warm or cool our planet. As a prerequisite for precipitation, they govern the weather
and provide fresh water. Nevertheless, we still struggle to understand the processes
that control their formation and life cycle. Especially the microphysics of mixed-phase
clouds is a topic of current research. At temperatures between 0 and about —40°C
supercooled liquid droplets and ice crystals can coexist. Though, different saturation
water vapor pressures over water and ice make this coexistence thermodynamically
unstable. Aerosol particles are a prerequisite for initial formation of liquid droplets
and ice crystals from the vapor phase, but clouds and aerosol particles are entangled
via complex pathways of interaction. In the first place, aerosol particles are required
as cloud condensation nuclei (CCN) on which liquid droplets can nucleate. On the
other hand, primary ice formation in the heterogeneous freezing temperature range (0
to about —40°C) requires ice-nucleating particles (INP) to be present in the aerosol
reservoir. The ways in which aerosol and cloud particles interact are controlled by
the dynamics and thermodynamics of the atmospheric environment, with temperature
being the most important driver, impacting ice formation itself and subsequent growth
by water vapor deposition. Equally important are vertical motions of air, as cooling
during adiabatic ascend determines the available supersaturation activation of INP.
Thermodynamic processes are considered dominating the cloud microphysical proper-
ties compared to aerosol-related influences. This dominance makes it difficult to isolate
aerosol-related effects in observed cloud properties. A typical structure of mixed-phase
clouds in the heterogeneous freezing regime is a liquid-dominated layer at cloud top
and ice sedimenting out of the liquid base (Barrett et al., 2017). The temperature
at the top of the liquid layer is usually the lowest temperature found in a stratiform
cloud. Hence, this cloud top temperature (CTT) is a feasible first constraint of the

thermodynamics controlling the cloud.

Despite the dominance of dynamics and thermodynamics, observations as well as
aerosol-permitting model studies suggest a considerable influence of the aerosol condi-
tions on the properties and evolution of clouds and precipitation (Seifert et al., 2012;
Rosenfeld et al., 2008; Possner et al., 2017; Solomon et al., 2018; Zhang et al., 2018).
Solomon et al. (2018) used high-resolution modeling of Arctic mixed-phase clouds to
show that perturbations in the INP concentration dominate over changes in the CCN
concentration. Cloud chamber studies suggest that for constant CCN concentration,
the ratio of ice-water to liquid-water content in the steady state is predominantly
controlled by INP concentrations (Desai et al., 2019).



Aerosol load and composition vary strongly across the globe, with especially strong
contrasts between mid-latitudes of the northern and southern hemisphere (e.g., Tegen
et al., 1997; Kinne, 2019). Similarly, there is distinct spatio-temporal variability in
the performance of weather and climate model simulations, with less accurate results
in the southern hemisphere. This difference in performance is attributed to the in-
sufficient representation of aerosol-cloud-dynamics interaction processes in the models
(Fan et al., 2016; Seinfeld et al., 2016). For instance, a less accurate treatment of
the radiative balance in the southern-hemispheric mid-latitudes compared to their
northern-hemispheric counterparts was found (Trenberth and Fasullo, 2010; Grise et
al., 2015). The reported biases in the solar radiation budget are attributed to shallow
supercooled liquid-topped clouds, which are insufficiently represented by current mod-
els (Bodas-Salcedo et al., 2014; Kay et al., 2016; Bodas-Salcedo et al., 2016; Kuma et
al., 2020). With the frequency of liquid-cloud tops too low, less short-wave radiation
is reflected. Hence, the simulations show a too strong heating at the surface, leading
to a bias in ocean heat uptake (Franklin et al., 2013; Hyder et al., 2018).

Correct treatment of the processes related to supercooled stratiform clouds in the
southern hemisphere is crucial for climate prediction, as a large share of the anthro-
pogenic carbon and heat is stored in the Southern Ocean (Frolicher et al., 2015). There
is an ongoing controversy about the reasons for the observed differences and prevailing
model deficiencies, but indications are given that a combination of hemispheric con-
trasts in aerosol load—especially the low abundance of INP form terrestrial sources—
and atmospheric dynamics plays a role. These findings lead to the first overarching

research question (RQ) of this work:

RQ I: Are there aerosol-related contrasts in ice formation in stratiform
mixed-phase clouds in the mid-latitudes of the southern hemisphere and

the polluted northern hemisphere?

In numerous previous studies, liquid-topped supercooled stratiform cloud layers have
been proven to be suitable natural laboratories for the investigation of the relationships
between aerosol properties, thermodynamics, and microphysical properties of clouds
in the heterogeneous freezing regime. Turbulence is usually confined to the liquid-
dominated cloud top (Westbrook and Illingworth, 2013; de Boer et al., 2009) and due
to the limited thickness of this layer, secondary ice formation or ice multiplication are
inhibited (Fukuta and Takahashi, 1999; Myagkov et al., 2016a). The temperature at
which the ice formation occurs needs to be well defined, because the concentration of
efficient INP increases rapidly with decreasing temperature (e.g., Kanji et al., 2017)
and thus the amount of ice formed increases with decreasing temperature (Biihl et al.,
2016).

Supercooled liquid clouds are frequent over the Southern Ocean (Hu et al., 2010;
Huang et al., 2015; Tan et al., 2014). Studies by Kanitz et al. (2011) and Choi et
al. (2010) showed, that—at similar temperatures—ice is formed less frequently in su-
percooled liquid layers in the southern compared with northern mid-latitudes. The
study of Kanitz et al. (2011) first used a ground-based lidar at Punta Arenas (53.1°S,



70.9°W, Chile) to asses the thermodynamic phase of stratiform mixed-phase clouds
in the southern mid-latitudes. Alexander and Protat (2018), using ground-based li-
dar and A-Train observations from Cape Grim (40.7°S, 144.7°E, Australia),confirmed
the basic findings also for the eastern parts of the Southern Ocean. Only recently,
more extensive observations became available from the Southern Ocean, including
shipborne, land-based, and aircraft campaigns. Most of these efforts targeted ae-
rosols and clouds above the Southern Ocean between Australia and Antarctica (60
to 160°E). An overview is provided by McFarquhar et al. (2020). Using a shipborne
remote-sensing dataset, Mace and Protat (2018) also found frequent supercooled liquid
layers between Australia and Antarctica. Zaremba et al. (2020) investigated airborne
active remote-sensing observations of Southern Ocean clouds south of Tasmania. They
found widespread liquid cloud tops at temperatures down to —30°C. Though, lim-
ited sampling at single heights provides no information on the vertical structure of
clouds. Also sampling inside supercooled liquid layers is difficult due to aircraft and
sensor icing. By investigating the ground-based remote-sensing dataset assembled at
McMurdo (77.8°S, 166.7°E, Antarctica), Silber et al. (2018) found frequent long-lived
liquid-topped clouds, even below —30°C.

Different causes for regional contrasts in the abundance of supercooled liquid cloud
layers are proposed. On the one hand, a reason for the excess of supercooled liquid
water in southern-hemispheric cloud systems could be the inhibition of ice formation
caused by the lack of INP in the predominantly pristine environment of the Southern
Ocean (Hamilton et al., 2014), where terrestrial sources, which are considered as the
major source for INP, are rare or far apart (Vergara-Temprado et al., 2017). In a study
that assembled observations from several shipborne campaigns, Welti et al. (2020)
corroborated the low INP concentrations in that regions. Recent studies based on
the A-Train satellite constellation suggest systematically lower ice amounts in the
southern mid-latitudes (Zhang et al., 2018) and a strong susceptibility to dust load
(Villanueva et al., 2020). By adding marine organic aerosol as an explicit species to an
Earth system model, Zhao et al. (2021) confirmed this finding and identified marine
organic aerosol as the primary ice nuclei above the Southern Ocean. Liquid layers
in deeper clouds, observed during another shipborne campaign (McFarquhar et al.,
2020; Alexander et al., 2021), could only be reproduced in regional model simulations,
when the INP parametrization was tuned to lower concentrations (Vignon et al., 2021).
Comparing airborne aerosol observations from the Northern Atlantic and the Southern
Ocean, Minikin et al. (2003) reported a factor 2 to 3 lower aerosol concentration in
the free troposphere of the southern mid-latitudes. Consequently, Gayet et al. (2004)
derived lower ice crystal number concentrations (ICNCs) compared to the northern

mid-latitudes in cirrus clouds from the same dataset.

In the heterogeneous freezing regime, suitable aerosol particles are a prerequisite for
ice formation. Without ice formation as a sink for cloud water, the liquid phase may
be sustained for long periods of time. On the other hand, dynamical processes could
lead to an enhancement of supercooled liquid water. Korolev (2007) showed, that

depending on the number and size of ice crystals, a threshold vertical velocity can be



found, which allows for sufficient supersaturation to grow the ice as well as the liquid
phase. Gravity waves have been suggested playing a role in the phase partitioning
of Southern Ocean clouds (Alexander et al., 2017; Silber et al., 2020). Due to the
orographic effects and the strong westerlies, gravity waves are a general feature in the
vicinity of all landmasses in the middle and high latitudes of the southern hemisphere
(Sato et al., 2012; Alexander et al., 2016). Also, stronger turbulence increases the
amount of ice formed in stratiform cloud layers (Biihl et al., 2019a). Indications are
thus given that it is necessary to also consider turbulence in studies of ice formation.
The potential contribution of aerosol-related and dynamical effects to contrasts in the
frequency of supercooled liquid cloud layers motivate the second research question of
this thesis:

RQ II: Is the reported high frequency of supercooled liquid water in the

southern hemisphere caused by the low abundance of INP alone?

Generally, aerosol load in the free troposphere is lower than in the boundary layer
(e.g., Bourgeois et al., 2018). Griesche et al. (2021) found a strong increase in the
frequency of ice formation for cloud layers coupled to the surface via the boundary
layer. So far, no similar investigation is available for mid-latitudes, especially for the
southern hemisphere. The importance of surface coupling on cloud properties is further
underlined by the challenges satellite-derived datasets face in characterization of low,
shallow clouds (Alexander and Protat, 2018; McErlich et al., 2021). Hence, research

question three is posed as:

RQ III: Do enhanced INP concentrations in surface-coupled cloud layers

influence the frequency of ice formation?

Still, only few long-term observations are available from the southern mid-latitudes,
and most of them are either based on lidar-only or spaceborne radar-lidar datasets with
limited sensitivity. As shown by Biihl et al. (2013a) for the northern mid-latitudes,
most of the ice formation by stratiform clouds at temperatures above —12°C is missed
by these instruments. Using a shipborne remote-sensing dataset, Mace and Protat
(2018) also found frequent liquid-dominated clouds with low radar reflectivities, and
one-third of the liquid layers could only be observed with lidar. Comparing the ob-
servations with a Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations
(CALIPSO) dataset from Hu et al. (2010), they found an underestimation of ice, es-
pecially strong at temperatures above —15°C. Consequently, such satellite datasets
overestimate the frequency of liquid-only supercooled clouds at those temperatures.
Comparing CALIPSO observations with airborne in-situ data, Ahn et al. (2018) came
to a similar conclusion. In a follow-up study, Mace et al. (2020) refined the CALIPSO
classification scheme, which led to more frequent detections of the mixed-phase, espe-
cially during wintertime and in the lower latitudes of the Southern Ocean. However,
no CTT-resolved phase occurrence statistics was presented. The ground-based studies
by Kanitz et al. (2011) and Alexander and Protat (2018) are also solely based on lidar.

Hence, research question four is the following:



RQ IV: Did prior lidar-only studies underestimate the frequency of ice

formation at high temperatures?

This thesis addresses the research questions I-IV in the framework of a contrast-
ing study by comparing the cloud properties at locations with differing aerosol load.
Contrasting studies, such as done, e.g., by Kanitz et al. (2011), Seifert et al. (2015),
Zhang et al. (2018), and Villanueva et al. (2020) have proved successful in pinpoint-
ing aerosol-related differences in cloud microphysics. When collected with identical
instrumentation, aerosol and cloud properties observed at different locations can be
compared. To determine the impact of varying aerosol load and composition on clouds,
targeted long-term observations at suitable sites have to be performed. However, the
dynamical forcing on the cloud under investigation needs to be comparable between
the sites as well, a task which is not easily achieved for satellite-based datasets, such
as the ones used by Villanueva et al. (2021).

So far, a statistical analysis of the relationships between aerosol conditions, cloud
dynamics, and the phase partitioning in stratiform cloud layers of the southern mid-
latitudes based on long-term observations has not been established. One reason is
that, despite increased activity in the recent past, ground-based remote-sensing obser-
vations of clouds and aerosol are still sparsely distributed in the Southern Ocean and
at the coast of Antarctica. Even those recent campaigns are mainly focused on austral

summer and are usually limited to periods less than a year.

To address the need for comprehensive long-term observations, the mobile Leipzig
Aerosol and Cloud Remote Observations System (LACROS) has been deployed at
Punta Arenas (53.1°S, 70.9°W, Chile) for the Dynamics Aerosol Clouds And Precip-
itation Observation in the Pristine Environment of the Southern Ocean (DACAPO-
PESO) field campaign since November 2018. The core instrumentation of LACROS
consists of a polarimetric Doppler cloud radar, a multi-wavelength Raman polarization
lidar, a microwave radiometer, and a Doppler lidar. These instruments are combined to
provide comprehensive observations of cloud and aerosol properties as well as vertical
motions. Considerable effort was spent within the framework of this thesis in plan-
ning, preparing, and conducting this field campaign. The resulting dataset and data of
observations by LACROS at Leipzig (51.4°N, 12.4°E, Germany) and Limassol (34.7°N,
33.0°E, Cyprus) are used for the contrasting study. Together, these three datasets
cover the aerosol conditions of a continental northern-hemispheric background site, a
hot-spot of mineral dust, and the marine-dominated pristine Southern Ocean. Hence,
the datasets collected with a single set of ground-based remote-sensing instrumentation
provide an ideal basis for contrasting studies. The broad variety of instruments covers
the decisive properties of aerosols, dynamics, clouds, and precipitation for a compre-
hensive picture of aerosol-cloud interaction. The observations at Punta Arenas provide
the first multi-year dataset of synergistic ground-based remote-sensing observations in
the western half of the Southern Ocean and allow us to contextualize prior findings,

especially the ones by Kanitz et al. (2011).
Analyzing the large datasets collected by the various instruments of LACROS at



three different locations requires sophisticated methods and retrievals. While well-
established synergistic retrievals such as Cloudnet (Illingworth et al., 2007) or the lidar
processing chain of PollyNET (Baars et al., 2016; Baars et al., 2017; Yin and Baars,
2021) are readily available and provide the backbone of the data analysis, yet not all
crucial aspects are covered. Work published in two peer-reviewed publications con-
tributed important methodological extensions and is included into this thesis. When
multiple hydrometeor species coexist within a cloud radar observation volume, they
frequently appear as distinct peaks in the Doppler spectrum because of their different
terminal velocities. This multi-peak information is not yet routinely used in synergis-
tic retrievals due to the complexity of this information. In Radenz et al. (2019a) the
structure-preserving Doppler spectra analysis technique peakTree, which helps to ac-
cess this complexity with automated algorithms is introduced. The second publication
addresses the issue of airmass source estimates for continuous profiling observations.
In Radenz et al. (2021a) a method for obtaining a continuous time-height-resolved
airmass source attribution from backward simulations is described. A third paper,
Radenz et al. (2021b), includes a scheme for the identification of gravity waves using
the autocorrelation of the Doppler lidar vertical velocity and covers the obtained con-
trasts in the frequency of ice formation. A full publication record is provided in the
appendix.

The remainder of this thesis is structured as follows. In Chapter 2, a brief overview
on microphysics in shallow mixed-phase clouds including the impact of vertical motions
is given. Afterwards, Chapter 3 introduces the mobile ground-based remote-sensing
facility LACROS and the campaigns covered in this work. Naturally, the recent Punta
Arenas deployment is the main focus. The data processing chain and synergistic re-
trievals are explained in Chapter 4. Methods that were newly developed and published
are described extensively in this section, including case examples. Already existing re-
trievals such as the Cloudnet algorithm and the PollyNET processing chain are only
briefly introduced. An overview on the thermodynamic conditions, cloud occurrence,
and lidar-derived aerosol properties for all three datasets is given in Chapter 5. After-
wards, Chapter 6 focuses on the properties of stratiform mixed-phase clouds, especially
the frequency of ice formation. Here, the effects of instrument sensitivity, surface cou-
pling, and gravity waves on cloud phase are addressed. The amount and efficiency of
ice production by mixed-phase clouds is also quantified. In Chapter 7, the long-term
statistics of the multi-peak radar Doppler spectra are presented. The identification of
conditions, under which multiple particle populations coexist, serves as a first step for

future investigation of deeper clouds. A summary and outlook conclude the work.



2 Heterogeneous ice formation in shallow
mixed-phase clouds

This chapter briefly introduces some theoretical concepts that are useful to understand
processes in mixed-phase clouds. Starting with primary ice nucleation, the relevance of
aerosol particles for this process is described. Once the three phases, water vapor, liquid
droplets, and solid ice crystals coexist, the further evolution of the cloud depends on
the mass transfer between the phases. Vertical motion crucially controls this transfer,
but for stratiform clouds, frequently an almost steady state is reached. The ice particles
grow via deposition of water vapor and at some point the particles are large enough to
sediment out of the mixed-phase layer. Ice particles may also grow by the collection
of liquid or other ice particles, also called riming and aggregation, respectively. Large
ice crystals might also shatter, with their fragments explosively enhancing the number
of ice particles. An overview on the complexity of these interactions is given, e.g.,
by Seifert and Beheng (2006). To isolate the process of primary ice formation, this
work focuses on shallow stratiform cloud layers. As described in multiple studies such
as Ansmann et al. (2008), Seifert et al. (2010), Biihl et al. (2016), and Barrett et
al. (2017) stratiform mixed-phase clouds have a distinct structure with a liquid or
liquid-dominated layer at top and an ice virga below. Due to this structure, ground-

based remote sensing is well suited to investigate primary ice formation in such clouds.

Ice nucleation is a stochastic process and can be described in terms of classical
nucleation theory (CNT). Overviews are given, e.g., by Murray et al. (2012) and Kanji
et al. (2017). To freeze a liquid droplet, a cluster of ice needs to form inside the
liquid, which is able to overcome the barrier in the Gibbs free energy AGhom. AGhom
depends on the radius of the cluster 7 and is the sum of a surface term proportional
to the radius 72 and a volume term proportional to rg?3, with the equations provided,
e.g., by Murray et al. (2012). At the critical radius 7, the volume term starts to
dominate over the surface term. Once the cluster is larger than rf,, further growth is
energetically favored and the droplet freezes. With stronger supercooling, the critical
size r{, and the energy barrier AGY_ = get smaller. Homogeneous freezing only occurs
at temperatures below about —38 °C (Pruppacher and Klett, 1997).

Freezing may occur at higher temperatures as well, if a suitable solid substrate,
i.e., an INP, is available on which the ice cluster may form. This freezing pathway is
called heterogeneous freezing. Different pathways or modes of nucleation have been
proposed (see Murray et al., 2012; Vali et al., 2015, for an overview). In the case of
deposition nucleation, the water vapor deposits to the INP without liquid involved.

Immersion freezing requires an INP inside the droplet to trigger freezing, whereas



for contact nucleation an INP collides with the droplet and then triggers freezing.
It is still open to debate, if the latter two processes can be distinguished outside of
laboratory experiments. Variants of these modes have also been proposed, such as
droplet collision or evaporation favoring the freezing. But also their relevance is still
unknown. In terms of Gibbs free energy, the surface of the INP reduces the energy
barrier to AG},, = AG;,,,f(©), with f(©) describing the efficiency of an INP in
terms of the contact angle ©. Based on CNT, the nucleation rate d/V;_,; depends on
the nucleation-rate coefficient juet (7, ©), the INP surface area A,, and the number of
droplets NVi:

dN_; = N]Anjhet(T, @)dt (2.1)

For naturally occurring INP, a single contact angle is generally not sufficient to describe
the freezing behavior. A stochastic distribution of contact angles can be used to
improve the description of a weak time dependence in some laboratory studies (e.g.,
Niedermeier et al., 2011). For many INP populations, the time dependence is much
less important than the temperature dependence (Vali, 2014). Under this condition,
the more simple singular hypothesis is a sufficient description of ice formation. An
INP is conceptualized to have nucleation sites at its surface. Each of these sites may
trigger freezing at a characteristic temperature. The activation of the INP as a whole
is then determined by the highest of those characteristic temperatures, i.e., a droplet

freezes once the characteristic temperature for the ‘best’ site is reached.

In terms of a droplet population at a certain temperature, all droplets are frozen,
which contain INP with surface sites acting at a higher characteristic temperature

(Connolly et al., 2009):
dns(T)
dT

where ng(7T) is the temperature-dependent ice-active surface site density. From the

AN = MA,

dr, (2.2)

singular hypothesis it becomes clear that the nucleation rate only depends on the
number of activated sites for a certain amount of cooling, where the number of active
sites depends on the composition and size of the aerosol particles and their distribution

within the droplets.

Generally, INP are a small subset of aerosol particles and their number increases
with decreasing temperature. Petters and Wright (2015) provided an overview on
concentrations, typically observed in the atmosphere, ranging from 1076 to 1072 L~}
at —5°C and 102 to 10*L~! at —35°C. Though depending on location, height, and
airmass source, a variability of several orders of magnitude is observed (e.g., Welti et
al., 2020). Much effort is put into characterizing what subset of aerosol particles serves
as a reservoir for INP (Kanji et al., 2017; Hoose and Mohler, 2012). The most abundant
INP in the atmosphere is considered to be mineral dust, which predominantly is ice-
active below —15°C. Mineral dust particles fulfill two criteria that are considered a
prerequisite for ice activity: insolubility and large size (Pruppacher and Klett, 1997).
More recent research found that also soluble components, such as certain biological
macromolecules with sizes of about 10 nm, can show ice activity (Pummer et al., 2015).

These macromolecules were also found sticking to other aerosol particles such as soil



dust, thus significantly enhancing the ice activity of the latter (Conen et al., 2011).
Especially fungal spores and soil dusts were found to be efficient INP at temperatures
above —10°C (O’Sullivan et al., 2015).

While different modes of heterogeneous ice formation are discussed (see Vali et al.,
2015, for an overview), immersion freezing is considered the predominant pathway in
mixed-phase clouds and was identified to dominate heterogeneous freezing at tempera-
tures above approximately —25°C (Ansmann et al., 2008; Westbrook and Illingworth,
2011; Hoose and Mohler, 2012; Murray et al., 2012). For immersion freezing, first a
liquid droplet has to form, then freezing is triggered by an INP already residing inside
the droplet. The immersion freezing process is suspected to be even more efficient
during droplet evaporation, when ice formation is triggered at the time of contact be-
tween the shrinking droplet surface and the immersed INP (Durant, 2005). Based on
Eq. (2.2), parametrizations of heterogeneous ice nucleation in the immersion mode are
available (Connolly et al., 2009; Niemand et al., 2012; Diehl and Mitra, 2015). When
a population of liquid droplets N is cooled from Ty to 11, AN; additional ice crystals
will form:

AN; = N (1 — exp {Ay [ns(Th) — ns(To)]}) - (2.3)

This description is only valid for a single, monodisperse INP population. If no sites
become ice-active in the temperature interval between Ty and 77, no additional ice

particles will form.

Other formulations of freezing parametrizations are not based on the surface con-
centration, but on the bulk number of aerosol particles larger than a certain threshold
(e.g., DeMott et al., 2010; Tobo et al., 2013; DeMott et al., 2015). In the atmosphere,
a mixture of aerosol particles with different sizes and ice-activation characteristics is
nucleating ice, which further complicates the description of this process. In addition
to a correct understanding of the complexity of ice nucleation itself, a precise charac-
terization of the aerosol mixture in the cloud volume is needed. Nevertheless, the key
message from the stochastic hypothesis is that for a given cloud volume any additional
ice nucleation requires cooling and hence updrafts. In the absence of suitable INP, no
ice particles might form at all and the cloud will consist of supercooled liquid cloud
droplets only. The percentage of those supercooled layers that form ice at a specific
CTT is frequently used to characterize ice nucleation in models or observations (e.g.,
Kanitz et al., 2011; Seifert et al., 2010; Seifert et al., 2015; McCoy et al., 2015; Alexan-
der and Protat, 2018; Villanueva et al., 2021). This fraction of ice-containing clouds

is considered typical for certain geographical regions.

Once ice is nucleated in a supercooled cloud, the three-phase system of vapor, liquid,
and ice is thermodynamically unstable (Korolev, 2007). The water-vapor saturation
pressure over ice e; s is smaller than that over water (ej 5), thus the ratio of saturation
pressures ¢ = e g/€; s is larger than 1. When the saturation pressure of an air parcel

e is larger than the saturation pressure, this parcel is supersaturated:

§="5 (2.4)

€s




where supersaturations for ice and liquid are defined as S; and S), respectively. In
the case of e;s < e < e, an air parcel can be supersaturated with respect to ice
and subsaturated with respect to liquid water. Under mixed-phase conditions, the
difference in saturation pressures causes a mass transfer from the liquid droplets via
the vapor phase to the ice phase. The ice phase will grow at expense of the liquid phase,
which is also called Wegener-Bergeron-Findeisen process (WBF). If no source of water
vapor is available, the droplets will dissolve, leaving a glaciated cloud consisting only of
ice crystals. However, depending on the actual supersaturation, the ice crystals might
not be able to consume all the excess water vapor, supporting the mixed-phase state
for long time. In the following, this mass transfer is analyzed analytically, in order to
estimate the preconditions for glaciation of a cloud and to quantify the time scales.
The change of supersaturation over liquid water S; in a vertically moving, adiabatic

mixed-phase parcel is given as (Korolev and Mazin, 2003; Korolev et al., 2017):

1 ds

ﬁg = apw — agBi*Ni’Fi + (CLlBlNlﬁ + agBiNifi) S, (25)

where ag, a1, a2, B, Bi, and B) are the constants given in the original publication
(where w is used as a subscript for liquid droplets instead of !) and in appendix A.
They scale the mass fluxes between the three phases and depend on temperature and
pressure. Here, w is the vertical velocity (positive for upward motion), 7 and 7; are
the average radii of the liquid and ice particles, respectively. From Eq. (2.5) a limiting

supersaturation can be obtained, assuming no growth of the cloud particles:

apw — b;kNi’Fi

S ] = — .
as,! b1 + by NiT

(2.6)
Following Korolev and Mazin (2003), the quantity S 1 is called quasi-steady super-
saturation. Again, by = a1B), bj = a2B;, and b = a»B;" are given in the original
publication and in appendix A. The limiting supersaturation can also be interpreted
as an equilibrium state, where changes in the supersaturation are balanced by the
cloud particles. In case Sqs.1 > Si, both phases ice and liquid water might grow, which
will be discussed in further detail later in this section. The phase relaxation time 7,

gives the time scale necessary until this quasi-steady supersaturation is reached:

1 1
o ~ , 2.7
P agw + N + (b + )N Tt i) &1)

where 7, 1 and 7, ; are the relaxation times for liquid water and ice, respectively. In
typical stratiform mixed-phase clouds, liquid droplets control the phase relaxation,
with times on the order of 0.1 to 10s (Korolev and Mazin, 2003). In the absence of
updrafts, Sq 1 is always negative, but the evaporating droplets keep the the saturation
over water close to 1. Typical N} in mixed-phase clouds are 10° L~!, with 7 of 5 to
10 pm. Ice particles are usually less abundant with NN of 0.1 to 100L~!, but larger
sizes of 50 to 1000 pm.
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The time 7, until full glaciation without additional ice nucleation is (Pinsky et al.,
2014):

3
2(¢p—1)

1 al (]/0 2/3 2/3
W <Qi,0 + a:m,o + aQU}Tg) — 4i,0

with the initial liquid-water and ice-water mixing ratios ¢ o and g; o, respectively. The

(2.8)

Tg =

n o
11BN g 023 |

products Nj7 and Nj7; are the integral radii of water and ice, respectively. With the
typical values given above, the integral radius for droplets is 500 to 1000 m~2 and
for ice 0.005 to 100m~2. The vertical velocity w has to be assumed constant, when
deriving Eq. (2.8). Y} and Y; are prefactors to harmonize the definitions of Pinsky et
al. (2014) with Korolev and Mazin (2003) and Korolev and Field (2008).

Now, Eq. (2.8) will be used to discuss the impact of Nj, g1 9, and w on the glaciation
time. For the moment, any shape effects that would support enhanced growth are
neglected (i.e., all particles are assumed spherical). At first, the case of w = 0 is
discussed. Under this condition, Eq. (2.8) is in good agreement with Eq. (29) by
Korolev and Mazin (2003). With vertical motions being absent, glaciation time mainly
depends on ¢ ¢ and N; and is on the order of 102 to 10° seconds (Korolev and Mazin,
2003). For constant i o across all temperatures, as shown by (Korolev and Mazin,
2003), a minimum 7, is reached at about —15°C, where ¢ is highest. Fig. 2.1 shows
the glaciation time for typical ¢ ¢ and ¢; o as reported by Biihl et al. (2016). Different
to the the glaciation time for a fixed ¢ o, the temperature dependence is lessened.
However, for low temperatures, more INP are active, hence higher N; are usually
observed. It becomes clear that a reduction of INP in pristine environments causes
a prolonged glaciation time. A factor of 2 lower number of INP at, e.g., —20°C
increases the glaciation time by a factor of ~ 1.6. Droplet number concentration has
a negligible effect on this consideration. Only for N; < 100 cm ™3, the glaciation time
is underestimated by 5%-10% (Pinsky et al., 2014).

When up- or downdrafts are present, they can serve as an additional source or sink
for supersaturation (see first term at right-hand side of Eq. (2.5)). Following up on
Korolev and Mazin (2003), Korolev (2008) identified four regimes of mass transfer
between the three phases, depending on vertical velocity. The regimes are separated

0

by the threshold velocities w", w™, and w*:

0 €is — €5 a1

w’ = —2—BINm, (29)
€l s ao
— 1) (Byb; — by B;) Ny7 N7,
wt = @D (Bib —b ) M (2.10)
ao¢ (BIN17) + BiNjTy)
w* = (¢ — 1) 2 B Nifi. (2.11)
ag

For a vertical velocity w < w", droplets and ice crystals evaporate, whereas for w >
w* both phases can grow. Strictly, the WBF process is only possible for w® < w < w*,

where ice grows and droplets shrink. However, this regime is separated by w™, where
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Figure 2.1: Glaciation time under the absence of vertical motion for typical mixed-phase clouds.
(a) Glaciation time depending on temperature and ice particle number concentration.
Typical values of LWC and ILCR are taken from Biihl et al. (2016) and are shown in (b)
and (c), respectively. The color in (a) shows the hypothetical radius of the ice spheres at
glaciation. Calculations are for a pressure of 750 hPa.

the water-vapor mixing ratio is in equilibrium. Below w™, the water-vapor mixing
ratio increases and above, it decreases over time. The relationship between Nj, 7, and
w* is illustrated in Fig. 2.2. For increasing N; and 7, the vertical velocity required
for supersaturation over liquid water also increases. Under typical conditions, w* is
on the order of a few cms™! to ms™! of upward velocity, whereas the evaporation of

both phases (w < w?) requires downdrafts of more than 1ms™1.

To actually reach
saturation over water in an adiabatic ascend, a certain vertical displacement AZ is

required,

AZ = 11n<elvs>, (2.12)

agp €1,0
where ¢; ¢ is the water-vapor pressure at the start of the vertical displacement. The
vertical displacement and the threshold velocity together provide a necessary and suf-

ficient criterion for liquid-water saturation under the presence of ice particles (Korolev
and Field, 2008).

Eq. (2.8) also can be used to obtain the glaciation time in the presence of vertical
motion. For w # 0, 7, appears on both sides of Eq. (2.8). The equation can be
transformed into a quadratic equation and solved for 7,. Fig. 2.3 shows the glaciation
time dependence on w for a variety of possible V;. In the presence of downward motion,
glaciation is accelerated, leading to glaciation times of less than a few minutes. Under
the influence of updrafts, the glaciation time strongly depends on Nj. For low ICNC

or weak updrafts, no glaciation will occur for reasonable vertical displacements at all.

Korolev and Field (2008) showed that also cyclic vertical motions exceeding a thresh-
old vertical displacement and vertical velocity can sustain liquid water. However, also

turbulent up- and downdrafts are able to sustain a mixed-phase cloud, as long as the

12
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Figure 2.2: Vertical velocity w* required for reaching liquid-water saturation under the presence
of ice crystals. The white contour lines indicate the resulting ¢;. Calculations are for a
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the vertical displacement is large enough (Field et al., 2014). In idealized model simu-
lations, a quasi-steady state can be reached for a wide variety of Nj, with average ice

and liquid contents staying constant (Korolev and Isaac, 2003).

Now, the growth of individual ice particles is analyzed in more detail. The theoretical
framework by Chen and Lamb (1994) is used, which allows the shape of a crystal
to evolve freely, only depending on temperature. This approach is also called mass
distribution hypothesis. The mass growth m; of an individual ice particle due to

deposition of water vapor is (Fukuta and Walter, 1970):

dmi

dt

= 47ijCiAi(¢ — 1), (2.13)

where it is assumed that the supersaturation over ice is given by the saturation pressure
over water, as typical for mixed-phase clouds. p; is the density of ice and A; is the
deposition growth coefficient (given in Korolev and Mazin, 2003, and in appendix A).
In the deposition growth factor, the effects of mass and heat transfer are combined.
The capacitance C;j depends on the size and shape of the ice crystal. When the ice
crystal is considered a spheroid, C; depends on the major and minor semi axis r, and
re, respectively. Formulas are given in appendix A. The growth rates along the major

and minor axis are controlled by the inherent growth ratio I'(7T"),

dlnr,

dlnr, =T(T). (2.14)
This temperature-dependent inherent growth ratio is inferred from laboratory obser-
vations. Furthermore, a reduced density is used to relate the change in mass to the
change in volume. Fig. 2.4 illustrates the growth of initially spherical particles by
water-vapor deposition at different temperatures. Rapid growth can be seen at tem-
peratures of —23, —15, and —6 °C, where also the deviation from the spherical shape
is strongest. In the region of fastest growth around —15°C, the mass of the particles
is almost an order of magnitude larger for non-spherical shapes. Similar results were
obtained by Fukuta and Takahashi (1999) using wind tunnel studies. In agreement to
their studies, the mass of a single particle is between 1076 and 107° g after 20 min-
utes. For growth times of less than ~ 20 minutes or fall distances of ~ 350 m, Fukuta
and Takahashi (1999) found no influence of riming or aggregation. As the deposi-
tion growth, the terminal velocity depends on the particle habit and size (Heymsfield
and Westbrook, 2010), but a typical terminal velocity after 20 minutes of growth is
0.7ms~ L. Using polarimetric cloud observations, Myagkov et al. (2016b) could confirm
the pristine shape of particles for shallow stratiform clouds in the temperature range
of —3 to —24°C.

Sulia and Harrington (2011) used a parcel model based on the mass distribution
hypothesis to investigate the impact of non-spherical ice particles on glaciation time.
They found that the glaciation time is reduced for temperatures of strong shape-
dependent growth. For N less than 100!, glaciation is more than a factor of 3

faster at temperatures around —15°C. Also initially smaller particles show a faster
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Figure 2.4: Habit evolving growth of ice crystals of different initial shape by water-vapor de-
position. (a) Mass after growth times of 5, 10, and 20 minutes. Dotted lines indicate
the mass for spherical growth. (b) Axis ratio of the evolved spheroid. Initially the ice
particles are spheres of r; = 6 um.

glaciation time than larger particles, indicating a weak influence of droplet size on

glaciation time as well.

With growth, the terminal velocity of the ice particle increases and it will start to
sediment out of the mixed-phase cloud top (Mitchell, 1996). If sedimentation is rapid,
significant portions of the condensed water will be removed from the cloud. Hence, if
no moisture is supplied, the cloud will dissolve once the liquid water is depleted. A
first indicator of how sensitive a cloud is to changes in the ice phase is the ice-to-liquid
content ratio (ILCR). The lower this ratio, the less susceptible the cloud is to the ice
phase and changes in the ICNC. Observations in shallow stratiform clouds by Biihl et
al. (2016) showed a two orders of magnitude decrease of ILCR between temperatures
of —35 and —5°C. Alternative measure for the importance of the ice phase is the static
lifetime index, for which the ice flux at cloud base is related to the liquid-water path.
The index describes the time after which, under the absence of large-scale vertical
motion, the liquid phase would be depleted from the cloud. In the same 30 K interval
as above, this lifetime increases from minutes to days (Biihl et al., 2016). Hence, the
effect of a pristine environment is likely to be most pronounced for clouds with rather
high ILCR, i.e., temperature below about —15°C.

All the described processes are entangled and it is tough to single them out in
real clouds. A strongly simplified back-of-the-envelope calculation shall illustrate this
again. At —20°C, a mixed-phase layer might contain 7L~ ice crystals and a liquid-
water content (LWC) of 0.1 gm ™3, yielding a glaciation time of ~ 1.4 h. In this case, an
updraft of less than 10 cms™! is sufficient to bring the cloud parcel to supersaturation

over liquid water. Under a persistent updraft, the glaciation time increases by more
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than an order of magnitude. But also instantly, the cooling will nucleate new ice parti-
cles. A temperature decrease of just 2 K will almost double the number of ice crystals.
A doubled number of ice crystals, in turn, will reduce the glaciation time by almost a
factor of two. Hence, the analysis based on the theoretical framework presented above
can only provide a first insight into the complex interactions occurring in mixed-phase
clouds. To isolate the aerosol effect on primary ice formation, it is pivotal to con-
strain the analysis to shallow clouds with thin liquid layers. This condition excludes
riming, aggregation, and secondary ice formation. Then, detailed remote-sensing ob-
servations can provide the required information of aerosol load, ice and liquid water
mass, and vertical motions. These constraints will finally help to better characterize
microphysical processes in shallow clouds directly in the atmosphere.

The following chapter will introduce the mobile ground-based remote-sensing facility
used to collect the dataset and the locations of the field deployments. Afterwards, the
data analysis methods are presented. The contrasts of aerosol and cloud properties

are then discussed in Chapters 5 to 7.
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3 The maobile ground-based
remote-sensing facility LACROS

3.1 LACROS instruments

The core facility used in this study is the mobile Leipzig Aerosol and Cloud Re-
mote Observations System (LACROS) of the Leibniz Institute for Tropospheric Re-
search (TROPOS) with state-of-the-art instrumentation for synergistic observations
of aerosol, clouds, dynamics, radiation, and precipitation. Having been established in
2011 (Biihl et al., 2013b), LACROS was continuously expanded and currently consists

of the following instruments:

« METEK MIRA-35, a 35 GHz scanning cloud radar with slanted linear depo-

larization configuration;
o PollyXT, a multi-wavelength Raman and polarization lidar;
« RPG HATPRO G2, a 14-channel microwave radiometer (MWR);
e HALO Photonics StreamLine XR, a 1.5 um scanning Doppler lidar;

o METEK Micro Rain Radar, a vertically pointing 24 GHz radar (since May
2018);

e Jenoptik CHM15kx, a 1064 nm ceilometer;
« Ott Parsivel?, an optical disdrometer;

« Radiation sensors, namely a Cimel sun and sky photometer and sensors for

broadband irradiation measurements.

An overview of technical specifications is provided in Tab. 3.1. All the instruments
are housed in two custom-built, standard-size 20 ft shipping containers (Fig. 3.1). This
allows mobility and standardized, hence cost-efficient, logistics. Once on site, a team
of 3—4 persons needs two days for the deployment and another three days for quality
assurance and setup of the data streams. Afterwards, a single person is sufficient to
operate LACROS and maintain the instruments, while the instruments collect the data
autonomously. For dedicated deployments additional instrumentation from partner
institutions might be added.

Apart of the instruments, automated data processing and synergistic retrieval are
a crucial component of LACROS. The data processing is described in Chapter 4 in
more detail. The remainder of this chapter briefly describes the key instruments used
during this study and the locations LACROS was deployed at.
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Figure 3.1: The mobile facility LACROS deployed at the campus of the University of Magallanes
at Punta Arenas, Chile.

Table 3.2: MIRA-35 cloud radar settings of the long-term vertical-stare observations. The
abbreviations are: pulse repetition frequency (PRF), number of points in the Fast Fourier
Transform (NFFT), number of averaged spectra (navg), and Nyquist velocity (vnyquist)-

Start date PRF NFEFT n..  UNyquist

[Hz] [ms~1]
2011-08-03 5000 256 200 10.56
2016-07-13 5000 1024 10 10.56
2016-08-25 5000 512 10 10.56
2016-09-13 7500 512 15 15.83
2017-03-16 3750 512 15 7.91
2019-01-11 5000 512 20 10.56

3.1.1 MIRA-35 cloud radar

The central instrument of LACROS is a METEK MIRA-35 cloud radar, which is a
magnetron-based pulsed 35 GHz coherent-on-receive cloud radar with polarization and
Doppler capabilities (Gorsdorf et al., 2015). At a wavelength of 8.5 mm, the radar is
well suited for the observation of hydrometeors with sizes commonly found in clouds. A
208 ns pulse length combined with oversampling provides a vertical resolution of 31.2 m.
The transmitter, data acquisition, and the parabolic dish are mounted on a zenith
and azimuth scanner. An antenna diameter of 1.2 m generates a pencil-beam with a
6 dB beamwidth of 0.5°. Most of the time vertical-stare observations are performed.
Range-height-indicator (RHI) and plan-position-indicator (PPI) scans are done once
per hour from minute 29 to 35, though they are not further investigated in this work.
The original horizontal /vertical depolarization configuration was changed to a slanted
linear depolarization basis in March 2016 (Myagkov et al., 2016a). Depolarization
channel decoupling in terms of integrated cross-polarization ratio (ICPR) was found
to be as low as —31dB (Myagkov et al., 2015).

By default, MIRA-35 provides noised-cleaned compressed Doppler spectra (zspc-
format) and moment data separately for meteorological targets and atmospheric plank-

ton (Gorsdorf et al., 2015). Over the years covered by this work, the default settings of
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MIRA-35 were modified several times, mostly to improve the usability of the Doppler
spectra. An overview of the settings is given in Tab. 3.2. With these settings a de-
tection threshold of better than —45dBZ at 5000 m can be achieved. The cloud radar

signal processing is covered in more detail in Sec. 4.3.

3.1.2 Polly*T multi-wavelength lidar

The main instrument for the measurement of aerosol properties and cloud droplets is
the multi-wavelength Raman and polarization lidar Polly*T. The technical setup is
only briefly described here, detailed information is provided by Althausen et al. (2009)
and Engelmann et al. (2016). A frequency-doubled and tripled Nd:YAG laser emits
pulses of light at 355, 532, and 1064nm at a repetition rate of 20Hz. The light
scattered back from atmospheric targets is collected by three telescopes with different
fields of view and directed to 13 detection channels depending on wavelength and
polarization state. Detection is done using a 500 MHz photon counting system and a
spatio-temporal resolution of 7.5m (50ns) and 30s (600 pulses). As the whole optical
setup of PollyXT is pointing at § = 5° off-zenith to prevent the detection of specular
reflection from ice crystals (Westbrook and Illingworth, 2011), the measured range
r needs to be converted to height h using the relationship h = cos(f)r. The far-
range telescope achieves a full overlap with the emitted beam at roughly 800 m range.
Detection channels are available for the total signal at the three emitted wavelengths,
the No Raman signals at 387 and 607 nm, a water-vapor Raman signal at 407 nm, and
two signals for detection of cross-polarized light at 355 and 532nm. Full overlap at
the wider field of view of the near-range telescope is reached at around 250 m range.
Channels are available for the total signal at 355 and 532nm as well as for the two
corresponding No Raman wavelengths. In 2018, a matching cross-polarized channel at
532nm was added to allow for novel dual-field-of-view observations of liquid droplets
(Jimenez et al., 2020Db).

Following the LACROS policy, Polly*T is designed for continuous operation without
the permanent attendance of operators on-site. Built by TROPOS the instrument
deployed as part of LACROS is one of more than ten in the emerging network of
PollyNET (Baars et al., 2016). The data processing is described in Sec. 4.2. Only
after mid of 2016, a dedicated Polly*T system was incorporated into LACROS. Before,
the PollyXT instruments ‘IfT” and ‘Arielle’ were co-located to LACROS temporally
(Fig. 3.2). Engelmann et al. (2016) provide an overview on the characteristics of each
instrument. Profiles of optical parameters are analyzed with the automated PollyNET
processing chain (see Sec. 4.2), which also harmonizes the observations from different

Polly*T instruments.

3.1.3 StreamLine XR Doppler lidar

A HALO Photonics StreamLine XR 1.5 ym scanning Doppler lidar is used to obtain
velocity observations along the beam line-of-sight (Pearson et al., 2009). Vertical-stare

observations are only interrupted by fixed elevation scans of three minute duration
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twice per hour at minutes 03 and 33. The scanning period at minute 33 is synchro-
nized with the MIRA-35 cloud radar scanning. During the vertical-stare periods, the
return from particles with negligible terminal velocity, such as aerosol particles or cloud
droplets, serves as an accurate measure of vertical air velocity. The Doppler lidar was
added to LACROS at the end of 2014, with continuous observations available since
July 2015.

3.1.4 Additional instruments and auxillary datasets

Since the initial setup, a vertically-looking Jenoptik (now Lufft) CHM15kx ceilometer
is part of LACROS. It provides continuous profiles of attenuated backscatter at a wave-
length of 1064 nm. Also since the beginning, a 14-channel RPG HATPRO G2 MWR is
included for observations of brightness temperatures in two frequency bands from 22.24
to 31.4 GHz and 51.0 to 58.0 GHz (Rose et al., 2005). Using statistical retrievals, the
integrated water vapor (IWV), liquid-water path (LWP) as well as temperature and
humidity profiles are derived (Crewell and Lohnert, 2007). The statistical retrieval is
based on long-term radiosonde observations (Leipzig and Limassol) or high-resolution
reanalysis data (Punta Arenas). Type and size distribution of surface precipitation
are recorded with an optical disdrometer of the Parsivel® type at a temporal resolu-
tion of 30s. A Cimel sun and sky photometer is also operated at Punta Arenas. The
raw radiance observations are delivered to the Aerosol Robotic Network (AERONET)
through AERONET-Europe, where retrievals of aerosol optical thickness (AOT) and
column-integrated aerosol properties are performed.

Numerical weather prediction (NWP) model analysis data at the respective locations
is used to obtain profiles of temperature, pressure, and humidity, which are required for
the synergysitc retrievals. The datasets at Leipzig and Limassol use the Global Data
Assimilation System analysis data set at 1° horizontal resolution (GDAS1), which
is provided by the Air Resources Laboratory (ARL) of the U.S. National Weather
Service’s National Center for Environmental Prediction (NCEP-ARL, 2020). Since
the start of the Punta Arenas campaign, the analysis of the Integrated Forecasting
System (IFS) of the European Centre for Medium-Range Weather Forecast (ECMWF)
is used. The analysis field from GDAS1 and GFS (NCEP, 2000) are used for the airmass
transport simulations.

A pre-study on the heights and frequency of environments allowing heterogeneous
ice formation is based on a long-term record of radiosonde ascends. The ascends of the
stations closest to the deployment of LACROS are obtained through the Integrated
Global Radiosonde Archive (IGRA) dataset (Durre et al., 2006; Durre et al., 2018).
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3.2 Campaigns under study

This section briefly describes the recent LACROS campaigns at Limassol, Cyprus and
Punta Arenas, Chile. Additionally, the observations at Leipzig are used for comparison.
A temporal overview is given in Fig 3.2 together with some key numbers in Tab. 3.3.
In the remainder of this section, each location and the associated campaign is briefly

summarized.

3.2.1 CyCARE field campaign

The Cyprus Clouds, Aerosol and Rain Experiment (CyCARE) took place from October
2016 to March 2018. LACROS was deployed at the city of Limassol for the full duration
(Fig. 3.3).

conducted at Paphos airport in the framework of the Absorbing aerosol layers in a

During an intensive observation period, additional measurements were

changing climate: aging, lifetime and dynamics (A-LIFE) aircraft campaign (Weinzierl
and A-LIFE Science Team, 2021). Cyprus is located in the eastern Mediterranean Sea
and is frequently influenced by aerosol transport from northern Africa, the Middle
East, and Europe. Typical aerosol mixtures include dust (mineral and soil), marine
(sea salt and organics), as well as anthropogenic pollution (Nisantzi et al., 2015). The
proximity to such a variety of aerosol sources makes Cyprus an ideal laboratory for
aerosol-cloud interaction studies (e.g., Ansmann et al., 2019). Limassol is located at

the southern coast of the island with the Troodos mountain range 20 km to the north.

3.2.2 DACAPO-PESO field campaign

Since November 2018, LACROS has been deployed at Punta Arenas, Chile for the
DACAPO-PESO field campaign (on the date of submission of this work, the campaign
was still ongoing). Being located at 53.1°S, 70.9°W, Punta Arenas is in the midst of the

Southern Ocean, farther south than any other continental land mass or major island

ACCEPT Leipzig DACAPO-PESO
Cabauw Punta Arenas
The Netherlands Germany hile
MIRA-35 -_— — - — —]
PoIIyX-r LACROS — — -—
Arielle — — - - -
IfT —
HATPRO - — —
StreamlLine = = —
Ceilometer - — —_— o
Thermodyn.
A IFS
Profiles GDAS ||
----- + } t } } } i }
2014 2015 2016 2017 2018 2019 2020 2021

Figure 3.2: Timeline of LACROS deployments and instrument availability since 2014. Details
of the three different PollyX" systems named IfT, Arielle, and LACROS are provided
in Engelmann et al. (2016). Data from the Analysis of the Composition of Clouds with
Extended Polarization Techniques (ACCEPT) campaign (Myagkov et al., 2016a) is not
used in this work.
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Table 3.3: Overview on location, data availability, climate, aerosol load, and related studies for
the LACROS datasets used. The altitudes are given above mean sea level (asl).

Location

Leipzig, Germany
51.4°N, 12.4°E

Limassol, Cyprus
34.7°N, 33.0°E

Punta Arenas, Chile
53.1°S, 70.9°W

Station altitude 125 masl 11 masl 9m asl
Campaign name CyCARE DACAPO-PESO
Duration 976 d 524d 765d
Cloudnet 771d 520d 674d
Doppler lidar 513d 523d 717d
PollyXT 633d 460d 702d
Climate Northern Northern Southern
mid-latitudes subtropics mid-latitudes
Typical aerosol Continental Dust, marine, Marine,
load background, continental occasionally
occasionally dust continental

Related studies

Ansmann (2005)
Seifert et al. (2010)
Bithl et al. (2013a)
Myagkov et al. (2015)
Biihl et al. (2016)
Radenz et al. (2021Db)

Ansmann et al. (2019)
Radenz et al. (2021b)

Kanitz et al. (2011)
Ohneiser et al. (2020)
Bromwich et al. (2020)
Jimenez et al. (2020b)
Floutsi et al. (2021)
Radenz et al. (2021b)
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Figure 3.3: Map of the area surrounding the LACROS field site at Limassol, Cyprus.
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Figure 3.4: Map of the area surrounding the LACROS deployment at Punta Arenas, Chile.

apart Antarctica. Other capes only extend to 47.0°S (Steward Island, New Zealand),
43.6°S (Tasmania, Australia), and 34.8°S (Cape Agulhas, South Africa). Under the
prevailing westerly flow the next land mass upwind is more than 8000 km away. Hence,
the free troposphere is dominated by marine aerosol from the Southern Ocean, with
almost no changes since pre-industrial times (Hamilton et al., 2014). Events of tro-
pospheric aerosol long-range transport from Australia were seldomly observed (Foth
et al., 2019; Floutsi et al., 2021). Looking at smaller scales, Punta Arenas is located
next to the Magellan Strait, roughly half way between the Atlantic and Pacific Ocean
(Fig. 3.4). Toward the west, the outermost foothills of the Andes reach heights of up
to 1600 m, with the larger altitudes and glaciers to the north-west and south. The
remote-sensing instrumentation is located at the main campus of the Universidad de
Magallanes in the north-eastern part of the city. The logistical effort to bring material
and personnel to Punta Arenas is relatively low. Altogether, these features make the
city an ideal location for the DACAPO-PESO campaign.

Additionally to the remote-sensing instrumentation, a site with in-situ aerosol in-
strumentation is established on top of the Cerro Mirador at an elevation of 622 m and
~ 12km upwind of the city center (Fig. 3.4). The analysis of these measurements is

still ongoing and not included into this study.
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3.2.3 Observations at Leipzig

Before and between the above-mentioned campaigns, LACROS was maintained and
operated at Leipzig (51.4°N, 12.4°E, Germany). Located in Central Europe, this site
provides a northern mid-latitude background dataset. Aerosol conditions and cloud
properties are well investigated by previous studies. Typically, the aerosol mixture is
dominated by continental aerosol with anthropogenic pollution (Baars et al., 2016).
Long-range transport of Saharan dust, volcanic plumes, and wildfire smoke occurs
regularly (Ansmann et al., 2012; Haarig et al., 2018b; Baars et al., 2021). Detailed
ground-based lidar (Seifert et al., 2010) and regional modeling studies (Weger et al.,
2018) suggest dust aerosol impacts on ice formation in clouds at Leipzig. This work
only includes data from 2014 onwards. Since then, the basic set of instrumentation

was kept unchanged.
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4 Methods and advancements in data
processing

The analysis of datasets that are as extensive as the ones provided by LACROS for
the three locations requires sophisticated processing tools. An overview of the layered
architecture is provided in Fig. 4.1, with the developments that were conducted or led
during this work highlighted.

| 3 z .
Own or leading :(’: RS DO R A Ly :-/\/
development ! statistics and case studieson " R\/
SR ———— ! ice-formation processes
etrievais an . . .
synergy - in mixed-phase cloudﬂs Airmass
¥ ° source
Parameters . . attribution
[Chapter]
Automated cloud identification scheme m
LARDAS3 (LACROS research data analyzer) m
retrieved & CON. INP
optical properties  Classification LwcC IWC
data POLLY profiles of
level NET__ & CLOUDNET 7y -] T.RH,p,
m and wind
LWP, IWV rain rate moments
velocity ) rain size peakTree JEX|
— att. backscatter ~ brightnesstemp. .o Doppler spectra [4.3]

Doppler Microwave Disdro- Cloud
lidar PollyXT radiometer meter radar

Figure 4.1: Dataflow from the LACROS instruments via the synergistic retrievals, LARDA,
and the automated cloud identification to the statistics on ice formation in layered clouds.

The well-established (synergistic) Cloudnet algorithm (Sec. 4.4) and the PollyNET
processing chain (Sec. 4.2) are the backbone of the data analysis. As both were just
applied, they are only briefly introduced. To aid the wearisome process of airmass
source interpretation for continuous profiling datasets, an automated algorithm based
on residence times was developed and published (Radenz et al., 2021a). Details are
described in Sec. 4.7. At the raw-data layer, a multi-peak analysis scheme for cloud
radar Doppler spectra was developed and published (Radenz et al., 2019a). It is
described in Sec. 4.8. The crucial link between the retrieved data and the analyzed
case studies and ice formation statistics is the LACROS Research Data Application
(LARDA). This in-house-developed data cube ties together all the different variables

at different levels and provides easy, standardized access to the data (Sec. 4.1). Based
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on LARDA, the automated cloud identification scheme connects the pixel-by-pixel
Cloudnet target classification to coherent clouds and creates a database of observed
cloud cases. The gravity-wave detection algorithm is also applied at this step. These
two methods are part of Radenz et al. (2021b) and are presented in Sec. 4.5 and
Sec. 4.6, respectively. The source code of all the developments is open source and

publicly available. A list is provided in the publication record appended.

4.1 LACROS Research Data Application

The multitude of data sampled with the various sensors of LACROS together with
different levels of retrieved products (140 variables across 1.4 Mio. files) requires so-
phisticated methods for accessing, harmonizing, processing, and interpretation of the
data. The LACROS Research Data Application brings together the results of these
retrieval results and allows direct access to different levels of data.

LARDA provides a generic interface implemented in the programming language
‘python’ for data loading, joining, slicing, analyzing, and plotting. Within this work,
responsibility for development of LARDA was taken over. An existing prototype (J.
Biihl, personal communication) was ported to python3, modularized, significantly ex-
tended, and published under a public license (Biihl et al., 2021). A scheme of the
new architecture is provided in Fig. 4.2. Most prominently, a distributed architecture
was realized, which allows the remote loading of data from a backend server and to
do further processing locally. An additional web-interface (http://larda3.tropos.de)

allows quick visualization of the data, without the need for preprocessed images.
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Figure 4.2: Modularized version of LARDA3 with the local and remote backend option. The
web-interface accesses the same database as the remote backend.
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4.2 Aerosol statistics based on the PollyNET processing chain

The observations of the Polly*T lidar are used to obtain profiles of aerosol optical
properties. Quantities of interest are the particle backscatter coefficient, the particle
extinction coefficient, and the particle linear depolarization ratio. Based on these op-
tical properties, microphysical properties like the INP concentration can be inferred.
The automated retrieval of optical properties is done with the PollyNET processing
chain (Baars et al., 2016; Baars et al., 2017; Yin and Baars, 2021). Together with
the standardized setup and continuous measurements, this retrieval is one cornerstone
of the PollyNET philosophy (Baars et al., 2016). Automated, continuous calibration
of the lidar observations provides the basis for a plethora of products, comprising
high-resolution, molecular-attenuation-corrected estimates of particle backscatter co-
efficients, water-vapor products, and a target classification. Using this retrieval ensures
a homogenized analysis of the data from the three different PollyXT instruments, which

were utilized in the framework of this study (see Fig. 3.2).

The basic product is the attenuated backscatter coefficient at 355, 532, and 1064 nm
at a resolution of 30s. It is estimated by normalizing the background-, range- and
dead-time-corrected lidar profiles with the lidar calibration factor, which is derived
from regular Raman or Klett retrievals (Baars et al., 2016). As a second step, the
attenuated backscatter coefficient is corrected for molecular backscatter and extinction
as well as a first estimate of particle extinction, giving the quasi backscatter coefficient
(Baars et al., 2017). For the particle extinction, a fixed lidar ratio has to be assumed.
The quasi backscatter coefficient combines a first estimate of the particle backscatter
coefficient with a high temporal resolution and is a suitable variable for analysis of the

temporal evolution of thin aerosol layers (see the example cases in Sec. 4.7).

The long-term statistical analysis is based on the particle backscatter coefficient
Bp at 532nm wavelength, which is computed with the Klett method (Fernald, 1984)
whenever conditions are suitable. Profiles of the particle linear depolarization ratio
are calculated from the calibrated volume depolarization ratio (Freudenthaler, 2016)
only when the ratio of molecular backscatter coefficient to 3, is below a value of 18.
Additionally, any particle linear depolarization ratios larger than 0.7 are masked, as
they are indications for noise artifacts in the cross-polarized signal component. All
profiles are then filtered with the co-located Cloudnet target classification to exclude
clouds, especially optically thin ice clouds, which are only reliably classified by cloud
radar. Finally, a manual screening excludes fragments of thin liquid clouds, which
would otherwise artificially increase [3,. For the averages, the optical data of each
retrieved profile is binned to vertical intervals of 200 m for the height statistics or 3K

for the temperature statistics.

Next, the microphysical properties, such as concentrations of INP, are derived from
the average optical properties. This is an important step to evaluate the datasets of the
three sites with respect to contrasts in the potential contribution of aerosol effects on
heterogeneous ice-formation efficiency. Conversion from optical properties as observed

by lidar to microphysical aerosol properties is based on the parametrizations described
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by Mamouri and Ansmann (2016). By means of this approach, the lidar-measured
aerosol extinction coefficient is converted to the number and surface concentration
Nsoo and Ssqq, respectively, of aerosol particles larger than 500 nm in diameter. These
quantities are applied in available in-situ-based parametrizations for the retrieval of
INP concentrations. Prerequisite for the retrieval is a correct aerosol typing, as different
types of particles differ by orders of magnitude in their ice-forming efficiency. In
order to do so, the average backscatter profile is separated into the categories marine,
continental, and mineral dust based on airmass source (see Sec. 4.7 and Radenz et
al., 2021a) and particle linear depolarization ratio (one-step POLIPHON; Mamouri
and Ansmann, 2017). The average extinction is calculated from the profiles of 5, by
assuming a typical lidar ratio of 20 sr for marine, 50 sr for continental, and 45 sr for dust
aerosol (Miiller et al., 2007; Baars et al., 2017; Bohlmann et al., 2018). In the next step,
the extinction coefficient is converted to Nsgp and Ssgp using sun-photometer-based
conversion factors (Mamouri and Ansmann, 2016). Then, the above-mentioned INP
parametrizations are applied for each aerosol class, following DeMott et al. (2015) for
mineral dust, DeMott et al. (2010) for continental aerosol, and McCluskey et al. (2018a)
and McCluskey et al. (2018b) for marine aerosol.

4.3 Estimating moments from radar Doppler spectra

The cloud radar MIRA-35 is the core instrument of LACROS for observing clouds. As
its observations are the backbone of the synergistic retrieval Cloudnet, the basic signal
processing is briefly explained. The signal received by a weather or cloud radar can be

expressed as (Doviak and Zrnic, 1993):

P() = /V 170, 7) n(F)dF, (4.1)

where 7 is the center of a range bin, n(7) the volume reflectivity, and I(7, ) the
instrument weighting function The product of the two latter is integrated over the
observation volume V. The instrument weighting function depends on the antenna
radiation pattern, especially the beamwidth and the characteristics of the pulse, most
importantly the pulse length. Its rather complex form can be simplified under certain
assumptions into the calibration constant C'/r? (Doviak and Zrnic, 1993).

Following Atlas et al. (1973), Kneifel et al. (2011), and Radenz et al. (2018), the
received power can be decomposed through the velocity-dependent Doppler spectrum

S(70,v), with the velocity v, as

P() = / (o, v)dv = // (7o, 7)1 (7, v) &7 do, (4.2)

where 1/ (7,v) is the spectral reflectivity.

The cloud radar samples the Doppler spectrum at discrete velocity bins determined
by the number of points in the Fast Fourier Transform (NFFT). Hence, S(7p,v) at
range 7 is represented as S(vy) = Sk, where vy is the velocity of bin k. Within this

spectrum, signal caused by scattering at hydrometeors only occupies a narrow band-
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width and most of the bins are noise dominated. An example of such a spectrum is
shown in Fig. 4.15 and will be further discussed in Sec. 4.8. A noise level, discrimi-
nating between bins with signal and noise bins, is determined, e.g., with the method
of Hildebrand and Sekhon (1974). The boundaries of a peak above the noise floor are

Vky, » UkR .

As the spectral reflectivity 7/ (7, v) is strongly wavelength dependent, it is scaled by
ﬁ;qg, with the wavelength of the radar A and the dielectric factor | K |2. The dielectric
factor depends on the radar wavelength, temperature, and phase of the scatterer. With
the parametrization of Ray (1972), at 35 GHz |K|? is 0.176 for ice and 0.874 for liquid

water. The first moment of this spectrum is the reflectivity factor

Z =10 logy, 5‘K|2 Z Skl (4.3)

Commonly, scattering by water droplets is assumed and the equivalent reflectivity
factor Z. is provided. However, for the sake of convenience the word ‘factor’ and the
subscript e are frequently omitted. The second moment of the spectrum is the mean
Doppler velocity v, the third moment is the spectral width o, and the skewness ~

characterizes the asymmetry of the peak:
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For higher-order moments, tails of the signal on one side of the peak might cause
a bias, when the other side is bound by an internal minimum. To prevent potential
biases, only spectral reflectivity values S; above the threshold that separate a peak

from its neighbor are included for calculating moments other than Z.

The linear depolarization ratio (LDR) is calculated by using the spectral reflectivity

in the cross channel Scy:

31



kr

Z Scxk
LDR = 10 logyy * .
R

Z Scok

k=Fki,

(4.7)

Generally, the lowest detectable LDR is determined by the quality of the antenna
and can be characterized by the ICPR (see Sec. 3.1.1 and Myagkov et al., 2015). In
the spectral LDR, this cross-talk appears as a weakened shadow of the co-channel, if
the latter signal is strong enough. Further details are discussed when the multi-peak
analysis algorithm ist introduced in Sec. 4.8. The synergistic retrieval Cloudnet is

based on the spectral moments evaluated assuming mono-modality.

4.4 Synergistic retrieval Cloudnet

For determination of cloud macro- and microphysical properties and as a basis for
the stratiform cloud identification, synergies between lidar, cloud radar, microwave
radiometer, and disdrometer are utilized. State-of-the-art routines for achieving this
requirement are comprised in the Cloudnet retrieval (Illingworth et al., 2007). Cloud-
net re-grids the observations to a common resolution (30s and 31.18 m, determined
by the vertical resolution of MIRA-35) and provides products, such as a target clas-
sification and microphysical cloud properties. Regridding is a crucial step, as each of
the instruments has different temporal and vertical resolution (Tab. 3.1). Regular PPI
scans of the MIRA-35 cloud radar (hourly) and the StreamLine Doppler lidar (twice
per hour) are not used within the Cloudnet processing scheme. Additionally to the PPI
scan, MIRA-35 also performs an RHI scan, which is also not processed within Cloud-
net. Profiles of temperature, pressure, and humidity are obtained from gridded model
analysis (Sec. 3.1.4). LWP and IWV are retrieved from brightness-temperature obser-
vations of the microwave radiometer. The statistical retrieval is based on long-term
radiosonde observations (Leipzig and Limassol) and high-resolution reanalysis data
(Punta Arenas), as described in Sec. 3.1.4. Attenuated backscatter of the ceilometer
is regularly cross-calibrated with Polly*™ using the calibrated attenuated backscatter
of PollyNET (see Sec. 4.2). Usually, the ceilometer data is used in the synergistic
retrieval, as the dataset is more robust and less prone to interruptions. Rare gaps in
the observations are filled with the Polly*T attenuated backscatter at 1064 nm. While
the zenith-pointing observations of the ceilometer provide better spatial matching of
mid- and upper-level clouds, they are sensitive to specular reflection by ice crystals
(Westbrook and Illingworth, 2011).

The Cloudnet target classification product is based on a bit-wise mask, each of the
five bits being based on one criterium. The different bit combinations of the mask are
later converted to eleven categories for practical purposes. A detailed description is
given in Hogan and O’Connor (2004). Liquid droplets are primarily identified using
the lidar backscatter signal. Strong backscatter is observed at liquid-layer base, fol-

lowed by a rapid decrease due to attenuation in the optically thick liquid layer. Ice
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particles are basically classified whenever radar return is observed at subfreezing tem-
peratures. When ice and supercooled water coexist, the classification scheme frequently
misclassifies the target as liquid droplets. As described in the following section, such
ambiguities can be addressed by considering coherent structures. Aerosol is classified,
rather basically, for pixels with significant attenuated backscatter under the absence
of hydrometeors. Furthermore, classification of the melting layer, insect clutter, and

rain is provided.

4.5 Automated cloud identification

While the Cloudnet algorithm provides a pixel-by-pixel classification of cloud phase
and microphysical properties, information on temporal coherence and cloud evolution
is not readily available. Hence, an automatic reproducible filtering algorithm for the
selection of targeted stratiform, supercooled cloud systems is necessary. Based on
LARDA (Sec. 4.1), the approach of Biihl et al. (2016) is implemented into an auto-
mated selection algorithm. Also this implementation is publicly available (Radenz and
Biihl, 2021). An example of the Cloudnet processing of measurement data and the ap-
plication of the cloud selection scheme is shown in Fig. 4.3. Starting from the profile of
the Cloudnet target classification mask (Hogan and O’Connor, 2004), consecutive pix-
els classified as containing cloud hydrometeors (liquid droplets, ice, ice and supercooled
liquid) are grouped together and defined as features. In case similar types of hydrom-
eteors were observed in matching heights, single features in neighboring timesteps are
connected to coherent cloud cases. For the analysis, the cloud cases are filtered for
shallow stratiform clouds, which are liquid-topped and either possess an ice virga or
not (rectangles in Fig. 4.3d).

An overview of the microphysical parameters sampled for each cloud case is provided
in Table 4.1. It is assumed that, if ice is formed in a liquid layer, it will also sediment out
of the cloud. This assumption is required, as the signal at cloud top is dominated by the
scattering from liquid droplets and Cloudnet cannot reliably classify the coexistence of
ice and liquid there. To pinpoint potential effects of aerosol load on cloud microphysics,
thermodynamic and dynamic influences on ice formation have to be constrained. This
restriction is especially important, when comparing observations in different climate
zones. Hence, it is presumed that thin stratiform clouds serve as a natural laboratory,
with only a small number of physical processes being active.

The cloud cases are filtered for a length of more than 20 minutes and smooth cloud
top heights (standard deviation < 150m) to exclude convective clouds. Laboratory
studies of Fukuta and Takahashi (1999) and the cloud radar observations by Myagkov
et al. (2016a) indicate that the average thickness of the liquid dominated cloud top
layer has to be less than 350 m in order to restrict the dataset to the regime of pristine
ice formation and avoid strong effects of secondary ice formation. Seeding by ice
clouds above is excluded by filtering liquid layers with ice pixels above the liquid
cloud top. CTT is taken at the topmost pixels of the liquid-dominated layer. Only

clouds with CTT between —38 and 0°C are considered in the analysis, as the focus
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Figure 4.3: Application of Cloudnet and the automatic cloud identification scheme to the
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LACROS observations at Punta Arenas on 28 November 2018, 00:20-09:00 UTC. (a)
Cloud radar reflectivity overlaid with the temperature, (b) lidar attenuated backscatter,
(c) Doppler lidar vertical velocity, and (d) Cloudnet target categorization. Red rectangles
in (d) show the detected liquid-topped shallow stratiform clouds. The inset in (c) shows
the autocorrelation function of the vertical velocities in the liquid-dominated layer (heights
indicated by dashed lines) of each cloud. Further details on the autocorrelation-based
gravity-wave detection are provided in Sec. 4.6.



Table 4.1: Parameters sampled from the automatically identified cloud cases. A more detailed
description of the automated spatio-temporal selection method is provided in Biihl et

al. (2016).

Parameter Time series  Description

Cloud top temperature yes Temperature of the topmost liquid pixel

Cloud top height yes Geometrical height of the topmost liquid pixel

Liquid-layer thickness yes Geometrical depth of the liquid-dominated
cloud top layer

Phase classification no Ice pixels observed below liquid-dominated
layer > 5% of duration

Cloud-base vertical velocity yes Doppler lidar vertical velocity at the base of
the liquid-dominated layer

LWC yes LWC content of the liquid-dominated layer

Reflectivity in virga yes Radar reflectivity 180 m below the base of the
liquid-dominated layer

IWC in virga yes Reflectivity-derived ITWC 180m below the
base of the liquid-dominated layer (Hogan et
al., 2006)

Extinction in virga yes Ice extinction 180m below the base of the

liquid-dominated layer derived from reflectiv-
ity (Hogan et al., 2006)

Ice-to-liquid content ratio yes Ratio of IWC in virga to LWC in liquid-
dominated layer

of this study is to investigate heterogeneous ice formation. For the phase occurrence
frequency statistics, a cloud is classified as ice producing, if ice pixels are observed to
sediment out of the liquid-dominated layer during at least 5% of the cloud duration.
On the other hand, cloud cases are classified as liquid-only, if ice pixels are observed
to sediment out of the liquid-dominated layer during less than 5% of the time. The
microphysical properties of the ice in the virga are taken 180m below the liquid-
dominated cloud top layer to avoid contamination by uncertainties in the liquid-base
estimate and sublimation further down the virga (Biihl et al., 2016). The ice-water
conent (IWC) and ice extinction coefficient are derived from the radar reflectivity and
the temperatures using the retrieval by Hogan et al. (2006). With this automated cloud
selection scheme, multi-year datasets can be analyzed based on objective criteria, while
yielding statistics similar to manual cloud selection (e.g., Seifert et al., 2010; Kanitz
et al., 2011; Seifert et al., 2015).

4.6 Gravity-wave detection

In order to enable the attribution of aerosol and dynamical effects on the phase parti-
tioning in the stratiform cloud dataset, an approach is required to assign cloud dynam-
ics regimes to each cloud case. Here, we focus on the temporal structure of vertical
velocity to constrain the dynamics forcing on a cloud. Usually, shallow clouds are
characterized by a fully developed turbulence in the liquid-dominated cloud top (Biihl

et al., 2019a), where the vertical motion is driven by cloud-top cooling (e.g., Shao et
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al., 1997; Fang et al., 2014; Simmel et al., 2015). In the turbulent layer at cloud top,
up- and downdrafts alternate at horizontal scales on the order of 100 m or less.
However, orographic gravity waves can trigger cloud formation as well. Microphysi-
cal processes in these wave clouds are governed by large-scale dynamics, where vigorous
up- and downdrafts may appear stationary. Due to this dynamics, the mixed-phase and
the ice phase are horizontally separated (Fig. 4.4), with the liquid drops predominantly
in the ascending branch and the ice particles in the descending branch (Heymsfield and
Miloshevich, 1993; Baker and Lawson, 2006). The properties of the horizontal wind
field determine the regions of the up- and downdrafts in such orographic clouds. Ob-
servations of these clouds with stationary ground-based remote sensing might thus not
sample the full horizontal extent of the cloud, which causes a misclassification of the
cloud in terms of liquid-only and ice-producing. A measurement example of such a
cloud at Punta Arenas is shown in Fig. 4.5, where the ice phase is only visible downwind
as soon as the droplets have evaporated (more detailed discussion follows in Sec. 6.2.2).
Similar clouds occurring at Leipzig were reported by Ansmann (2005) solely based on
lidar observations. For clouds in the heterogeneous freezing regime, Cotton and Field
(2002) found that only rapid evaporation freezing once the downdraft commences could
explain their observations, where evaporation freezing can be better characterized as
inside-out contact freezing of shrinking particles (Durant, 2005). A more recent study
by Field et al. (2012) found that condensation and immersion freezing are needed to-
gether with deposition and evaporation freezing to explain their aircraft observations
of ice formation in wave clouds. However, due to the highly laminar flow, opposed
to the confined, fully developed turbulence found in layered mixed-phase clouds, the
microphysical conditions cannot be directly compared. Consequently, the frequent oc-
currence of atmospheric gravity waves in a specific region might increase the frequency
of thermodynamic conditions that favor the presence of a sustained liquid phase. As
Korolev (2007) demonstrated, long-lasting steady updrafts are required to make the
liquid phase dominating over the ice phase. Probing an observational dataset for the
presence of long-lasting updrafts could therefore provide a hint on the role of atmo-
spheric gravity waves in the occurrence of enhanced concentration of supercooled liquid

water.

Temperature [°C]

Downwind =—>

0 5 10 15 20
Distance [km]

Figure 4.4: Schematic depiction of cloud phase under wave conditions. Adapted from Heyms-
field and Miloshevich (1993).
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Turbulence properties of the liquid layer in the clouds subject to our study can be
derived from the vertical-velocity observation by Doppler lidar (Biihl et al., 2019a).
The small size of droplets in the liquid-dominated cloud top layer and their negligible
terminal velocity make them tracers of air motion. From the Doppler lidar observa-
tions, the vertical velocity is sampled at the pixel with the maximum backscatter out
of the heights identified as liquid-containing in the Cloudnet classification. The height
of these samples is indicated with dashed lines in Fig. 4.3¢ and 4.5a. The temporal
resolution of the resulting time series is 2s, i.e., equal to the Doppler lidar raw data.
This time-series is then used to characterize the vertical air velocities of the cloud top
layer. As described above, the dynamics in wave clouds differs from the radiative-
cooling-driven stratocumulus clouds. Just comparing the clouds shown in Fig. 4.3c
and Fig. 4.5a illustrates how the vertical-velocity patterns differ for both cloud types.
To separate both regimes in the large dataset, an characteristic parameter is needed.

The autocorrelation function was found to be a pragmatic choice for such a parameter.
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Figure 4.5: Wave cloud observed at Punta Arenas on 27 September 2019, 05:00-06:45 UTC.
(a) Doppler lidar vertical velocity and (b) Cloudnet target categorization. The inset in
(a) shows the autocorrelation function of the vertical velocities in the liquid-dominated
layer (heights indicated with dashed lines).

The autocorrelation function ¥ for a time series of vertical velocities v; is defined as

U= Z Ut Ut+r, (48)
t

with the temporal shift 7 and the vertical velocity v at time ¢. To compare different
cloud cases, the autocorrelation function ¥ is normalized with Wy, i.e., at 7 = 0.

The temporal shift 7 from the observations is converted into a horizontal shift or
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autocorrelation length [ with the Cloudnet model-based horizontal wind velocity vpe,:
U, = Yoper. (49)

Similarly, the vertical-velocity spectral power density is calculated by a FFT of
the vertical-velocity time series. High autocorrelation coefficients for large shifts and
low power density are indications for wave-driven, low-turbulent flow. The inset in
Fig. 4.3c shows the autocorrelation function for each of the identified cloud cases. All
of them are weakly affected by gravity waves, but small-scale turbulence dominates. In
contrast, the wave cloud in Fig. 4.5b shows high autocorrelation coefficients for longer
shifts. As a characteristic value of the autocorrelation function, the shift at which
the coefficient drops below 0.8 was chosen after visually inspecting the whole dataset.
When the ice formation frequency statistics is investigated for an influence of gravity
waves (Sec. 6.6), the shift threshold is reduced step by step. As the autocorrelation
function is generally decreasing, a lower characteristic value than 0.8 would result in
larger shift thresholds. For shifts larger than about 500 m, random fluctuations appear
for clouds with a rapid drop in autocorrelation coefficients. Hence, 0.8 is a robust

choice for the characteristic value.

4.7 Continuous airmass source attribution

Time-height-resolved airmass source attribution is an important prerequisite for the
interpretation of profiling ground-based remote-sensing observations. Ideally, such an
airmass source estimate continuously covers the same time-height section as the remote-
sensing observations in question. The methodology described in this section combines
backward trajectories or particle positions from a dispersion model with geographical
information (a surface classification, manually defined areas, and latitude bands) into
an automated algorithm. The product is a continuous and vertically resolved estimate
of an airmass source above a certain location. After the methodology is introduced in
the following, two example cases characterizing long-range transport are shown, one
with dust transport to Limassol and one with smoke transport to Punta Arenas. The
content described in this section is part of the publication Radenz et al. (2021a). More
details and additional analysis can be found therein. Long-term statistics of airmass

source for the campaign periods will follow in Chapter 5.3.

Method

The approach combines backward simulations of air parcel locations with geographical
information such as surface classes into residence times per surface category. The
simulations are repeated at intervals of 3h in time and 500 m in height, giving a
continuous estimate of airmass source.

The transport pathway of an airmass arriving over the site can be computed using
either mean-wind trajectories or a particle dispersion model (see an overview provided
by Fleming et al., 2012). Trajectory models calculate the transport of a single air

parcel imposed by the mean meteorological fields. The model simulations can be
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run either forward or backward in time, providing information about the source and
the destination of the airmass, respectively, after a given transport time. Turbulence
and vertical motion during the transport are usually parameterized on the grid scale.
Commonly used models are HYSPLIT (Hybrid Single-Particle Lagrangian Integrated
Trajectory model; Stein et al., 2015), FLEXTRA (FLEXible TRAjectories; Stohl et al.,
1995), and LAGRANTO (Lagrangian analysis tool; Wernli and Davies, 1997; Tarasova
et al., 2009). Due to the rather simple approach, the results are quite uncertain
(Seibert, 1993; Polissar et al., 1999), but computational requirements are comparably
low. A straightforward approach for representing some of the variability is calculating
spatial or temporal ensembles of the trajectories (Merrill et al., 1985; Kahl, 1993;
Draxler, 2003). Lagrangian particle dispersion models (LPDMs), with a large number
of particles, are set up to cover turbulent and diffusive transport even more realistically
(Stohl et al., 2002). The fate of each particle is tracked individually, allowing more
variability to be included into the transport simulation. A frequently used LPDM is
FLEXPART (FLEXible PARTicle dispersion model; Stohl et al., 2005; Pisso et al.,
2019).

Generally, the representation of chaotic motion in the atmosphere improves with
larger ensembles of trajectories or increasing numbers of particles. However, with
dozens to hundreds of air parcel locations available, interpretation rapidly becomes
cumbersome. A number of infinitesimally small air parcels grouped together gives an
airmass, which is a larger volume of air with similar properties. The calculation of
residence times is a well-established technique for attributing regional information to
airmass properties, such as being laden with aerosol, moisture, or trace gases (Ash-
baugh, 1983; Ashbaugh et al., 1985; Heintzenberg et al., 2013).

Using backward simulations of air parcel positions, analysis of the residence time
yields useful information about the potential source region of an observed airmass. The
basic assumption is that the longer an air parcel was close to the surface in a certain
region, the more likely it was influenced by the surface characteristics. The proximity
to the surface can be parametrized as a reception height, which depends on the mixing
state of the atmosphere at the respective location and on the type of aerosol particles
that could potentially be emitted (e.g., mineral dust or sea salt). Conceivable choices
for the reception height are the model-derived depth of the atmospheric boundary layer
or fixed thresholds. As a first estimate for the identification of possible surface effects
on an air parcel, 2km is widely used (Val Martin et al., 2018). Different settings can
be easily applied to study events that are entrained at greater heights, such as wildfire
smoke emission or volcanic eruptions.

The challenge is to reduce the dimensionality of an air parcel’s 4D location. Ap-
proaches for clustering backward trajectories by direction, source regions, or latitude
are widely used. The majority focus on the interpretation of time-series observations
at single heights, mostly close to the ground (e.g., Escudero et al., 2011), for aircraft
intersects (e.g., Paris et al., 2010), or over a whole region (Lu et al., 2012).

For the backward simulations both mean-wind trajectories and particle positions

from a LPDM are used. Mean-wind trajectories for the past 10 days are calculated
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Figure 4.6: Example of how the residence-time profile is calculated above Limassol on 14
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September 2017. (a) HYSPLIT ensemble backward trajectories and (c¢) FLEXPART
particle positions ending at 3 km height at 00 UTC. The profiles of normalized residence
time with a reception-height threshold of 2 km for (b) HYSPLIT ensemble trajectories and
(c) FLEXPART particle positions are shown for all heights. The number of FLEXPART
particles is reduced by a factor of 4 in this visualization (i.e., 10000 instead of 40000).
Air parcel height is color-coded. The simplified MODIS surface classification (Fig. 4.7) is
shown in the background.



using HYSPLIT (Stein et al., 2015). To account for variability, ensemble trajectories
consisting of 27 members, spaced 0.3° horizontally and 220m vertically around the
end point, are used (Fig. 4.6a). Meteorological input data for HYSPLIT are obtained
from Global Data Assimilation System at 1° (GDAS1). The location of the air parcel
is stored in 1h steps. A more realistic representation of turbulence and mixing can
be achieved using a LPDM, which simulates the pathway of hundreds to thousands of
particles. Here, the most recent version of FLEXPART (Stohl et al., 2005; Pisso et
al., 2019) is used. Meteorological data are obtained from the Global Forecast System
(GFS) analysis at a horizontal resolution of 1°. For each height, 500 particles are used,
with the particle positions being stored every 3h (Fig. 4.6¢). These simulations are

run every 3 h, with height steps of 500 m for the whole period of interest.
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Figure 4.7: The simplified MODIS surface classification (a) with details given in the text. The
customly defined geographical areas for Limassol, Leipzig (both a) and Punta Arenas (b).
‘North America’ is used for Leipzig and ‘Far East Deserts’ for Limassol, but the selection
of regions can be easily adapted for specific questions. Locations of the sites are also
marked in the respective map.

Three methods are used to characterize the surface. The first method is based on a
simplified version of the MODIS surface classification (Friedl et al., 2002; Broxton et

al., 2014). The 17 categories of the original data set are grouped into seven categories
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Table 4.2: Translation of the MODIS land surface categories into the simplified categories used
in this study. MODIS Category numbers as in Broxton et al. (2014).

MODIS Category Simplified Category

0 water
1,2,3,4,5,6 forest

7,8,9 savanna/shrubland
10, 11, 12, 14 grass-, cropland
13 urban

15 snow

16 barren

according to Table 4.2 in order to allow for robust statistics in the output (Fig. 4.7a).
Additionally, the horizontal resolution is reduced to 0.1°. The categories do not resolve
the annual cycles, e.g., due to vegetation seasons. The second method involves custom-
defined regions as polygons, named according to their geographical context (Fig. 4.7b,
c). These areas can be tailored to the measurement location and/or scientific inter-
est. The third method groups the particles into latitude bands of 30° to characterize
meridional transport.

The residence times for each category and each height can then be visualized as
a profile (Fig. 4.6b, d). Where the residence time is 0, no air parcels were observed
below the reception height during the duration of the backward simulation. In the
example shown in Fig. 4.6b, above 5km height, no airmasses resided at heights below
2km above the ground in the previous 10 days. The theoretical maximum residence
time (in hours) tyax depends on the number of trajectories or particles n, the duration

of backward calculation d in days, and the interval of output Ao in hours:

24
t =nd—. 4.10
i = nd 20 (1.10)
In the final step, the obtained residence times per category are normalized with #;,.x.
To illustrate the temporal evolution, successive airmass source profiles can be shown
one after another. This visualization condenses the 4D history of a multitude of trajec-
tories (or thousands of particle positions) to a quickly understandable summary, which

structures information on airmass source into a time-height cross section.

Example 1: Long-range transport of dust to Limassol

On 14 September 2017, an upper-level short-wave trough moved eastward from the
Aegean Sea towards Cyprus. Above 1km height, the wind turned from south-west to
south during the course of the day with velocities ranging from 5-15ms~!, whereas
below, wind velocity was lower and direction more variable.

The time-height cross-section of quasi particle backscatter observed by Polly*T at
Limassol shows two pronounced aerosol layers above the boundary layer (Fig. 4.8).
The first layer was observed between 1 and 2 km height from 0 to 9 UTC and a second,
thicker layer after 3 UTC. Until the night, this layer increased in thickness from bases
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Figure 4.8: (a) Quasi particle backscatter coefficient at 1064nm observed with Polly*T at
Limassol on 14 September 2017. Sliding average smoothing of 8 range bins (60 m) and 10
temporal bins (5 minutes) was applied. The red overlays show the Klett-derived particle
backscatter coefficient at 532nm. The time periods of manual analysis (Fig. 4.9 and 4.10)
are marked by horizontal orange bars. (b) Volume depolarization ratio at 532 nm for the
same period. No smoothing was applied.

at 3 and tops at 4.5 km height to bases at 1.2 and tops at 6.5 km height. The boundary
layer itself was also laden with aerosol and showed significant backscatter below 1km
height.

The optical parameters of the aerosol plume were analyzed for two periods, 02:59 to
04:02 UTC in the morning and 21:41 to 22:39 UTC in the evening (periods marked on
top of Fig. 4.8a with horizontal orange bars). The profiles from the morning period
(Fig. 4.9) show particle depolarization ratios of 0.25 (355 and 532 nm), low backscatter-
related Angstrém exponent values and lidar ratios around 40sr (355 and 532nm) for
the lower layer at 1.8 km height. These optical parameters and their independence of
wavelength are typical for aerosol mixtures with a high dust fraction. Extinction in
this layer peaks at 72Mm ™! (355 and 532nm). The second layer above 2.5km height
has particle backscatter values of less than 2 Mm ™! sr~! (at 355 nm) and 0.5 Mm ™! sr~!

(at 532nm). The extinction coefficient shows two sublayers, with values less 25 Mm ™!
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between 2.5 and 4.0 km, and values around 40 Mm ™! above. Angstrém exponent values
are higher than in the lower layer, varying between 1 and 2. The particle depolarization
ratios at both 355 and 532 nm wavelength are between 0.05 and 0.10. This upper layer
observed during the morning is already the leading edge of the second plume, which
increased in thickness during the day (both geometrically and optically). As shown in
Fig. 4.8b, the volume depolarization ratio increased only slowly during the averaging
period.

During the evening (Fig. 4.10), the upper layer extended from 1.3 to 6 km height and
showed homogeneous and mostly wavelength-independent optical properties through-
out. Particle depolarization ratios were between 0.10 and 0.15, with 532nm values
slightly higher than at 355 nm. Lidar ratios in that layer were 35 sr, typical for Middle
East dust (Mamouri et al., 2013; Nisantzi et al., 2015), while the particle depolariza-
tion ratio hints towards a mixture of mineral dust and anthropogenic pollution (e.g.,
Tesche et al., 2009).

The airmass source estimate (Fig. 4.11) identifies transport from barren-ground-
influenced air from the Sahara until 9 UTC. Later, corresponding to the change in
wind direction, the source for the air aloft is identified as Arabian Peninsula, but still
the barren class. Below 1km height, a mixture of airmasses was observed, originating
mostly from Europe. Comparing the source estimate based on HYSPLIT (Fig. 4.11a,
c¢) with the one from FLEXPART (Fig. 4.11b, d), it is found that both models agree
qualitatively well again. While the general transition was captured by the source
estimate, the leading edge of the ‘Arabian Peninsula’ plume was observed over Limassol
earlier than indicated. The increase in thickness of this plume is represented in the

source estimate as well.

Example 2: Long-range transport of biomass-burning smoke to Punta
Arenas

Though the free troposphere above Punta Arenas is clean and rarely affected by anthro-
pogenic influences (Hamilton et al., 2014), events of aerosol long-range transport occur
occasionally (Foth et al., 2019; Floutsi et al., 2021). Due to the large distance between
Punta Arenas and the aerosol source regions, an attribution of observed aerosol events
is, in general, rather complicated. The application of airmass source estimates for the
characterization of an aerosol long-range transport event is presented here. An upper-
level ridge was located off the Chilean coast on 20 May 2019, which also supported
a surface high-pressure system. At Punta Arenas, the flow was zonal throughout the
troposphere. Within that flow, long-range transport from across the Pacific Ocean
occurred.

In the Polly*T observations from 20 May 2019, a layer of increased backscatter
is present from 02:00 UTC to roughly 10:00 UTC. This layer extends from 3km to
above 6km height (Fig. 4.12). From 14:00 to 18:00 UTC a low-level liquid cloud
was observed at 1.5km height. The cloud was optically thick enough to significantly
attenuate the laser beam, causing lack of signal at larger heights. Occasional cirrus

clouds also enhanced the backscatter in the free troposphere, e.g., at 12:00 UTC,
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Figure 4.9: Profiles of optical properties at Limassol on 14 September 2017, 02:59-04:02 UTC,
manually derived with the Raman method. A vertical smoothing of 99 range bins
(742.5m) was applied. The abbreviation NR marks profiles observed with the larger-
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Figure 4.10: Profiles of optical properties at Limassol on 14 September 2017, 21:41-22:39 UTC,
manually derived with the Raman method. A vertical smoothing of 99 range bins
(742.5m) was applied. The abbreviation NR marks profiles observed with the larger-
field-of-view near-range telescope.
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Figure 4.11: Airmass source estimate for Limassol on 14 September 2017 for the surface classifi-
cation (a, b) and the named source region (b, d) based on HYSPLIT ensemble trajectories
(a, ¢) and FLEXPART particle positions (b, d).
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Figure 4.12: Quasi particle backscatter coefficient at 1064 nm observed with Polly*T at Punta
Arenas on 20 May 2019. Sliding average smoothing of 8 range bins (60 m) and 10 temporal
bins (5 minutes) was applied. The red overlay shows the Klett-derived particle backscatter
coefficient at 532 nm wavelength. The time period of manual analysis (Fig. 4.13) is marked
by a horizontal orange bar.

between 4 and 5 km height. The values of particle backscatter peaked at 0.3 Mm ™! sr—!
(Fig. 4.13), which are significantly lower values than reported for the prior cases. In the
period analyzed, extinction values were approximately 15 Mm™~! giving lidar ratios well
above 50sr. Also low particle linear depolarization ratios were observed. Altogether,
these optical parameters agree with prior findings of wildfire smoke in the troposphere
(Tesche et al., 2011; Burton et al., 2012; Grof} et al., 2013; Veselovskii et al., 2015).
The airmass source estimate is also able to capture this faint aerosol layer. Fig. 4.14
shows that airmasses from Australia were present from 3 to 6 km height between 03:00
and 09:00 UTC. In terms of surface class, these airmasses were characterized by sa-
vanna/shrubland and grass. Wildfires were active in southwestern Australia between
10 and 16 May 2019, which is also the region where the backward simulations end.
Apart from the described period, the airmasses were solely influenced by the Southern
Ocean (i.e., the water class). FLEXPART simulations (Fig. 4.14b, d) agree with the
HYSPLIT results; however, the computed temporal extent and the residence times
are slightly longer for the latter. Hence, the airmass source scheme is also capable of

capturing aerosol transport at hemispheric (i.e., more than 10000 km) scales.
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Figure 4.14: Airmass source estimate for Punta Arenas on 20 May 2019 for the surface classifi-
cation (a, b) and the named source region (b, d) based on HYSPLIT ensemble trajectories
(a, ¢) and FLEXPART particle positions (b, d).
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4.8 Transforming the Doppler spectrum into a tree structure

Frequently, clouds are composed of multiple particle populations, even on small scales.
Cloud radar Doppler spectra (Sec. 4.3) often show these particle populations as distinct
peaks. However, multi-peaked situations are not taken into account by established
analysis techniques, which focus on the moments of the Doppler spectrum.

The technique introduced in this section uses a binary tree structure to recursively
represent peaks and subpeaks in a Doppler spectrum. It was published by Radenz et
al. (2019a) and was successfully used to identify liquid layers as well as to separate dif-
ferent ice particle populations in precipitating Arctic clouds. The processing software
is publicly available (Radenz et al., 2019b). When investigating thin stratiform clouds,
the technique can be employed to identify situations, where the liquid-dominated layer
is exposed to seeding by ice particles. An example case illustrating such a situation is

presented at the end of the section.

peakTree method

Fig. 4.15a illustrates a multi-peaked Doppler spectrum as observed with MIRA-35.
The three-peak structure is easily recognized by eye, but an algorithmic treatment is
an unsolved problem. Following Radenz et al. (2019a), the analysis of multi-peaked

Doppler spectra can actually be separated into three steps:

1. peak identification (or peak finding): locate the boundaries of a

peak or subpeak,
2. peak structuring: identify the arrangement of the peak or subpeak,
3. peak interpretation: categorize the peaks and interprete them.

So far, almost all available methods focus on a single step. For peak identification
(step 1) either noise-floor-separated peaks and/or local minima in the spectral reflec-
tivity are used (Shupe et al., 2004; Rambukkange et al., 2011). More sophisticated
approaches allow for a separation of multi-modal peaks. This is done for example
by using skewness signatures (Luke and Kollias, 2013) or continuous wavelet trans-
forms (Luke et al., 2010; Yu et al., 2014). Recently, Kalesse et al. (2019) proposed
an algorithm for subjective peak identification criteria using machine learning. The
structure of the identified subpeaks (step 2) is reflected by a linear list of all subpeaks,
usually sorted by velocity or reflectivity. In a further step, Oue et al. (2018), using
the Microscale Active Remote Sensing of Clouds (microARSCL) algorithm (Kollias et
al., 2007; Luke et al., 2008), allow a primary peak to be split into two subpeaks, but
they constrain the structure by assuming the left peak (faster falling particles) to have
a higher reflectivity. Additionally, a noise-floor separated secondary peak is possible,
but this one is assumed to be mono-modal. Such strong constraints may be justified
for short periods at single geographic locations, but are not suitable for a general ap-
proach, as will be shown in Chapter 7. Categorization and interpretation is usually

done by visual inspection or very simple selection rules.
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Figure 4.15: Demonstration of tree generation from a Doppler spectrum. The root node (Node
0) is split into child nodes at the indicated velocity bins (dashed blue) that contain a
local minimum in spectral reflectivity. The thresholds defined by the noise-floor and the
internal minima are marked with dashed grey lines. Panel (b) shows the resulting trees,
where the location of a node in the v-Z space is based on its moments. Spectral width
is indicated quantitatively by the length of the grey lines and sign of the skewness is
indicated by a triangle (pointing to the left for negative skewness and vice-versa). The
circle denoting the node position is color-coded in accordance with the LDR.

The peakTree method uses a binary tree structure, which makes it possible to drop
all a-priori constraints on number and structure of subpeaks, while providing a rigid
and flexible formalism and easy access for algorithms. A tree is a directed graph with
one root node. Such a data structure can easily be accessed (‘traversed’) by algorithms.
Specifically, a full binary tree is generated that might recursively either possess two
child nodes or none (Garnier and Taylor, 2009). An example of a complete binary tree
is given in Fig. 4.16. Each node is identified by an index derived from the level-order

tree traversal. This index ¢ of a child node is calculated by:

Ueft child = 2 Z‘parent + 17 (411)

iright child = 2 Z'parent + 2. (412>

For a given child, the parent can also be calculated:

ZChlld J , (413)

? arent —
P 2

with the floor function | |*.

A binary tree is complete, if all possible nodes in the lowermost level are present.
In a full tree some indices might be missing, e.g., 9 and 10 or 5, 6, 11, 12, 13, and 14.
The rule ‘a node might possess either two child nodes or none’ will always hold.

Applied to radar Doppler spectra, a node is related to a part of the Doppler spectrum

that contains at least one peak. The peak boundaries are identified (step 1 as listed

. Function that rounds down to an integer, e.g., |2.8| = 2.
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Figure 4.16: Binary tree containing 15 nodes with possible indices according to level-order tree
traversal. Relationships between certain nodes are highlighted.

Table 4.3: Moments for each peak from the Doppler spectrum depicted in Fig. 4.15a with the
index 7 of the node according to the level-order tree traversal. The boundaries vy, vg are
given in ms~!. Child-nodes are denoted by their level of indentation. The units are dBZ
for reflectivity Z and ms™! for ¥ and spectral width o. The skewness « is dimensionless,
LDR is in dB. The threshold ‘thres. is in dBZ and the prominence ‘prom. is in dB.

i Boundaries [vr,, vR] Z v o v LDR thres. prom.
0 [-3.30, 1.32] —-11.6 —1.10 0.59 1.01 -25.3 -52.1 32.0
1 [—3.30, —0.25] —-12.2 -1.27 0.36 1.08 —-26.9 -—-334 13.2
3 [—3.30, —1.07] —13.3 —1.44 0.15 0.27 —-26.1 —28.7 8.5
4 [-1.07, —0.25] —18.4 —-0.81 0.16 -0.13 -32.2 —28.7 1.4
2 [—0.25, 1.32] —20.1 0.04 0.13 -0.31 -209 -334 6.2

above) by a mnoise-floor threshold and local minima in the spectral reflectivity (or
spectral power density). These boundaries are then used to construct the tree structure
(step 2 as listed above). The root node contains all signal of the Doppler spectrum
above the noise threshold. The peak boundaries and moments are listed in Tab. 4.3.
In a first step, all the noise-floor-separated peaks are added as child nodes with their
boundaries vy, and vg (in the example —3.30 and 1.32ms~!). Each node is then
checked for subpeaks within using the peak boundaries from the lowest to the highest
spectral reflectivity. Starting with the lowest minimum at v,qq, the node containing
this minimum is split into two child nodes. When boundaries of the parent node are
[vr,, vr], the left child node is [vr,, vaqq] and the right child node is [vaqq,vr]. In the
example from Fig. 4.15, the internal minimum with the lowest spectral reflectivity is
at —0.25ms~! with a spectral reflectivity of —33.4dBZm™'s. This reflectivity also
defines the threshold that separates the subpeaks. The recursive splitting at local
minima is repeated for all remaining minima. At every level the leaf node (i.e., a node
that does not have any children, Fig. 4.16) that contains the v,qq of the minimum is
split in two new child nodes. A minimum is skipped, if the prominence of either of
its subpeaks is less than 1dB. Prominence is the difference between the maximum
spectral reflectivity of a subpeak and the threshold that is defined by the spectral
reflectivity at the local minimum (dashed grey lines in Fig. 4.15; similar to Shupe et
al., 2004).
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In the next step, the moments of the Doppler spectrum (reflectivity, mean veloc-
ity, width, skewness) are calculated for each node within its boundaries [vr,, vg] (see
Sec. 4.3). The equivalent reflectivity factor Z (the subscript e is omitted) is calculated
by integrating the spectral reflectivity of the whole peak (i.e., from the noise-floor
up). For all higher moments, signal below the threshold that separated the subpeak
is neglected to avoid biases. The LDR for each node is calculated using the spectral
reflectivity in the cross channel, if such a channel is available.

Node 0 contains all components of the Doppler spectrum that are above the noise-
floor threshold. In general, node 0 contains the same moments as obtained from
traditional moment estimation methods as described in Sec. 4.3. The child nodes (1
and 2) of node 0 are the subpeaks defined by the lowest relative minimum. The second
lowest minimum then splits one of these nodes and gives nodes 3 and 4 (splitting
node 1) or 5 and 6 (splitting node 2). The total number of subpeaks ngyppeaks can be

calculated from the number of nodes npodes:

Nsubpeaks = (nnodes + 1)/2 (414)

Each node is characterized by its reflectivity Z, vertical velocity U, spectral width,
skewness, LDR and prominence. It is suitable to visualize the tree in the v-Z plane as a
color-filled circle with the parent-child relationships depicted by a black line (Fig. 4.15)
and each circle is color-coded in accordance with its LDR (if available). The width
and skewness are shown by a horizontal grey line and a grey triangle with varying size,
respectively. Thus, this representation combines all key parameters of a multi-peak

Doppler spectrum.

Example: Dual-layer cloud at Punta Arenas

For demonstrating the capabilities, the multi-peak analysis technique is applied to a
dual-layer cloud. On 9 January 2019 a stratiform mixed-phase cloud was observed at
Punta Arenas between 18:00 and 22:00 UTC (Fig. 4.17). The lidar observed a liquid
layer at 3.3 km height throughout the whole period (Fig. 4.17d). Between 19:45 and
20:30 UTC an ice virga could be observed below the liquid-dominated layer. Peak
radar reflectivity in this layer was above —10dBZ. However, no information from
heights above the liquid layer can be derived by lidar alone, as the laser pulses get
fully attenuated. The cloud radar reveals a second cloud layer closely above the first
one (Fig. 4.17a). This layer is topped at 4.3km height, slightly increasing to 4.7 km
height. The base of this upper layer is more variable. During most of the time radar
reflectivity was below —20dBZ, but a fallstreak with higher reflectivity was observed
above the virga. Due to the attenuation of the lidar signal, the upper layer is classified
as ice-only (Fig. 4.17c). Sometimes the two layers are clearly separated, but especially
when the virga was present, both layers were connected. From the information given
by the cloud radar moments alone no deeper insights can be achieved.

The multi-peak Doppler spectra analysis reveals a bimodal situation at the interface
of both layers between 19:40 and 20:40 UTC (Fig. 4.17f). During that period, two
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Figure 4.18: Multi-peak moments in the cloud of Fig. 4.17 (Punta Arenas, 9 January 2019).
(a) Reflectivity node 1 (faster-falling particles), (b) reflectivity node 2 (slower-falling
particles), (c) vertical velocity node 1, (d) vertical velocity node 2.

particle populations with different vertical velocities were present in the same volume.
The highest reflectivities in the virga below the liquid layer at 3.3 km were observed
during that period. Also, only then, enough ice mass precipitated out ouf the cloud
to be detected by the lidar (Fig. 4.17d). Fig. 4.18 depicts the first two moments of
nodes 1 and 2 during the dual-peak period. The slower-falling particles of node 2
show radar reflectivities typical for liquid droplets. Good agreement is also given for
the vertical velocities found for node 2 and with the Doppler lidar. While the lidar
beam is attenuated at 200 m penetration depth, the radar indicates this layer to be
approximately 500m thick. This finding is also in agreement with the single-peak
periods before and after. Between 19:58 and 20:15 UTC the faster-falling particles of
node 1 clearly are sedimenting ice crystals from the layer aloft. A weak increase of radar
reflectivity of that particle population could be observed in the dual-peak layer. Such
dual-layer clouds emphasize why only clouds with shallow liquid-dominated layers are
suitable for investigating primary ice formation. However, multi-peak methods pose
the potential to improve the characterization of microphysics also in deeper clouds, as
illustrated in Chapter 7.
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5 Contrasts in temperature, cloud and
aerosol profiles

5.1 Occurrence of heterogeneous freezing regime

Heterogeneous freezing occurs under two thermodynamic prerequisites: temperatures
between 0 and —35°C and the availability of moisture. Long-term records of ra-
diosoundings were used to asses the abundance of these thermodynamic conditions.
The ascends at Lindenberg (Germany) and Athalassa (Cyprus) serve as substitutes
for Leipzig and Limassol, respectively, because no long-term datasets are available di-

rectly at the sites (Sec. 3.1.4). For Punta Arenas, ascends are available directly at the

airport.
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(Germany, 52.2°N, 14.1°E) (Cyprus, 35.1°N, 33.4°E) (Chile, 53.1°S, 70.9°W)
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Figure 5.1: Seasonal occurrence of the heterogeneous freezing regime at (a) Lindenberg, (b)
Athalassa, and (c) Punta Arenas based on radiosoundings. The upper row (1) shows the
average heights of the 0 and —35 °C isotherm. Frequencies of dewpoint spreads of 02K
and 2-6 K within the heterogeneous freezing temperature range are shown in the lower
row (2). The number of observations are given on the top of each plot. For each location
soundings from 1986 to 2016 were used.

In terms of heights where heterogeneous freezing might occur (Fig. 5.1 a), all three
locations show a distinct annual cycle with the maximum height of the isotherms in

the respective summer seasons. At Lindenberg the 0°C isotherm increases from 0.9 to
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3.1km height and the —35°C isotherm from 6.6 to 8.5km height. At Athalassa the
heights increase from 2.2 to 5.7 km and from 6.2 to 9.1 km, respectively. The amplitude
of the seasonal cycle is less pronounced at Punta Arenas, where the increase of the
isotherms marking the heterogeneous freezing regime during summer is from 0.8 to
1.7km and 6.1 to 7.0km, respectively. The availability of moisture is examined in

terms of dewpoint spread (Fig. 5.1 b):
Tspread - Tair - Tdew- (51)

Typically, clouds form when the large-scale dewpoint spread is less than 2K, but
depending on the vertical air motions, also dewpoint spreads up to 6 K might be suffi-
cient. In the following, the relative frequency of spread for heights with temperatures
in the heterogeneous freezing regime are analyzed. At Lindenberg a clear annual cycle
is visible, with maxima in winter (27% of the observed spreads less than 2K) and
minima in summer (12% respectively). A similar cycle is observed at Athalassa, but
with smaller frequencies (DJF 9%, JJA 2%, respectively). At Punta Arenas seasonal
variability is less pronounced, with values around 15% throughout the year. Hence,
suitable conditions for clouds to form in the heterogeneous freezing regime are present
throughout the year at Leipzig and Punta Arenas. However, typical for sub-tropical
locations, clouds in the heterogeneous freezing regime at Limassol are only expected

during winter.
5.2 Cloud frequency

The Cloudnet classification is used to provide an overview on cloud frequency and cloud
properties at the three sites as observed by LACROS. Each 30 s profile is classified into
one of 10 categories, which are described in the following. Two categories, ‘rain_ shal-
low’ and ‘rain_ deep’, are used for liquid precipitation. They are classified for profiles
containing Cloudnet classes ‘Drizzle or rain’, ‘Drizzle/rain & cloud droplets’, ‘Melting
ice’, or ‘Melting ice and cloud droplets’. A cloud depth threshold of 4km is used to
distinguish between shallow clouds producing the rain and deep clouds. In case no
rain is observed, the classification is based on the presence of liquid, ice, and mixed-
phase cloud pixels. When multiple layers (i.e., a run of consecutive pixels classified as
hydrometeors with ‘clear sky’ between them) are present and one type dominates (frac-
tion > 0.66), the profile is assigned to the category ‘multi_layer mostly_{pure__ice,
pure_liquid, mixed-phase}’, otherwise to ‘multi_layer various’ Profiles with a single
layer are prescribed with ‘single layer ’. If no cloud is detected, the category ‘clear’
is assigned.

Cloudy profiles were observed at Leipzig (Fig. 5.2a) frequently throughout the year,
increasing from 60% during summer to 80% during winter. Rain is observed one-fifth
of the time during the whole year. Multi-layered clouds (all types) are more frequent
during the winter, whereas liquid clouds are more frequent during summer. Clouds at
Limassol (Fig. 5.2b) feature a distinct annual cycle with a dry period during (boreal)

summer and a rain and cloud season during winter. During winter 53% of all profiles
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Figure 5.2: Frequency of occurrence of clouds profiles based on long-term Cloudnet observations
with LACROS at (a) Leipzig, (b) Limassol, and (c) Punta Arenas.

contained clouds. This fraction drops to 4% during summer with almost no multi-
layered profiles. Profiles with precipitation were present less than 14% of the time
during winter and even less frequently in the remaining seasons. At Punta Arenas
the sky is covered with clouds during the whole year more than 75% of the time
(Fig. 5.2 c¢), peaking at 80% in (austral) winter. Multi-layered clouds are also most
frequent during winter, whereas single-layer liquid clouds show a maximum during
(austral) autumn. Rain clouds are observed 23% to 33% of the time. Based on this
profile-by-profile frequency of occurrence, mixed-phase clouds are observed more than
45% of the time at Punta Arenas. At Leipzig a weak seasonal cycle is found with
mixed-phase clouds occurring 35% of the time during summer and 55% during winter.
Mixed-phase clouds are least frequent at Limassol, with a maximum of 30% during
winter and predominantly clear-sky conditions during summer. However, this simple

frequency-of-occurrence statistics neglects the structure and depth of the single clouds.

5.3 Profiles of airmass source

The source attribution methodology described in Sec. 4.7 was used to obtain a long-
term overview of the frequency of the airmasses arriving over the measurement site.
Average residence times covering the respective measurement periods for a reception
height of 2km are shown in Fig. 5.3, where each 3-hourly profile is binned according
to ambient temperature.

A noteworthy feature at Leipzig is the predominance of European sources, with
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Figure 5.3: Mean normalized residence time binnend according to ambient temperature at
(a) Leipzig, (b) Limassol, and (c¢) Punta Arenas for a reception height of 2km. Columns
show the residence time at each location for the (1) surface classification, (2) named source
region, and (3) latitude bands. Dashed lines indicate the residence time only sampled for
times, when lidar profiles were available. Hatching indicates bins with less than 1% of
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vegetated surfaces being the most frequent terrestrial sources. Airmasses from barren
surfaces show a maximum between —10 and —40 °C, but contribute only less than 10%
to the residence time. Above —30°C, approximately 80% of the airmasses originate
from the mid-latitudes (30-60°N), with air from high latitudes (> 60°N) being more
frequent than from low latitudes (0-30°N) above —12°C. Air from high latitudes does

not contribute more than 23% at any temperature.

At Limassol, air from the Sahara and the Arabian Peninsula is more frequent. Sa-
haran air shows the highest residence times of named source regions at temperatures
below —15°C, whereas Europe dominates at temperatures above. In terms of surface
classification, water is the most dominant source followed by grass-/cropland above
—10°C and barren below. The mid-latitudes dominate above —29°C and the low

latitudes below.

At Punta Arenas, the water class dominates as an airmass source with relative
contribution above 95% at all subfreezing temperatures. South America as terrestrial
source contributes up to 10% between —10 and 0°C. Below that temperature, long-
range transport from Australia is the most important terrestrial source, increasing up
to 5% at —40°C. At temperatures of the heterogeneous freezing regime, airmasses
from the mid-latitudes contribute between 65% and 80% to the mixture. Transport
from the higher latitudes is the second most frequent source above —15°C and peaks
at 25%. At lower temperatures, air from the (southern) low latitudes increases in

importance, with a 35% share at —40°C.

All locations show the transition of predominantly local terrestrial sources to distant
terrestrial sources at heights that correspond to temperatures between —12 and —17°C.
At Leipzig, this is the transition from Europe to North America as a source. At
Limassol, the change is from Europe to Sahara and at Punta Arenas from South
America to Australia. This pattern is visible in the meridional transport as well. At
Leipzig and Punta Arenas, lower latitudes supersede polar airmasses as the second most
frequent source between —12 and —17°C. The mid-latitudies are the most important

sources at these two locations.

The height-resolved statistics of aerosol optical properties is discussed in the fol-
lowing section. The retrieval of optical properties from lidar is only possible during
cloud-free periods, which might introduce a sampling bias. As discussed in Radenz et
al. (2021a), this sampling bias can be assessed with the residence-time analysis. The
average profiles are subsampled for periods when lidar profiles are available and are
compared with the averages of the full dataset. Generally, the sampling for all three
campaigns is representative within a factor of 2 in the residence time. Notable excep-
tions are the undersampling of high-latitude airmasses at Leipzig and Limassol below
0°C by a factor of 4 and 2, respectively. At Leipzig and Punta Arenas, Europe and
South America as the respective local airmass source were undersampled by a factor
of 2-4 between —7 and —30°C. In summary, the lidar-derived average profiles of op-
tical properties are quite representative for the respective location in terms of airmass

source.
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5.4 Aerosol optical properties

To provide a general insight into the aerosol conditions at the three sites, the average
optical and microphysical aerosol properties as derived from the lidar observations
(Sec. 4.2) are shown in Fig. 5.4. The impact of aerosol on clouds is controlled more
strongly by temperature than geometrical height, hence the averages are also presented
with temperature as a vertical coordinate. The average aerosol backscatter coefficient
Bp at 532nm and the particle linear depolarization ratio derived from the PollyXT

observations with the Klett method (see Sec. 4.2) are investigated in this section.

The central European site of Leipzig is characterized by predominantly continental
aerosol mixed with anthropogenic pollution (Baars et al., 2016). Long-range transport
of dust may occur periodically, especially during spring and autumn (Ansmann et al.,
2003), as well as lofted smoke layers from wildfires (Haarig et al., 2018a; Baars et al.,
2021). Mean AOT at 500 nm derived from sun-photometer observations at TROPOS,
Leipzig, between 2014 and 2018 is 0.198. When only the periods with co-located
Polly*T observations (used in this study) are considered, the AOT is 0.216. Mean Bp
at 532nm drops below 0.2 Mm ™ 'sr~! only above 4 km height, which corresponds to
an extinction coefficient of 1.0 Mm™' assuming continental aerosol conditions and a

corresponding lidar ratio of 50 sr.

As already shown in Sec. 5.2, Limassol is characterized by a distinct dry season
with no precipitation and very few clouds during the summer. Generally, Limassol
is frequently affected by aerosol transport from Africa, the Middle East, and Europe
(Sec. 5.3) with aerosol characteristics including dust (mineral and soil), marine (organ-
ics and sea salt), and anthropogenic pollution as well as mixtures of these (Nisantzi et
al., 2015). Mean AOT at 500 nm is 0.176 during the whole observational period and
0.165 during the ‘cloudy season’ from October to May. In the following, the non-cloud
season from June to September is excluded from the statistics. The profile of mean
backscatter is similar to the one at Leipzig within a factor of 1.5, whereas the median

generally is higher at Leipzig.

The aerosol load at Punta Arenas can be separated into two distinct layers with
an aerosol-rich boundary layer and pristine conditions aloft. The boundary layer is
laden with a mixture of marine and continental aerosol, as Punta Arenas is located
230km inland from the Pacific coast. Mean AOT at 500 nm is 0.055 during the whole
campaign, but it drops to 0.047 when excluding the period of long-range wildfire smoke
transport in early 2020 (Ohneiser et al., 2020). Average boundary layer height is around
1.5km (Foth et al., 2019) with negligible 5, above 2.0km height (90% percentile of
Bp at 532nm below 0.2 Mm ™! st—1). Comparing the backscatter at Punta Arenas and
Limassol, the 90% percentile at Punta Arenas is more than 30% below the mean of
Limassol and Leipzig at similar heights above ground. Both European sites show quite

some variability as well, with the 90% percentile twice as large as the mean.

At temperatures above 5°C, B, shows the strongest difference between the three
sites (Fig. 5.4b), which also explains the larger AOT at Limassol and Leipzig. Be-

tween 0°C and —12°C, the mean 3, at Limassol and Punta Arenas are almost equal.
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Figure 5.4: Profiles of average aerosol optical properties at 532 nm derived by the PollyNET
retrieval using the Klett method. Particle backscatter coefficient over (a) height and (b)
temperature for Leipzig, Limassol, and Punta Arenas. (¢) Extinction coefficient and (d)
particle depolarization ratio (d) for the same locations. For the extinction coefficient only
the median values based on the typical lidar ratio at each site are shown. Variability

caused by different aerosol mixtures at Limassol and Punta Arenas is denoted by shading
in (c).
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This counterintuitive behavior can be explained by different temperature regimes. The
—5°C isotherm at Punta Arenas varies between 1.1 and 3.3 km height, whereas at Li-
massol it varies between 3.0 and 4.8 km height (and at Leipzig between 2.1 and 4.8 km).
At Punta Arenas, only very low values of 3, are observed at heights below a temper-
ature of —10°C, corresponding to the height of 2.0km. The pronounced decrease of
backscatter at Leipzig and Limassol is observed at slightly higher temperatures, which
agrees with the, on average, higher boundary layer temperature there. Assuming typ-
ical lidar ratios of 50 (continental), 45 (dust), and 20sr (marine) at Leipzig, Limassol,
and Punta Arenas, respectively, typical aerosol extinction coefficients can be estimated
from the median f;, profile (Sec. 4.2). As shown in Fig. 5.4c, the extinction coefficients
at Punta Arenas are a factor of 2-3 lower than at Limassol for temperatures below
—10°C. This difference decreases to a factor of 1.5 for slight supercooling at tem-
peratures of above —10°C. Comparing Punta Arenas and Leipzig, the extinction is
a factor of 3-4 higher at the latter site for all sub-zero temperatures. These optical
properties serve as a proxy for the background reservoir of aerosol particles that could
act as cloud condensation nuclei and ice nucleating particles in the free troposphere.
The particle depolarization ratio gives hints to the shape of the aerosol particles
(Fig. 5.4d). At Leipzig, the mean linear depolarization ratio is approximately 0.05 at
all temperatures, typical for a continental aerosol with a low contribution of mineral
dust. The depolarization ratio at Limassol is bimodal, with one peak above 20°C,
a second one at —14°C, and a minimum at 4°C. The first peak can be ascribed to
mineral dust in the boundary layer originating from local sources. The second one
is caused by long-range transport of mineral dust. At Punta Arenas, a maximum
at +8°C is caused by occasional events of dried sea salt aerosol at the top of the
atmospheric boundary layer (Haarig et al., 2017; Bohlmann et al., 2018). Going to
lower temperatures, the depolarization ratio has a minimum of 0.01 at —20°C and a

slight increase afterwards.

5.5 Lidar-based estimate of INP profiles

An important aspect for the discussion of microphysical contrasts in clouds over the
three sites is, how the differences in aerosol optical profiles are linked to contrasts in the
INP load. An estimate of average INP concentrations covering the whole troposphere
can be derived with the parametrizations described in Sec. 4.2.

The decision for the aerosol typing required in the INP retrieval is based on the
particle depolarization ratio and airmass source estimates. At Punta Arenas marine
sources are by far the most frequent, contributing 90% to the residence time through-
out the troposphere with a peak of 95% at 2.7 km height. Only below 2.0 km height (or
above —10°C), local terrestrial sources contribute up to 10% of the airmass. Above
5km height (below —20°C), sparsely vegetated areas in Australia contribute up to 4%
to the airmass source. Mean particle depolarization ratios below 0.02 in the free tropo-
sphere exclude frequent presence of mineral dust (Fig. 5.4d). Contrarily, at Limassol

airmasses with a marine source contribute 50% to 80% to the mixture. However,
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Figure 5.5: Average INP concentrations derived from optical properties for Leipzig (green), Li-
massol (orange), and Punta Arenas (blue). Shading shows the spread covered by different
aerosol compositions, similar to Fig. 5.4c. Temperature is used as a vertical coordinate.
The fraction of continental aerosol is abbreviated ‘conti’. The used parametrizations are
described in Sec. 4.2.

these airmasses are not pristine marine, as the eastern Mediterranean is enclosed by
densely populated landmasses with strong air pollution. Below 5km height (above
—16°C), continental Europe is the second strongest source, contributing with up to
45% at 0.5 km height. In the upper troposphere, barren ground from the Sahara is the
strongest terrestrial source with contributions of around 15%. The airmass source is
in line with the aerosol optical properties. POLIPHON (see Sec. 4.2) analysis based
on the linear depolarization ratio indicates a peak at —12°C with mean dust fractions
of 0.3 (90% percentile with a fraction of 0.87, not shown). Hence, the backscatter is
divided into dust and non-dust according to the dust fraction. The non-dust portion is
then split up into continental and marine, with 40% contribution of the continent above
—12°C and 20% below. The aerosol mixture at Leipzig is dominated by continental
aerosol, with an average dust fraction of 0.1.

The derived INP concentrations are depicted in Fig. 5.5. Note that the INP concen-
tration at a certain atmospheric temperature (as a proxy for height) is shown based on
the optical properties, aerosol types, and the parameterization, not a freezing spectrum
obtained from sampling a single air parcel and varying temperature.

At temperatures above —10°C, average INP concentrations between 4 x 1073 and
6 x 1072L~! can be expected at all three locations. With decreasing temperatures,
the concentration increases to 0.1-1L~1 at —25°C at the northern-hemispheric sites
of Leipzig and Limassol. A strong increase of ice-nucleating efficiency with decreasing
temperature is counterbalanced by a decreasing aerosol concentration at lower tem-

peratures, which are tied to greater heights. INP concentrations at Punta Arenas are
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strongly controlled by the fraction of continental aerosol in the free troposphere. Conti-
nental sources can contribute up to 1% between —11 and —24 °C and up to 4% at lower
temperatures. When only pristine marine aerosol is present, the INP concentration is
expected to be 3—4 orders of magnitude lower than at the two other sites. As soon as
very small fractions of continental aerosol are present, the INP concentration increases
significantly. However, even if a few percent of continental aerosol are assumed to be
present throughout the heterogeneous freezing regime, INP concentrations remain a
factor of 2—6 lower at Punta Arenas compared to Leipzig and Limassol. Due to the
absence of suitable remote-sensing or in-situ measurements, the actual contribution of
continental aerosol to the free-tropospheric aerosol load over Punta Arenas cannot be
obtained to date. The range given in Fig. 5.5 is thus a reasonable estimate of the min-
imum and maximum of the expectable range of possible INP values. At temperatures
above —10°C, which refers to a height range that is frequently within the boundary
layer, INP concentrations at Punta Arenas are high and, within an order of magnitude,
comparable to the concentrations at the same temperature at Leipzig and Limassol.
Concentrations that are similar to the ones retrieved from the remote-sensing obser-
vations above —10°C were also found in situ at an up-wind hilltop station on Cerro

Mirador at an altitude of 622 m above sea level (Gong et al., in preparation).
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6 Properties of supercooled stratiform
clouds

6.1 Overview on observed clouds

The automated cloud identification algorithm with the filter for stratiform clouds
(Sec. 4.5) was used to evaluate the datasets from Leipzig, Limassol, and Punta Arenas.
Fig. 6.1 provides an overview on all observed clouds that fulfill the criteria. In total,
more than 2600 discrete cloud cases build the basis for the statistics presented in the
second part of this chapter. Each of these automatically identified cloud cases can be
seen as an automatized single-cloud case study. The automatically detected clouds
from the case study in Fig. 4.3 are highlighted with red rectangles in Fig. 6.1c. The
time share of ice virga sedimenting out of the liquid-dominated top is given by the
fraction of profiles for which ice pixels were classified below the liquid layer. Values
range from 0 (no ice virga observed at all) to 1 (ice virga observed all the time). At
all three locations, the fraction of profiles showing an ice virga increases for decreasing
temperature. This finding is straightforward, because the temperature is the dominant
constraint for ice formation in a liquid layer. Similarly, the ice-to-liquid content ratio
increases for lower temperatures (colors in Fig. 6.1). Liquid-only clouds (fraction of
profiles for which no ice was produced from the liquid layer, indicated by grey dots in
Fig. 6.1) were observed at Leipzig and Limassol down to —20°C, whereas at Punta
Arenas such clouds were observed even at temperatures as low as —38°C.

Starting from this overview, three case studies are presented in more detail in
Sec. 6.2. These case studies are selected to illustrate features that emerge in the

statistical analysis presented in the subsequent sections of this chapter.
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Figure 6.1: All supercooled stratiform clouds identified by the automated cloud identification
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algorithm for (a) Leipzig, (b) Limassol, and (c¢) Punta Arenas in terms of their cloud
top temperature and the fraction of profiles for which ice is observed below the liquid-
dominated cloud top. The 0.05 threshold for the classification is marked by a dashed line.
Colors indicate the median ice-to-liquid content ratio. Red rectangles in (c) denote the
clouds also marked in Fig. 4.3. n gives the number of cloud cases in each dataset.



6.2 Case studies

6.2.1 Punta Arenas, 4/5 September 2019: stratiform cloud with variable
ice formation

The stratiform cloud discussed in this case study covers periods of weak and strong
ice formation, illustrating the observational capabilities of lidar and cloud radar. An
anticyclone dominated the synoptic situation at Punta Arenas on 4 September 2019.
Its core was located west of the continent at approximately 52°S, 85°W and a weak
pressure gradient prevailed. Surface winds were also weak and mostly from southerly
directions. Source of the free-tropospheric airmass, estimated from 10-day backtra-
jectories, was the tropical western Pacific Ocean. During the day, an aerosol optical
thickness of 0.069 at 500 nm was observed, while it was 0.046 on the following day.
Fig. 6.2 shows the observation of a stratiform supercooled cloud layer, which formed
under these conditions and was present over the LACROS site between 16:30 UTC on
the 4" and 03:00 UTC on the 5" September.

The liquid layer at cloud top was constantly sustained at 3.9 km height. CTT steadily
increased from —14.5 to —11.5°C. The ice virga sedimenting out of the mixed-phase
layer had its base between 2.3km and 3.2 km height. During the first four hours, ice
production was rather strong (maximum reflectivity —3.0 dBZ), whereas later on much
lower values of reflectivity were observed. In terms of ice water content, the values
in the virga dropped from 2.5 x 107kgm™> to below 3.0 x 10~"kgm™3. Notable
exception is a period from 00:30 to 02:00 UTC during which a second liquid layer at
3.5 km height was observed by lidar below the cloud top layer. The bimodal structure
of the cloud radar Doppler spectra during this time supports the interpretation of a
second liquid layer (Fig. 6.2f). Liquid-water paths well below 20 gm~2 were observed
until 22:00 UTC. Slightly more liquid water, exceeding 50 gm~2, was present when the
dual-layer structure was observed.

The properties of the ice crystals formed are further investigated with the lidar-radar
version of the manual retrieval of ice crystal number concentration proposed by Biihl et
al. (2019b). At 19:30 UTC, in the virga with high reflectivity and backscatter, particle
size was estimated to 0.8-1.4 mm, yielding number concentrations of 300 to 1000 m~3.
Later, between 23:10 and 23:50 UTC, the ice particles were smaller (=~ 0.7mm) and
less frequent with number concentrations of 7-10m™2. In this period, the virga was
not detectable anymore in the lidar signal with high temporal resolution.

This case study illustrates two aspects that guided the statistical analysis: (1) ice
formation and ice-to-liquid content ratio of individual clouds are too variable to be
compared on a case-by-case basis; (2) even if no ice formation is visible in the lidar
observations, ice might be formed and only be detected due to the superior sensitivity
of the cloud radar, as outlined by Biihl et al. (2013a).
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6.2.2 Punta Arenas, 27 September 2019: Wave cloud

As discussed in Chapter 2, the vertical dynamics are a key driver of glaciation processes
in mixed-phase clouds. Updrafts in stationary or slowly propagating gravity waves can
sustain liquid layers at temperatures down to —37°C, without showing signatures of
sedimenting ice crystals to the fixed observer. Such a wave cloud observed at Punta
Arenas is discussed in this case study. On 27 September 2019, a mid-tropospheric
long-wave ridge was located above southern South America. Above Punta Arenas, a
strong zonal, westerly flow was present, exceeding 25ms~! at 4000 m height. As it
becomes clear from the ECMWF reanalysis data in Fig. 6.3, the flow triggered strong
gravity waves in that area. The waves in the upper troposphere were moving westward

against the mean flow and weakened slowly.
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Figure 6.3: Vertical cross section along 53.25°S on 27 September 2019, 06:00 UTC. Color depicts
the ECMWF reanalysis (v5) vertical velocity. Wind barbs indicate speed and direction in
knots. Green lines indicate the geopotential height in intervals of 2.5km. The longitude
of Punta Arenas is marked with a blue arrow and the Pacific coast with a purple one.

Before 07:00 UTC stratiform clouds formed at several levels between 3000 and
12000 m height. Vertical velocities in those clouds were impacted by gravity waves
to varying degrees. Omne of the layers is depicted in detail in Fig. 6.4. It serves as
a good example for the horizontal separation of cloud phase in wave clouds and was
already briefly discussed in Sec. 4.6. Cloud top height and thickness of the cloud layer
were rather uniform with values of 7100 m and 250 to 350 m, respectively. CTT was
between —34 and —31°C. Embedded in a slowly propagating gravity wave, the cloud
was advected over the site and the full life cycle could be observed. Based on the
Doppler lidar vertical velocity (Fig. 4.5a), the updraft was present until 05:32 UTC.
Afterwards, downward motion with increasing velocity set in. This interpretation is
also in agreement with the reanalysis data, where vertical velocities at 06:00 UTC at
the respective altitude are slightly negative. Throughout the observation, the vertical-
velocity autocorrelation remained high. Liquid droplets dominated the lidar signal
between 05:10 and 06:17 UTC (Fig. 6.4a). After 06:17 UTC the cloud layer solely

consisted of ice particles for a period of 15 minutes, as it is evident from the reduced
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Figure 6.4: Wave cloud observed at Punta Arenas on the 27 September 2019, 05:00-06:45 UTC.
(a) Lidar attenuated backscatter, (b) cloud radar reflectivity, (¢) lidar volume linear
depolarization ratio, and (d) maximum of the signal in the cloud layer.
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backscatter coefficient and the increased linear depolarization ratio. Only this last
part of the cloud is classified as ice by the Cloudnet classification scheme (Fig. 4.5b).
However, there are indications that ice formation actually already happened as early
as 05:47 UTC. Sudden freezing of droplets is associated with a rapid drop in the radar
reflectivity by 7dB, as the dielectric constant of ice is a factor of 5 lower than that
of liquid water. From 05:47 UTC onwards the radar reflectivity remained more or
less constant (Fig. 6.4d), especially no change occurred, when the ice particles became
visible in the lidar signal. Very likely, the ice phase already existed in the cloud before,
but it was masked in the lidar linear depolarization ratio by the strong scattering by
droplets. During the period between 05:37 and 05:47 UTC, radar reflectivity dropped
from —23 to —38 dBZ, but no similarly clear argument on cloud phase can be derived.
One possible explanation is the co-existence of ice and liquid water, with large droplets
dominating the radar and the lidar signals. When the vertical velocity is not longer
sufficient to sustain the liquid phase, the WBF process sets in. The droplets shrink or
freeze (as discussed in Sec. 4.6) and the ice particles dominate the radar signal. This
observation is in good agreement with the theoretical treatment of Chapter 2. The
updraft is strong enough to activate and sustain the liquid phase, but rapid glacia-
tion occurs as soon as the downdraft begins. For a downward velocity larger than
—1.2ms™ !, theoretical glaciation times are less than 200s (Fig. 2.3). Similar patterns
of the ice phase, occurring in sustained downdrafts only, are frequently observed by

in-situ observations of wave clouds (Fig. 4.4).

6.2.3 Punta Arenas, 12 June 2019: Surface coupling

Recent studies provide increasing evidence that coupling to the aerosol-rich boundary
layer and thus also to the surface increases the frequency of ice formation (e.g., Gri-
esche et al., 2021). As shown by the averaged profiles of aerosol optical properties
(Sec. 5.4), there is a strong contrast in aerosol load between the boundary layer and
the free troposphere at Punta Arenas. The clouds observed at Punta Arenas on 12
June 2019 are an illustrative example for the coupling effect. An upper-level long-wave
trough with weak gradients developed a cut-off low above the Pacific Ocean north-west
of Punta Arenas. In the lowermost 3.0 km, weak north-easterly winds prevailed dur-
ing the day and caused warm-air advection. Above 1.5km height, the temperature
increased by roughly 4 K. During the first five hours depicted in Fig. 6.5, a cloud at
boundary-layer top with CTT of —13 °C formed ice. The signature of the volume linear
depolarization ratio below cloud base (Fig. 6.5d) is a clear indicator for the ice phase
being present. However, only parts of that cloud system (Fig. 6.5, number 1) suffice
the criteria of the automated cloud selection scheme, as posed in Sec. 4.5. Above cloud
base, the increase in depolarization ratio can be attributed to multiple scattering (see,
e.g., Jimenez et al., 2020b). With increasing temperature, ice formation in the cloud
layer at boundary-layer top ceases. After 17:45 UTC, a stratiform liquid-only cloud
with a CTT of —13°C was observed (Fig. 6.5, number 2). At heights above 2500 m,
this cloud was clearly decoupled from the boundary layer (Fig. 6.5a).

Cloud cases that are conform with the cloud selection criteria defined in Sec. 4.5
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Figure 6.5: Stratiform clouds at boundary-layer top and in the free troposphere on 12 June 2019.
(a) Lidar attenuated backscatter, (b) Cloudnet target categorization with model-derived
temperature, (¢) cloud radar reflectivity, and (d) lidar volume linear depolarization ratio.
Cloud cases that match the selection criteria of the automated cloud selection scheme are
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are marked in Fig. 6.5b. Furthermore, this case study also features clouds, for which
no clear phase classification is currently possible. For example, the short virga at 8
and 9 UTC and the cloud base at 18:50 UTC are classified as ice by Cloudnet target
classification, though this is not supported by the depolarization characteristics. A
statistical analysis of the coupling effects at Leipzig, Limassol, and Punta Arenas
using all cloud cases follows in Sec. 6.5. For this statistics, the Cloudnet classification
is considered authoritative, however, more focus will be needed in future to discriminate

supercooled drizzle and ice formation under slightly supercooled conditions.

6.3 Phase occurrence frequency

After focusing on single case studies in the previous sections, the remainder of this
chapter deals with the mixed-phase cloud properties across the full dataset, based on
the cloud cases identified by the automatic identification scheme (Sec. 4.5) as shown in
Sec. 6.1. First, the temperature-resolved fraction of occurrence of ice-forming clouds
is depicted in Fig. 6.6. Comparing the frequency of ice-containing clouds at different
locations provides insights into differences of primary ice formation (Choi et al., 2010;
Kanitz et al., 2011; Seifert et al., 2015; Tan et al., 2014; Zhang et al., 2018; Alexander
and Protat, 2018). For the phase occurrence frequency, a cloud is classified as ice-
producing, if an ice virga was observed at least during 5% of the duration of a single
cloud case. Temperature bins containing less than eight cloud cases are not considered
in the statistics.
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Figure 6.6: Fraction of ice-containing clouds over temperature for Leipzig, Limassol, and Punta
Arenas. Total duration of the clouds in each bin is given by the numbers on top in hours.
Dashed curves mark the occurrence frequency when using a lidar detection threshold of
12Mm™".

Generally, Fig. 6.6 (solid lines) shows that clouds contain ice more frequently for
decreasing temperature. While at Leipzig and Limassol all clouds with CTT below
—16 °C contained ice, at Punta Arenas a fraction of 0.3—0.5 of shallow stratiform clouds

were classified as liquid-only even below —20°C. Such a behavior is in disagreement
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with prior findings in the studies cited above with respect to several aspects: (1) a
higher frequency of ice formation is found compared to lidar-only studies above —14 °C;
(2) additionally at these temperatures, differences between the locations are masked
by coupling to the surface; (3) strong contrasts for temperatures below —20°C due to
stationary wave clouds are obtained. Each of these points is discussed in the following
three sections (6.4, 6.5, 6.6), before a revised statistics of frequency of ice-containing

clouds is presented in Sec. 6.7.

6.4 Context to lidar-only observations

Compared to prior lidar-based studies (e.g., Kanitz et al., 2011; Choi et al., 2010;
Seifert et al., 2010; Alexander and Protat, 2018), the fraction of ice-containing clouds in
the synergistic dataset is higher at temperatures above —10°C. At these temperatures,
the amounts of ice produced and hence the optical extinction and radar reflectivity are
generally very low and thus the ice remains undetected by lidar (Biihl et al., 2013a)
and spaceborne radars (Biihl et al., 2016). To quantify a lidar detection threshold
in terms optical extinction, the reflectivity-to-IWC and the reflectivity-to-extinction
relationships by Hogan et al. (2006) are used. The only additional information needed
for both parametrizations is the ambient temperature. Using these relationships, the
response of the occurrence statistics to arbitrary extinction detection thresholds aipyres
can be tested. When the retrieved extinction is below aipres, the corresponding cloud
is re-classified as liquid-only. In an attempt to reproduce the lidar-only ice-formation
occurrence statistics for Punta Arenas and Leipzig reported by Kanitz et al. (2011),
a value of aypres = 12Mm ™! was identified, for which the lidar-radar statistics from
this study agrees best to the lidar-only results. The resulting curves for ice-containing
clouds below aipyes set to pure liquid are shown in Fig. 6.6 (dashed lines). By using the
parametrization of Hogan et al. (2006), this threshold is independent of the lidar sys-
tems used in this study. The extinction threshold translates to a 3, of 0.6 Mm~tsr !
a backscatter coefficient which is hardly observable at a temporal resolution of 30s
needed for the classification scheme. This result is of importance for lidar-only or
ceilometer datasets, which are currently used for validation of climate models (e.g.,
Kuma et al., 2020). The occurrence of ice at these relatively warm temperatures of
> —10°C is also in line with airborne in-situ observations over the Southern Ocean
(Huang et al., 2017; D’Alessandro et al., 2019).

6.5 Effect of boundary-layer aerosol load on phase occurrence

In this section, it is investigated whether contact of a cloud layer to the aerosol-rich
boundary layer obscures the contrasts between different sites under slightly super-
cooled conditions (i.e., above —10°C). As discussed in Sec. 5.4, the aerosol load at
Punta Arenas is confined to the lowermost 2 km. This boundary-layer aerosol load is
comparable to the aerosol load at temperatures above —10°C at Limassol. To check

for a possible impact of the boundary-layer aerosol on the ice formation efficiency,
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Figure 6.7: Fraction of ice-containing clouds over temperature for Leipzig, Limassol, and Punta
Arenas, separately for clouds with bases (a) below 2km, and (b) above 2km. Total
duration of the clouds in each bin is given by the numbers on top in hours.

the basic temperature-resolved phase occurrence frequency (Fig. 6.6) is split into two,
one containing cloud cases with bases below 2km height and one with cloud cases
having bases above that threshold (Fig. 6.7), in the following denoted as coupled and
uncoupled clouds, respectively. At any height, temperatures vary by more than 11K
(10% to 90% percentile), providing reasonable coverage for clouds above and below
the height threshold. Generally, coupled clouds show higher fractions of ice (the ab-
solute difference increases by 0.3 at —8 °C at all locations). The temperature-resolved
phase occurrence frequency for the coupled clouds shows a rapid increase in fraction
of ice-containing clouds, reaching 1.0 at temperatures of only —15°C (Fig. 6.7a). The
absolute difference between the fractions is less than 0.2, with the lowest fractions still
being observed at Punta Arenas. Below —15°C, almost no clouds were observed at
heights below 2 km, especially at Limassol. Hence, no meaningful comparison can be
done for colder temperatures. Considering only uncoupled clouds (Fig. 6.7b), stronger
contrasts become evident. The fractions are similar at Leipzig and Limassol, but are

0.15 to 0.5 lower for temperatures above —10°C at Punta Arenas.

Despite this extremely simple approach for discriminating into surface-influenced
and free-tropospheric clouds, similar results were also found at other locations. In
particlualr, more frequent ice formation for surface-coupled clouds was reported for
the Arctic. Achtert et al. (2020) observed high fractions of ice-producing clouds in the
boundary layer of the Arctic Ocean during summer. Also, Griesche et al. (2021) show
that surface coupling increases the frequency of ice formation in boundary-layer clouds

observed during Arctic summer.
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6.6 Gravity-wave influence on phase occurrence at low

temperatures

The lack of ice-containing cloud layers at temperatures below —18 °C over Punta Are-
nas is a prominent feature of both the lidar-radar and the lidar-only-equivalent datasets
shown in Fig. 6.6. The associated excess of supercooled liquid water is frequently re-
ported as a general phenomenon of stratiform clouds in the mid and high latitudes of
the southern hemisphere. Within this subsection, the reasons for the observed behavior
over Punta Arenas are elaborated in more detail.

Triggered by empirical observations, such as presented in Sec. 6.2.2, the vertical-
velocity autocorrelation method (Sec. 4.6) is used to screen the cloud dataset for wave
clouds. Fig. 6.8 shows the autocorrelation and power spectra of the Doppler lidar
vertical velocity for clouds classified as liquid-only over Leipzig, Limassol, and Punta
Arenas. Supercooled liquid-only clouds with CTT below —18 °C at Punta Arenas show
high autocorrelation coefficients at long shifts (Fig. 6.8c1), whereas liquid-only clouds
with similar characteristics are practically absent at Limassol (Fig. 6.8b1) and Leipzig
(Fig. 6.8al). In terms of spectral power density (Fig. 6.8c2), the strongly supercooled
clouds at Punta Arenas show only low turbulence, whereas ice-forming clouds (Fig. 6.8,
row 3 and 4) show no clear pattern of CTT and vertical-velocity characteristics. Strong
indication is given that the stratiform liquid-only cloud layers observed at temperatures
below —18 °C over Punta Arenas are frequently embedded in orographic gravity waves.

In a next step, the autocorrelation is used to filter the dataset for clouds affected
by gravity waves. As described in Sec. 4.6, the length at which the autocorrelation
coefficient drops below 0.8 is used as a characteristic value. Decreasing threshold
value for this characteristic length will remove gravity-wave influenced clouds from
the dataset. For large values of the length threshold, e.g., larger 1000 m, only clouds
that are strongly forced by gravity waves will be removed, whereas going to shorter
thresholds (< 500m) will also remove weakly gravity-wave-influenced clouds. Fig. 6.9
shows an increase in the fraction of ice-containing clouds below —12°C with decreas-
ing correlation-length thresholds from 30000 to 300 m. At Punta Arenas, the fraction
of ice-containing clouds increases from 0.5 to 0.85. In the temperature interval be-
tween —15 and —25°C, the fraction is 0.05 to 0.1 lower at Punta Arenas compared to
Leipzig and Limassol. Hence, clouds with fully developed turbulence show similar ice-
formation frequencies, independent of the location, with indications for a still slightly
reduced ice-formation efficiency over Punta Arenas.

The autocorrelation-based analysis revealed that at temperatures below —14°C,
approximately one-third of the cloud layers observed at Punta Arenas were influenced
by gravity waves. Similar frequencies of occurrence of non-turbulent liquid layers were
also found at Utqgiagvik (Alaska) and McMurdo (Antarctica), based on radiosounding-
derived stability criteria (Silber et al., 2020).
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Figure 6.8: Vertical-velocity autocorrelation function (row 1 and 3) and power density (row 2
and 4) of the Doppler lidar vertical velocities for cloud cases classified as liquid-only (row
1 and 2) and ice-producing (row 3 and 4). The columns are (a) Leipzig, (b) Limassol, and
(c) Punta Arenas. The curves are binned to CTT intervals of 5K with color indicating
the CTT. The number of clouds for each temperature interval is given as numbers in the
respective panel. Shading denotes the 10%-90% percentile range for the —5 and —30°C

bin.
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Figure 6.9: Fraction of ice-containing clouds over temperature for Leipzig, Limassol, and Punta
Arenas. Dash-dotted lines show the fractions for Leipzig, Limassol, and Punta Arenas
with an autocorrelation coefficient smaller than 0.8 for a horizontal shift of 300m. The
fractions for cloud cases with longer autocorrelation are only shown for Punta Arenas.
Total duration of the clouds in each bin is given by the numbers on top in hours.

6.7 Ice-formation frequency of free-tropospheric and fully

turbulent clouds

In a final step, the separation techniques for coupling and orographic waves are com-
bined to assess contrasts in ice frequency for free-tropospheric and fully turbulent
clouds. The resulting occurrence frequency is shown in Fig. 6.10. The fraction of ice-
containing clouds at temperatures below —15°C is above 0.85 at all three sites. Negli-
gible changes compared to Fig. 6.6 were obtained for Limassol, where both boundary-
layer coupling at subfreezing temperatures and gravity-wave occurrences were rarely
observed. The Leipzig dataset shows only weak changes in the low-temperature range,
because also there gravity waves affected the observed clouds only rarely. At temper-
atures > —15°C, some boundary-layer-coupled clouds were removed from the com-
bined statistics, which brings the frequency at Leipzig close to the one of Limassol. At
Punta Arenas, correction for both gravity waves and boundary-layer coupling has a
large impact on the resulting ice frequency. A lower frequency of ice formation in free-
tropospheric and fully turbulent clouds at temperatures above —15°C is obtained at
the southern-hemisphere mid-latitude site. Almost no ice-containing free-tropospheric
clouds were observed at temperatures > —10°C. Without coupling to the near-surface
aerosol reservoir, ice formation is strongly suppressed compared to Leipzig and Li-
massol. However, also the fraction of ice-forming clouds with CTT between —25 and
—15°C remains a fraction of 0.1 lower at Punta Arenas. Also this difference can be
explained by a lack of INP. Mineral dust is known to be an efficient INP at these tem-
peratures (Kanji et al., 2017), but was not observed at the respective temperatures
at Punta Arenas (Fig. 5.4). The difference in the non-wave-cloud phase occurrence

is also in agreement with satellite-based studies of Villanueva et al. (2020), who also
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Figure 6.10: Fraction of ice-containing clouds over temperature for Leipzig, Limassol, and Punta
Arenas when considering only fully turbulent clouds with an autocorrelation coefficient
smaller than 0.8 for a horizontal shift of 300m (see Fig. 6.7) and cloud bases in the free
troposphere above 2km height (see Fig. 6.9).

attributed latitudinal differences in the ice occurrence to associated differences in the
dust load.

6.8 Contrasts of radar reflectivity factor in the ice virga

So far, only the occurrence frequency of ice formation in stratiform clouds was in-
vestigated. Quantification of the formed ice mass is more challenging (Zhang et al.,
2014; Bihl et al., 2016; Zhang et al., 2018). For the basic analysis conducted in the
following, an approximation defined by Hogan et al. (2006) is utilized, stating that for
temperature intervals of a few K, ice mass is directly proportional to radar reflectiv-
ity. For comparability to existing satellite studies, the radar reflectivity is used. Prior
studies of Zhang et al. (2018) identified a strong contrast in radar reflectivity factor be-
tween the different 30-deg latitude bands of the globe, with the southern mid-latitudes
(30-60°S) showing the lowest mean reflectivity of all regions. They concluded that this
difference in reflectivity factor is associated with a respective difference in ice-crystal
mass and number concentration. In the following, a similar representation of regional
contrasts of ice-virga reflectivity from a ground-based perspective is presented. Also,
the stability of the mixed-phase layers is discussed in terms of the ice-to-liquid content
ratio (Korolev and Field, 2008; Biihl et al., 2016), which is a measure for the efficiency
with which water is converted into ice. For the first time, such a comparison is based
on a single set of instruments deployed at different locations. Together with thorough
calibration efforts, this approach allows for unprecedented comparability in terms of
data quality.

As described in Sec. 4.5, the amount of ice formed in the mixed-phase layer is
measured at six height bins (180 m) below the base of the liquid-dominated cloud top
and hence at the top of the virga (Biihl et al., 2016). Fig. 6.11a shows the CTT-
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Figure 6.11: Contrasts in the ice virga in terms of (a) radar reflectivity factor observed at
the top of the virga (180m below the liquid-dominated layer base) and (b) ice-to-liquid-
content-ratio binned to CTT in temperature bins of 4 K.

resolved statistics of reflectivity for the three stations based on the full cloud dataset,
i.e., including the wave-influenced clouds, as these are also included in the study by
Zhang et al. (2018). From —28°C to —16°C and again above —12°C, Punta Arenas
shows the lowest reflectivity and Limassol the highest. For most temperatures, Punta
Arenas is systematically 5-8 dB below the northern-hemispheric stations, the only
exception is the interval between —4 and —8°C, where the reflectivities for Punta
Arenas and Leipzig are almost equal. At temperatures below —28 °C, Limassol and

Punta Arenas show equal reflectivity with values at Leipzig being slightly higher.

At all sites, the thickness of the ice-forming liquid-dominated cloud top layers agrees
within 40 m above —30°C. The ice-to-liquid content ratio (Fig. 6.11b) is smaller at
Punta Arenas than at the northern-hemispheric locations, especially (factor 3) between
—24 and —20°C, but also above —10°C. Hence, in these temperature regimes, the

liquid phase is less efficiently converted into ice in clouds above Punta Arenas.

The difference in virga reflectivity is consistent with estimates from spaceborne sen-
sors covering the full Southern Ocean (Zhang et al., 2018). As for the lower frequency
of ice formation discussed above, the difference in ice mass coincides with a lack of
dust INP at these temperatures. Slight differences in IWC or Z might be explained
by a slower mass growth rate caused by a smaller vapor diffusion coefficient at higher
ambient pressure (Hall and Pruppacher, 1976), as average temperatures of interest at
Punta Arenas are reached at lower heights than at Leipzig or Limassol. When tem-
perature and particle size are considered to be similar, the stratiform clouds subject
to this study experience 10% to 20% larger growth rates at Leipzig and Limassol than
at Punta Arenas. However, the difference of a factor of 3-6 larger ice mass cannot be
explained solely by this effect alone.

Frequent occurrences of ice-forming clouds above —10°C were found, which were
not covered by studies based on spaceborne active remote sensing. Similar to their
colder counterparts, they show a lower ice amount in the virga above Punta Arenas,

but with smaller difference compared to the sites in the northern hemisphere. With
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an average reflectivity of —36 dBZ, they are usually well below the detection limit of
the CLOUDSAT satellite in the A-Train constellation (Biihl et al., 2013a; Biihl et al.,
2016). Occurrence of such clouds in other parts of the Southern Ocean cannot be ruled
out. A misclassification of supercooled drizzle clouds as ice-containing is unlikely, as
neither in the liquid-dominated cloud top layer nor in the virga the reflectivity exceeds
—30dBZ. From previous studies it is known that the onset of drizzle formation is
usually associated with higher reflectivities, either above approximately —20dBZ (Liu
et al., 2008; Acquistapace et al., 2019) or at least above —30dBZ (Wu et al., 2020).
Nonetheless, contrasts in the amount of ice formed in mixed-phase clouds have to be
investigated in more detail, especially taking into account effects of strong deposition

growth for non-spherical particles.

83






7 Multi-peak occurrence statistics of
deeper clouds

So far, statistical analysis was based on the assumption of mono-modality in the radar
Doppler spectra, though the case studies illustrated that multi-peak situations occur
periodically. Due to the variety of microphysical processes occurring in mixed-phase
clouds, multiple particle populations regularly coexist in the same volume. Sometimes,
two or more particle populations appear as distinct peaks in the cloud radar Doppler
spectrum. The following section illustrates how the peakTree technique can be used

to analyze large datasets of (potentially) multi-peaked Doppler spectra.

Starting from the layered clouds selected by the automated cloud identification
scheme (Sec. 4.5), the criterion for the thickness of the liquid-dominated layer is re-
laxed. Clouds such as shown in Fig. 4.17 or 6.2 are now included into the selection.
When the lidar beam is fully attenuated in the lowest liquid layer, no certain classi-
fication of the cloud particle phase can be obtained at larger heights (see Fig. 4.17).
Without additional information, the Cloudnet target classification will identify ice par-
ticles solely based on the cloud radar signal. Thus, the distance between lidar-identified
liquid base and radar-identified cloud top only serves as a first proxy for the thickness
of the mixed-phase layer. Fig. 7.1 shows the fraction of radar pixels within a cloud case
that have more than one peak for Leipzig, Limassol, and Punta Arenas. With increas-
ing cloud thickness, the fraction of multi-peak pixels increases at all three sites. For
clouds with mixed-phase layer thickness larger than 500 m, more than 5% of the pixels
in a cloud show multi-peak Doppler spectra. This estimate provides a lower bound of
the presence of multiple particle populations, as different hydrometeor populations do
not always appear as distinct peaks in the Doppler spectrum. Multiple particle pop-
ulations are a strong indicator for processes such as riming or additional ice particle

production. More detailed investigation of these cases is needed in subsequent studies.

In a next step, the constraint to layered clouds is dropped completely and all cloud
radar observations are considered. Also in the full dataset at all temperatures, mono-
modal Doppler spectra are the most frequent ones (Fig. 7.2). They are followed by
bimodal ones (3 nodes, see Eq. 4.14), which are found at all temperatures above —30 °C.
Higher numbers of subpeaks are rarely found under slightly supercooled conditions (—5
to 0°C). Above 0°C, mono-modal spectra only account for approximately 50% of the
observations, and around 25% of the Doppler spectra contain 5 nodes or more. As it
becomes evident from the number of nodes sampled by the Cloudnet target classifi-
cation product, the multi-peak spectra above 0°C are predominantly associated with

liquid precipitation (Fig. 7.3). Consequently, the ‘drizzle/rain’ class shows the highest
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Figure 7.1: Fraction of multi-peak pixels within a stratiform cloud vs. distance of lowest liquid
layer to cloud top for (a) Leipzig, (b) Limassol, and (c) Punta Arenas. The mean of 190 m
bins is also shown.
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Figure 7.2: Fraction of pixels having a specific number of nodes binned in temperature steps
of 3K for (a) Leipzig, (b) Limassol, and (c) Punta Arenas. Hatching indicates bins with
less than 2% of the cloudy pixels.
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fraction of multi-peaked Doppler spectra — almost 55%. The categories ‘drizzle/rain +
droplets’ and ‘melting ice + droplets’ follow with about 30%. For ‘ice’, ‘cloud droplets’,
and the combination of both, multiple peaks occur in 6% to 17% of the Doppler spectra.
However, in absolute terms, the ‘ice’ class features the highest number of multi-peak
situations, as this is also by far the most frequent class. Multiple peaks classified as
aerosol are likely caused by different species of atmospheric plankton.

The tree structure also allows the test of assumptions that are frequently imposed
by established multi-peak algorithms. The microARSCL analysis (Kollias et al., 2007;
Luke et al., 2008) assumes, e.g., that the subpeak with the largest reflectivity also is the
fastest falling one (Oue et al., 2018). This peak is then dubbed primary peak. In terms
of the tree structure, this higher-reflectivity-faster-falling assumption translates into
node 1 having a larger reflectivity than node 2, a condition that can easily be tested
on large datasets using peakTree. As evident from Fig. 7.4, the microARSCL assump-
tion only holds for 35%—65%, 40%, and 35%—75% of the observations (depending on
temperature) at Leipzig, Limassol, and Punta Arenas, respectively.

The presented statistics illustrate the need for further investigation of precipitating
cloud systems for coexistence of multiple particle species at the scales of the radar
observation volume. So far, multi-peak information is not included into synergistic
retrievals and classification schemes. All established approaches assume only mono-
modal particle size distributions and only a single particle habit (e.g., Clothiaux et al.,
2000; Wang and Sassen, 2002; Wang et al., 2004; Hogan et al., 2006; Illingworth et al.,
2007; Zhang et al., 2014; Cazenave et al., 2019). If multiple hydrometeor species are
present, they have to be separated and classified individually to be able to apply the
correct size-fall-velocity and size-mass relationships. The rigid, though flexible tree

structure might help to address the described issues.
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8 Summary, Conclusions, and Outlook

8.1 Summary and conclusions

This study aimed to contrast hemispheric differences of heterogeneous ice formation
in shallow supercooled stratiform clouds. For doing so, three long-term datasets of the
ground-based remote-sensing supersite LACROS were analyzed. While the datasets
at Leipzig and Limassol were readily available, the measurements at Punta Arenas
were conducted in the framework of this study. Additional to planning, preparation,
and continuous remote monitoring of the instrumentation, more than six months were
spent by the author supervising the measurements on-site. Compared with earlier
datasets at the respective locations, the LACROS-based dataset expanded the obser-
vation capabilities significantly. Most important ones are the improved sensitivity to
small ice particles by adding a cloud radar and the ability to measure vertical velocity
with cloud radar and Doppler lidar for the characterization of vertical motions in the
observed clouds. The datasets at Limassol and Punta Arenas resemble the first multi-
year ground-based remote-sensing datasets in the Eastern Mediterranean and in the
western part of the Southern Ocean, respectively.

With respect to data analysis, existing methods and synergistic retrievals were
expanded and new methodologies were developed. In particular, three topics were
addressed: automated airmass source characterization, multi-peak analysis of radar
Doppler spectra, and gravity-wave identification using Doppler lidar observations.

The automated airmass-source-analysis technique provided novel insights into the
profiles of airmass history. Continuous estimates of height-resolved residence time
per surface class, named source region, and latitude were presented. Based on these
datasets a sampling bias analysis could be performed. It was shown that Punta Arenas
is predominantly influenced by marine sources for airmasses with temperatures below
0°C. At all three locations, the transition between local influences and long-range
transport occurs between —12 and —17°C. Also, no significant sampling biases were
found for the lidar-based average aerosol optical properties. To characterize the aerosol
conditions, long-term statistics of aerosol optical properties based on the PollyNET
products at all sites were assembled. Adding the synergistic Cloudnet classification
product to the lidar profiles ensures confident filtering for optically thin clouds. Both
the profiles of optical properties and the profiles of airmass source were analyzed with
temperature as a vertical coordinate, hence resolving the thermodynamical constraints
to aerosol-cloud interaction in more detail. Combining the airmass source with the op-
tical properties allows a rough estimate of INP load throughout the troposphere based

on widely used parametrizations. Meanwhile, the airmass source characterization was
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successfully used in further studies, e.g., Haarig et al. (2017), Foth et al. (2019), Floutsi
et al. (2021), Baars et al. (2021), and Griesche et al. (2021).

With the multi-peak Doppler spectra analysis technique peakTree, it could be con-
firmed that stratiform clouds with thin liquid-dominated layers do not show hints of
processes other than primary ice formation. This technique will, in future, provide
novel insights also into deeper clouds and help to overcome limitations of standard
retrievals based on a single, mono-modal particle species. Apart form the analysis
shown here, case studies with multiple particle populations in Arctic mixed-phase
clouds (Radenz et al., 2019a) and generating cells in complex terrain (Ramelli et al.,
2021) were successfully analyzed with this technique. For the three datasets used in
this study, it was found that the frequency of multi-modal Doppler spectra increases
with thickness of the liquid layer at cloud top. Extending the analysis to all clouds,
it was found that multi-modal situations only occur above —20°C and the frequency
is increasing for higher temperatures, with around 40% of the Doppler spectra hav-
ing multiple peaks at 0°C. From the structural analysis it became clear that the
higher-reflectivity-faster-falling assumption only holds for 35% to 65% of the observed
multi-peak Doppler spectra.

Doppler lidar vertical-velocity observations allow the characterization of vertical
motion in liquid layers consisting of small droplets. A scheme for the identification of
gravity waves in layered clouds was developed. The autocorrelation coefficient proved
to be a suitable measure for the structure of vertical motion in an observed cloud and
was successfully used to distinguish wave clouds from fully turbulent clouds in the

large dataset.

All these developments were tied together with LARDA to obtain the dataset of
stratiform cloud cases on which the statistical analysis is based. Major improvements,
including the implementation of a distributed architecture, a browser-based interactive
plotting tool, and open-sourcing the software were part of this work and prerequisite for
the analysis of the multi-year record. This software development represents a crucial
step forward in the integration of such a large and heterogeneous dataset. Meanwhile,
the distributed LARDA version is successfully applied to operational settings, including
field deployments.

Regarding the research questions posed in the introduction, the results on properties
of supercooled stratiform clouds are summarized in the following. The questions are

ordered by the respective sections in Chapter 6:

Did prior lidar-only studies underestimate the frequency ice formation at high tem-
peratures? (RQ IV) The combined radar-lidar observations showed frequent ice
production in clouds with CTT above —12°C. These only slightly supercooled layers
produce only low IWC in the virga. Due to a lower sensitivity of lidar-only approaches
much of this ice production is missed. A minimum ice extinction threshold has to be
applied to the combined dataset. After filtering for these clouds with low IWC, the

results of prior lidar-only studies could be reproduced.
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Do enhanced INP concentrations in surface-coupled cloud layers influence the fre-
quency of ice formation? (RQ Ill) Based on the average profiles of airmass source
and aerosol optical properties, a distinct change was found for heights, where the tem-
perature drops below —12 to —16 °C. Higher temperatures (lower heights) are usually
associated with local sources, whereas lower temperatures (larger heights) are domi-
nated by long-range-transported airmasses. This change is remarkably pronounced at
Punta Arenas, where typical boundary-layer tops are found at temperatures of —10
to —17°C. When comparing aerosol optical properties, average extinction coefficients
at Punta Arenas and Limassol are within a factor of two between 0 and —10°C. For
lower temperatures, aerosol extinction coefficients at Limassol and Leipzig are a factor
of 2-6 larger than at Punta Arenas. A further feature at Punta Arenas is the very
low average particle linear depolarization ratio between —10 and —25°C, hinting to
the complete absence of mineral dust in this temperature regime. Consequently, in-
dications were found that coupling to the surface increases ice formation at slightly
supercooling temperatures at all three sites. The strongest enhancement from free-
tropospheric to surface-coupled frequencies of ice formation was also found at Punta
Arenas. This enhancement agrees with the found contrasts in the INP profiles at
the three sites and further indicates that the free-tropospheric INP reservoir over the

Southern Ocean is limited.

Is the reported high frequency of supercooled liquid water in the southern hemi-
sphere caused by the low abundance of INP alone? (RQ IlI) One outstanding
feature of the stratiform clouds at Punta Arenas is the frequent occurrence of liquid-
only cloud layers at temperatures below —20°C. Using the newly developed Doppler
lidar vertical-velocity autocorrelation approach, these layers were identified to be em-
bedded in orographic gravity waves. In such orographic gravity waves, the liquid and
ice phases are separated horizontally, hence ice formation cannot be correctly diag-
nosed with the automated approach, in which ice is assumed to sediment from the
liquid-dominated top. Excluding these clouds from the occurrence statistics raises the
fraction of ice-containing clouds at Punta Arenas to values above 0.85 — almost similar
to the frequencies at Leipzig and Limassol. For clouds with ICNC below ~ 50L71,
weak persistent updrafts alone are able to sustain liquid water, as shown in the analyt-
ical treatment (Chapter 2). Under these conditions, the abundance of INP is only of
secondary importance. Hence, observation of in-cloud vertical air motion is necessary

when investigating ice formation in stratiform clouds.

Are there aerosol-related contrasts in ice formation in stratiform mixed-phase
clouds in the mid-latitudes of the southern hemisphere and the polluted north-
ern hemisphere? (RQ 1) The frequency of ice formation in fully-turbulent and free-
tropospheric stratiform clouds can only be compared between the sites after accounting
for the effects of surface coupling and gravity waves. At temperatures between —12
and —25°C, the frequency of ice-containing clouds is lower by 0.05 to 0.10 at Punta

Arenas compared with the northern-hemispheric sites. In this temperature interval,
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also the average amount of ice formed and the ice-to-liquid content ratio is lowest at
Punta Arenas. For slightly supercooled conditions, the difference in the frequency of
ice formation increases to 0.3. This remaining difference can be attributed to the lower

abundance of INP in the free troposphere over the Southern Ocean.

8.2 Outlook

The datasets presented in this study allow an unprecedented insight into hemispheric
contrasts of ice formation in shallow supercooled clouds. However, the presented study
is only the starting point for further in-depth analysis. The two most interesting new
findings from Punta Arenas, the high frequency of wave clouds and the strong contrasts
in aerosol load between the boundary layer and the free troposphere, alone pose further
research objectives. A few topics will be briefly touched in this section.

Based on the available datasets, more detailed investigations of the microphysical
properties have to be conducted, especially the number concentrations of ice and lig-
uid hydrometeors have to be better constrained. A promising approach might be the
combination of the dual-field-of-view lidar technique (Jimenez et al., 2020a; Jimenez et
al., 2020b) and retrievals based on quantitative radar-lidar synergy (e.g., Biihl et al.,
2019b). Precise estimates of terminal fall velocity of ice crystals will require further
efforts, as the orographic gravity waves bias these observations. Also, the autocorrela-
tion technique might prove to be useful in the analysis of gravity waves from single-site
observations, a challenge that was faced by Silber et al. (2020) as well. In case of the
presence of suitable tracers of air motion, the autocorrelation technique can also be
applied to vertical-velocity observations from other instruments.

In terms of methodologies, the classification of slightly supercooled clouds and the
criterion for boundary-layer coupling have to be improved. Currently, the Cloudnet
classification scheme cannot discriminate between ice with low IWC and supercooled
liquid water. Distinguishing ice and liquid water independently from the temperature
will likely require scanning polarimetric radar observations, which add further com-
plexity to synergistic retrievals. However, a probabilistic classification will be needed as
both ice and supercooled drizzle might coexist. For the surface coupling, a continuous
and reliable estimate of boundary-layer height is needed, even under cloudy conditions.
As lidar observations of aerosol backscatter and air motion are not available under those
circumstances, no continuous remote-sensing-based estimate of boundary-layer height
is available yet.

Clouds with deeper mixed-phase layers are also a promising topic of further research.
In those clouds, multiple particle populations frequently coexist, e.g., as embedded lig-
uid layers or different ice crystal habits. The information content in radar Doppler
spectra provides promising opportunities for more detailed investigations. With the
peakTree analysis technique, the integration of this multi-peak information into exist-
ing retrievals might be feasible.

The comparison of the the aerosol in-situ observations on Cerro Mirador and lidar-

retrieved aerosol optical properties is already under investigation. A combination of
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both long-term datasets provides more comprehensive information about the cloud-
relevant aerosol properties at Punta Arenas. First analysis (not shown) already sug-
gests the presence of multiple species of INP in the boundary layer over Punta Arenas.
These INP are ice active at temperatures slightly below 0°C and are present indepen-
dent of season.

Despite all novel insights, gaps requiring additional observations remain. The ver-
tical velocity in the complex flow around Punta Arenas is still not well characterized.
One potential approach is the inclusion of a high-power, narrow-beamwidth radar wind
profiler into future ground-based remote-sensing campaigns. With frequencies in the
ultra-high-frequency band, these instruments are also sensitive to clear-air scattering.
The problem of simultaneous returns from hydrometeors can be approached by spec-
tral techniques, such as proposed in earlier work (Radenz et al., 2018). The question
of dynamical forcing on clouds over the open Southern Ocean is connected to the
issue of better characterization of vertical velocity. Sustained updrafts triggered by
waves might contribute to the abundance of liquid water, even far from any orographic
forcing. Little is also known about the contribution of terrestrial and marine sources
of aerosol to the free troposphere over the Southern Ocean. Significant progress on
the questions of vertical motion and free-tropospheric aerosol without further com-
prehensive observations, especially on shipborne platforms, seems unlikely. If such an
endeavor is attempted, the combination of profiling remote-sensing observations with
in-situ characterization of aerosol, clouds, and dynamics in the boundary layer and the
free troposphere is pivotal. Ideally, such a campaign includes long-term observations
upwind and downwind of a major land mass. In that case, both the decreasing impact
of continental aerosols and orographically driven gravity waves could be investigated

simultaneously.
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A Further equations

The coefficients from the Korolev formalism (Korolev and Mazin, 2003; Korolev, 2008;

Pinsky et al., 2014) are:
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The capacitance C; for oblate (r. < r,) and prolate (r. > r,) particles, depending

on the spheroids major and minor axis r, and r:

ran/1— (re/ra)?

arcsin y/1 — (r¢/ra)?

ren/1— (re/ra) ™2

C;, = for re > r,.

In [(1 +4/1- (rc/ra)_2> rc/ra}

Ci =

for re < ra,
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