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Abstract: In cooperative environments is common that agents delegate tasks to each other to achieve their
goals since an agent may not have the capabilities or resources to achieve its objectives alone. However, to
select good partners, the agent needs to deal with information about the abilities, experience, and goals of their
partners. In this situation, the lack or inaccuracy of information may affect the agent’s judgment about a given
partner; and hence, increases the risk to rely on an untrustworthy agent. Therefore, in this work, we present a
trust model that combines different pieces of information, such as social image, reputation, and references to
produce more precise information about the characteristics and abilities of agents. An important aspect of our
trust model is that it can be easily configured to deal with different evaluation criteria. For instance, as presented
in our experiments, the agents are able to select their partners by availability instead of the expertise level.
Besides, the model allows the agents to decide when their own opinions about a partner are more relevant than
the opinions received from third parties, and vice-versa. Such flexibility can be explored in dynamic scenarios,
where the environment and the behavior of the agents might change constantly.
Keywords: Trust Model — Reputation — Social image — Partner Selection

Resumo: Em ambientes cooperativos é comum que os agentes delegem tarefas uns aos outros para atingir
seus objetivos, uma vez que um agente pode não ter as capacidades ou recursos para atingir seus objetivos
sozinho. Contudo, para selecionar bons parceiros, o agente precisa lidar com informações sobre as habilidades,
experiências e objetivos desses parceiros. Nessa situação, a falta ou imprecisão de informações pode afetar
o julgamento do agente sobre um determinado parceiro, e consequentemente aumentar os riscos de delegar
um objetivo a um agente não confiável. Portanto, neste trabalho, apresentamos um modelo de confiança
que combina diferentes tipos de informação, como imagem social, reputação e referências para produzir uma
informação mais precisa sobre as caracterı́sticas e habilidades dos agentes. Um aspecto importante de nosso
modelo de confiança é que ele pode ser facilmente configurado para lidar com diferentes critérios de avaliação.
Por exemplo, como apresentado em nossos experimentos, os agentes são capazes de selecionar seus parceiros
por disponibilidade ao invés do nı́vel de maestria. Além disso, o modelo permite que os agentes decidam
quando suas próprias opiniões sobre um parceiro são mais relevantes do que as opiniões recebidas de terceiros,
e vice-versa. Essa flexibilidade pode ser explorada em cenários dinâmicos, onde tanto o ambiente como o
comportamento dos agentes podem mudar constantemente.
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1. Introduction

In Multi-agent systems (MAS), trust and reputation models
have been adopted as an important solution to ensure security
and efficiency [1][2]. These models offer mechanisms to
penalize inappropriate behaviors of agents and improve the
partner selection process in uncertain situations [3]. Generally,
in these kinds of models, agents are rated (e.g., good or bad)

as they interact with each other. Thus, a good partner may be
identified based on the ratings about its behavior, which are
performed along the time considering a certain context (i.e., a
set of propositions describing a state of the world) [4].

As discussed in [4], when an agent decides to delegate
a goal to a partner, this agent puts itself in a risk position
since delegation involves relying on someone. Thus, it is
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important that before delegating a task, the agents consider all
possible available information to make the best decision. In
the literature, there are several works that use trust to solve the
delegation problem among agents (e.g., [5] [6] [7]). However,
in many cases, the trust concept is modeled based on just the
agents’ capabilities or the task requirements (e.g., cost, time,
and quality), that is, on the internal factors. As pointed out by
[4], such a simplified trust modeling may not be adequate for
scenarios affected by constant changes.

From the point of view of the dynamic studies of trust, the
basic beliefs that an agent has about its partner, and vice-versa,
may change during the interaction between them [4]. For ex-
ample, due to some external factor (e.g., like opportunities,
obstacles, adversities, and interference), the partner’s abilities
might be changed, consequently affecting the dependence
relationships between it and the other agents. For instance,
consider the case of a violinist [4], even trusting him for play-
ing very well (i.e., assuming that his abilities to play the violin
are extraordinary), suppose he has to do the concert in an open
environment and the weather conditions are particularly bad,
it is very cold (adversities). Such conditions may modify the
specific hand abilities of the violinist and his performance
(obstacles). Moreover, it is possible that a special distracted,
inattentive, noisy audience could modify his willingness and
consequently again his performance (interference).

Therefore, in a dynamic scenario, a more sophisticated
trust model that supports the internal and external factors
may ensure better success chances regarding the execution of
tasks. An example of this kind of approach is presented in
[8], where the authors propose a trust model that combines
the internal and external factors into a trust measure. This
model is adopted in [4] to evaluate the risks associates with
the delegating task process.

In this work, we present a trust model that combines dif-
ferent pieces of information, such as social image, reputation,
and references to produce more precise information about the
characteristics and abilities of agents (by cross-correlating
several perspectives). Even though our trust model does not
directly deal with external factors, the decision of trusting
in someone is made based on the context of the agents (i.e.,
information that change over time as the agents interact with
one another). In this sense, our trust model can be employed
for the partner selection process, even in dynamic scenarios,
where the behavior of agents may change over time. Addition-
ally, from the use of a fuzzy classifier, our trust model can be
dynamically configured according to each agent’s world state,
which allows the model to adapt itself to different needs and
demands of agents that may occur due to changes in context.
In particular, the trust model presented herein is based on the
model proposed in [8]. The following points summarise the
main differences between our approach and the original one:

• Information sources: in [8], it is assumed that the in-
puts of the trust model come from beliefs produced
through direct experiences of agents. In our approach,
the trust measure is computed from the social image

(agent’s opinion) [3], reputation (third party opinions)
[9], references (recommendations about services per-
formed by agents in the past) [1], and the availability of
agents. The adoption of multiple sources of information
increases the volume of the available information in the
system. In this case, the agents can make their trust
decision by combining a variety of alternative sources
of information, which allows the agents to have a more
precise trust measure (by cross-correlating several per-
spectives) and to cope with situations where some of
the sources may not be available [10]. Besides, the use
of different sources of information allows the agents to
estimate a trust measure about a partner based on the
information shared with them by other agents [3].

• Fuzzy classifier: in the model presented in [8], some
parameters, such as the causality relationships among
the concepts of the model, have their values predefined
and need to be configured by a human specialist. In our
approach, this configuration is performed dynamically
since these causality relations are defined through a
fuzzy classifier that operates on a rule base built from
variables associated with the context of agents.

The rest of this paper is organized as follows. Section
II presents some basic concepts and definitions adopted in
this work. Section III presents the proposed trust model and
discusses its structure and the modeling details considered
during the development of the model. Section IV discusses the
implementations and the case study used in our experiments.
Section V describes the experimental results and discusses
the result obtained. The conclusions and future work are
summarized in Section VI. At last, in Section VII some related
works are presented and discussed.

2. Basic Concepts
This section reviews some of the main definitions and concepts
regarding the social control of agents adopted in this work.
As discussed in [11], in a social control approach, agents
themselves are capable of penalizing non-desirable behaviors
(e.g., not selecting a given partner for a task). Herein, we
discuss trust and reputation mechanisms, two examples of this
kind of control.

2.1 Trust
In cooperative environments, it is usual that agents delegate
tasks to each other to achieve their goals. In many cases, an
agent may not have the capabilities or resources to achieve
its goals alone. In this kind of situation, the agents need to
deal with information about the abilities, experiences, and
goals of possible partners. As discussed in [4] [12], the act
of trusting someone is not a simple action because it requires
the fulfillment of some conditions. Firstly, the agent must
perform a preventive evaluation about the characteristics and
virtues of all possible partners (i.e., validating the minimum
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requirements for trusting in them). Following, the agent com-
pares the potential candidates, considering the risks and costs
of delegating the task. In the last stage, the agent must select
a partner and delegate the task to it (i.e., establishing a trust
relationship with the selected partner).

As discussed in [13], trust is a multidisciplinary concept,
which has been used in different disciplines to model different
types of relationships. Therefore, in this work, we adopt
the trust definition suggested by [14], where trust is defined
through five components, which are represented by the tuple
T RUST (X ,Y,C,τ,Gx). This tuple can be read as, X trusts Y
in a context C for performing an action α (through the task τ)
and obtaining as result p (the outcome expected by X, which
corresponds to X’s goal (Gx = gx). Consequently, when an
agent delegates a task to a partner, there is a trust relationship
between them, in which the trustor agent creates expectations
about the fulfillment of the task, and hence, starts relying on
its partner.

2.2 Reputation
The reputation concept can be seen as a mechanism to penal-
ize inappropriate behaviors of agents and improve the partner
selection process [15]. Thus, reputation has been associated
with the opinion that others have about someone [3]. More-
over, as defined in [2], reputation can be understood as a
meta-belief, since it is produced based on third party opin-
ions that circulate in some society. Hence, reputation can be
defined as a general opinion shared by the majority of the
members of society about something or someone.

In general, an agent can compute the reputation of a tar-
get by aggregating the impressions of other agents about it.
Therefore, an impression can be defined as a rating about the
behavior of an agent considering certain evaluation criteria.
In literature there are many ways to compute such a value [9],
[10], [2] [16]. In this work, we use the weighted mean of the
impressions. This approach groups a set of impressions to-
gether to form a single summary value, giving more relevance
to impressions received most recently. The equation used to
compute the reputation is the following:

Rt(IBDx
f ) = ∑

ιi∈IBDx
f

p(t, ti).Wi (1)

where Rt, represents the reputation value in time t, IBDx
f rep-

resents all the impressions from the belief base of agent x
filtered by one or more criteria, which are selected according
to a given filter f. For instance, a filter could be used to select
all impressions about a taxi driver agent, where the attribute
safety driving is good or higher. In addition, p(t, ti) repre-
sents a time dependent function that prioritizes impressions
produced in a certain time ti closer to current time t, and Wi
indicates a value, within interval [0, 1], assigned to an eval-
uating criterion. A complete discussion and specific details
about this equation can be found in [9].

As specified in [9], we also calculate the reliability of rep-
utation (Rt). Such a value establishes how much trustworthy

the reputation of someone is. Basically, the reliability value is
computed taking into account two factors: (i) the number of
impressions adopted to calculate the reputation, since isolated
experience is not enough to make a correct judgment of some-
one; and (ii) subjective reputation deviation, which aims at
measuring the variability of impressions used in the reputation
computing. According to [9], high variability indicates a low
credibility reputation.

2.3 Social Image
Social image is a belief usually produced from the direct ex-
periences of the agent, and hence, expressing a more personal
opinion about a target agent [3]. Additionally, as discussed
in [2], the social image is a social evaluation regarding the
functions or roles that a target agent plays. Furthermore, dif-
ferent members of a society may have different images of the
same target. For instance, in a commerce scenario, agent X
may have the social image that the prices of books sold by
agent Y are fair (agent X has a good social image of agent Y
as a book seller). On the other hand, at the same time, agent
X may believe that the magazines sold by agent Y are very
expensive (agent X has a bad social image of agent Y as a
magazine seller). Therefore, for agent X, agent Y is seen from
different perspectives, according to the type of product that
agent X wants to buy.

As the social image of an agent can be computed from
an aggregation of impressions, we also use the Equation 1 to
compute the social image of agents. However, in this case, the
social image value is calculated only using the own impres-
sions of the agent, which are obtained from direct interactions
with a target.

2.4 Social Evaluation: Social Image and Reputation
As the social image is produced based on the direct interaction
between the agents, this type of social evaluation tends to ex-
press the real aspects of the behavior of a partner [3]. On the
other hand, the reputation does not bind the speaker to commit
himself to the truth value of the evaluation communicated but
only to the existence of rumors about it [15]. Therefore, in the
case of reputation, unlike sincere communication (i.e., when
the social image of an agent is shared with others), only the
acceptance of a meta-belief is required in the communication.
In this sense, as discussed in [11], according with the situation,
one type of social evaluation may be more relevant than an-
other for the agent. For example, in a society where the agents
can lie about the behaviors of their partners, in order to guard
against liars, an agent can decide only trusts its own direct
experiences (i.e., using the social image to take decisions). On
the other hand, in a situation where the agent needs to interact
with a partner, but it does not have any personal evaluation
about such a partner, the partner’s reputation that circulates
in the society can be used by the agent to decide whether and
how to interact with its partner.
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2.5 Certified Reputation
As discussed previously, when an agent a does not have suf-
ficient knowledge about the behavior of another agent b, the
b’s reputation can be exploited to estimate the trustworthi-
ness of b. However, as reputation does not require that the
agents commit themselves to the truth of the communicated
information, a cannot verify the veracity of the b’s reputation.
Such a characteristic decreases the reputation’s immunity to
malicious agent behavior [1] [17]. Malicious agents are able
to share fake information with other agents, making different
types of attacks, as self-promotion and slandering attacks. In
a self-promotion attack, a malicious agent improves its own
reputation by spreading fake positive impressions about itself.
On the other hand, in a slandering attack, a malicious agent
uses negative fake impressions to decrease the reputation of
other agents.

In the certified reputation, the information (impressions)
shared by agents are evaluations presented by a partner (agent
b) about itself, which have been obtained from other agents in
past interactions [10]. Thus, b can provide its certified impres-
sions to any agent that wishes to interact with it in the future,
similar to job references. Moreover, in this case, the reputa-
tion of an agent can be compared to its references in order to
check inconsistencies between them. Furthermore, each certi-
fied impression (reference) is signed by the appraiser agent to
a partner and then validated by a certifying agent through an
encryption mechanism to ensure reference’s credibility [18].
This process prevents self-promotion and slandering attacks
since all references must be certified before being shared with
other agents.

In this work, we consider that a partner can store its refer-
ences and share them with other agents. In our case study, all
agents are considered honest (i.e., they are not able to perform
self-promotion and slandering attacks). Besides, we are not
employing an encryption mechanism to certify the references
of agents. In our case, the references are used as an extra
source of information to estimate the trustworthiness of a part-
ner, similar to the social image and reputation. To compute
the references of the agents, we are using the equation 1, since
this process consists of aggregating the references received by
an appraiser agent.

3. The Proposed Trust Model
In this section, we present our trust model. Herein, the struc-
ture of the model and the concepts adopted to compound the
trust of agents are discussed and explored. We also present
design decisions taken for the elaboration of the model.

3.1 Fuzzy Cognitive Map (FCM)
As shown in Figure 1, our trust model uses a Fuzzy Cognitive
Map (FCM) [19]. An FCM is a set of nodes connected by
weighted edges, where the nodes represent concepts that de-
scribe the evaluation characteristics, and the weighted edges
represent the causal relationships that exist among the con-
cepts [20]. In part, the FCM structure shown in Figure 1

is inherited from the model proposed [8]. However, in our
case, the trust measure is computed based on a different set
of components (i.e., social image, reputation, know-how, and
availability).

As discussed in [4], besides the simplicity of implementa-
tion, FCMs can represent the trust components and combine
them into a trust measure through a process of propagation
of values. Moreover, being based on Fuzzy Logic, it is pos-
sible to use natural language labels to represent a specific
real situation. Nevertheless, it is important to remark that our
trust model does not depend on the FCM structure. Basically,
any other structure that allows combining the different trust
components could be used in the place of the FCM.

Additionally, in our approach, the FCM is built to express
the reasoning sequence adopted by an agent to decide whether
trust or not in another agent. In this sense, firstly, in order
to produce a general evaluation concerning the partner’s be-
havior, the agent compares its own opinion (social image) to
third parties opinions (reputation). Next, the agent’s opinion
is compared to partner’s know-how (references). Finally, the
agent decides whether the availability of the partners is more
important than the partner’s abilities.

In order to compute a trust measure, the values of the input
nodes of the FCM are propagated until the output node. This
process is performed through equation 2, which takes into
account the influence of the interconnected concepts:

V t
j = f (

k

∑
i=1∧i6= j

V t−1
i .Wi j) (2)

where V t
j represents the value of the concept C j at time t,

V t−1
i represents the value of the concept Ci at time t−1, Wi j

represents the weight of the edge that connects the concepts
C j and Ci, and k is the size of the set of edges connected
to the concept C j. The function f is a threshold function
(e.g., f (x) = tanh(x)), which squashed the V t

j into the interval
[–1, 1], where the value -1 means the worst rating value for a
given concept, 0 means a neutral rating, and 1 means the best
value.

Also, as shown in Figure 1, the value of an input node is
computed through a set of criteria C = {c1,c2, ...,cn}. These
criteria are represented by the interval [-1, 1], such as the
nodes of FCM, and express the satisfaction level of the ap-
praiser agent regarding the role played by the target agent.
Therefore, each criterion ci makes part of the evaluation per-
formed by the appraiser agent concerning the behavior of a
target agent. Whereas the output node of the FCM is repre-
sented by the triple Trust(target,role,value) since the trust
degree (value), associated with the target agent, depends on
the role played by it.

At last, the values assigned to edges of an FCM belong
to the interval [-1, 1], where -1 means a negative causal rela-
tionship, 0 means neutral, and 1 means a positive relationship
(Figure 2 (e)). Thus, when two concepts are connected by
a positive edge, increasing the value of one of the concepts
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Figure 1. The proposed trust model and its elements. The trust in a target is computed based on a role played by it, considering
the n evaluation criteria (c) associated with such a role.

causes a proportional increase in the value of another concept
(positive causality). On the other hand, when the concepts are
connected by a negative edge, increasing the value of one of
the concepts causes a proportional decrease in the value of the
other concept (negative causality). Finally, when the causality
between two concepts is neutral, changes in the value of one
of the concepts do not affect the other.

3.2 Roles
In our approach, an appraiser agent may generate a differ-
ent FCM for each target’s skill. In Figure 1, the leaf nodes
represent the criteria associated with the evaluated skill of
the target agent, and the other nodes represent the essential
features associates with the trust.

In this context, we consider that an agent may have several
skills, and each of them can be evaluated by different criteria.
Thus, an agent may receive distinct ratings about its skills
according to the needs and expectations of an appraiser agent.
Consequently, an agent can play more than one role in the
society and receive distinct evaluations for each one of them.
For instance, an agent playing the role of doctor may be eval-
uated by its treatment administration skill considering criteria
like the number of recovered patients, time of recovering, and
degree of treatment side effects. At the same time, acting as
musician, this agent could be evaluated by its skill to play the
guitar.

To estimate the trustworthiness of a target agent, our
model considers the social image and reputation of this target
as well as its know-how. The know-how of a target represents
the previous services provided by it for the other agents (i.e.,
target’s references). The model also considers the target’s
availability, which indicates whether the target is available
to perform the task at a given moment. Moreover, as pre-
sented in Figure 1, our model is divided into three levels,
wherein at each level, the appraiser agent has to decide what
is most important for its evaluation. The levels of the model
are discussed in more detail in the following sections.

3.3 Level 1: Opinions Relevance
In the first level of the trust model, the appraiser agent cal-
culates the relevance of its own impressions regarding the
impressions received from other agents. As discussed in [2],
social image and reputation may have different relevance for
an agent. In this sense, the personal opinion of an agent
may be more important and significant for it than the opinion
received from third party agents, and vice-versa.

In particular, for an appraiser agent, the relevance given
for the social image or reputation of someone depends on
its self-confident profile. Note that in Figure 2 (a) the self-
confident profile of an agent is defined as a fuzzy variable,
where the linguistic term low means the agent only believes
in what has been said by third parties (reputation), the term
middle indicates that the same relevance is given for both the
social image and reputation, and finally, the term high means
the agent only believes in its own impressions (social image).

3.4 Level 2: Number of Impressions
In the second level of our model, the appraiser agent must
decide whether the references of a target agent are more im-
portant than its own opinion about this target. Thus, the
appraiser agent must take into account the number of im-
pressions used to compute the social image (impown) and
reputation (impothers) of the target, as well as, the number of
references provided by the target (i.e., the target’s know-how)
(impre f ). In general, the impressions used in computing the
social image, reputation and references of agents are mapped
to fuzzy linguistic terms, as shown in Figure 2 (b), 2 (c), and 2
(d), respectively. Note that the linguistic term none represents
a situation where the agents have not interacted with others,
which usually happens at the beginning of system execution.
Therefore, when the system is started, the agents receive a
high value of trust. Thus, all agents have at least one chance
to interact with an appraiser agent.

On the other hand, as the number of impressions grows,
as greater is the effect that the opinions of the appraiser agent
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and references of the target agent have on the estimation of
the target abilities. However, as pointed [9], it is important
to remark that the reliability degree of the social image, repu-
tation, and references increases until it reaches a maximum
value called the intimate level of interactions (ITM). Beyond
this ceil more experiences will not increase the reliability of
agents’ opinions and their references. In general, the value
defined for ITM depends on the number of agents and the
number of interactions performed by them.

3.5 Level 3: Urgency
In the third level of our trust model, the appraiser agent must
evaluate how important the availability of a target is for it.
This decision is associated with the context and the needs
of the appraiser agent. For instance, as presented in [4], in
an emergency medical scenario, wherein there is a need to
identify what is happening as soon as possible (e.g., in a
scenario of heart attack), the urgency of the situation may
force the agent to select the first doctor who finds instead to
wait for an expert doctor. This example illustrates a situation
where the service’s urgency is more important than the target’s
skills. As presented in Figure 2) (a), the urgency is modeled
as a fuzzy variable, where the value -1 means the target’s
availability is more important than its abilities, 0 means they
are equally important, and 1 means the abilities of the target
are more important than its availability.

3.6 Fuzzy Classifier
As previously discussed, the value assigned to an edge that
connects a concept Ci to a concept C j depends on the impor-
tance of these concepts for the agent. In turn, the importance
of a concept is defined based on the context of the agents.
Herein, we consider that the context is determined by the
fuzzy variables urgency, self-confidence, impre f , impothers
and impown, as shown in Figure 2 (a), 2 (b), 2 (c), and 2 (d),
respectively. For example, if the value high is assigned to the
variable urgency, it means an emergency scenario, where find-
ing a partner able to execute a given task is more important
than waiting for an expert partner. In this case, the importance
of the Availability concept (Figure 1) is higher than the impor-
tance of the Ability concept. This situation is represented by
rule 3 in Table 1.

In this sense, note that the trust measure estimated by the
model tend to change automatically according with the context
of agents (i.e., based on the causal relationships defined by
the edges of the trust model). This process is controlled by
the fuzzy classifier, which operates through a static fuzzy rule
base that represents all the possible scenarios of assignment
of importance for the concepts of the FCM. In this work, the
fuzzy rule base was built manually since the agents cannot
learn new rules as they interact with each other.

It is important to remark that the addition of new concepts
to the trust model requires the building of new fuzzy rules. In
particular, the number of new rules depend on the number of
added concepts, the number of edges used to connect these

(a) (b)

(c)

(d)

(e)

Figure 2. Input and output variables of the fuzzy classifier:
(a) fuzzy values for urgency and self-confidence variables, (b)
fuzzy values for impre f variable, (c) fuzzy values for
impothers variable, (d) fuzzy values for impown variable, and
(e) fuzzy values for the edges of model.

concepts, and the linguistic terms associated with each fuzzy
variable.

4. Commercial Transaction System
In this section, we present the details about our case study,
which implements a commercial transaction system, where
products are bought and sold by the agents through commer-
cial transactions (i.e., a contract that establishes the terms and
conditions of a transaction). This particular case study was
extracted from [9].

4.1 The scenario
In the commercial transaction system there are two distinct
groups of agents, Buyers, represented by set B = {b1,b2, ...,bn}
and Sellers, represented by set S = {s1,s2, ...,sm}. Buyer
agents send requests for acquiring some products from the
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Figure 3. Commercial transaction system, buying request cycle, and main beliefs of agents.

seller agents. Each buying request results in a commercial
transaction that represents a contract between a seller and a
buyer. When a commercial transaction ends, the buyer gen-
erates an impression about the seller’s behavior, as Figure 3.
This impression is stored by the buyer as a direct experience
and used to compute the social image about the seller. As
all buyers are connected, every time a buyer produces a new
impression, it shares this impression with other buyers (i.e.
the buyer contributes to the creation of the seller’s reputation).
Furthermore, the impression produced by the buyer is also
sent to the seller. As presented in Figure 3, this impression is
stored by the seller as a service reference, which specifies the
buyer who requested the service, the product purchased by the
buyer, and the outcome of evaluation made by the buyer about
the seller’s behavior (i.e., the commitment of seller to keep
the original contract conditions concerning price, quality and
delivery time of the product). Thus the seller can add such an
impression to its know-how and share it with other buyers in
future commercials transactions as part of its references. In
conclusion, at the beginning of each commercial transaction,
the buyers use the trust model to select the most trustworthy
seller among all candidates based on information about social
image, reputation, references, and availability of sellers.

4.2 Ratings
As defined in [9] and [10], a commercial transaction can be
seen as an agreement between two agents that specify the
terms and conditions of a commercial contract (e.g., the ex-
pected quality and the delivery date of a certain product pur-
chased by someone). Thus, when an agent X buys a product
from an agent Y through a commercial transaction, an agree-
ment is done, which represents the contract conditions agreed
by both agents. In our case study, a contract is defined in
terms of price, quality, and delivery time of a product p.

For example, the contract CXY could be the result of a
commercial transaction between agent X and agent Y, where

CXY := (pprice == 500 ∧ pquality == 85% ∧ pdelivery <=
15). It means that agent X expects paying 500 dollars for a
given product p with a quality of 85%. Such product must be
delivered within 15 days by agent Y. When CXY is established,
an expectation is created by agent X in relation to agent Y. As
discussed in [14], agent X believes that agent Y will commit to
the terms of the contract. Thus, when the product is delivered
by agent Y, agent X, based on its expectations, can evaluate
agent Y. In order to make such an evaluation, agent X must
consider its satisfaction concerning the service provided by
agent Y.

As a result of the evaluation, the agent X is going to pro-
duce a rating rt := (X, Y, c, v) for each contract term (price,
quality, or delivery time), where X represents the appraiser
agent, Y the target agent, t the time in which the rating was
produced, c the evaluated contract term, and v the value asso-
ciated with the contract term, which belongs to the interval [0,
1], where 0 means a bad rating, 1 means an excellent rating,
and 0.5 means neutral rating.

Therefore, the impression Impt := (bi, s j, pk, v1, v2, v3)
is produced from the ratings rt performed by a buyer bi, at
the time t, about the behavior of a seller s j with respect to
the delivery of a product pk, where v1, v2, v3 are the values
(v) associated with each evaluated contract term (c), price,
quality, and delivery time, respectively. It is important to
remark that ratings about a seller may become more and more
negative according to its lack of commitment with which have
been promised.

4.3 Buyer Agents
Buyers start the commercial transactions asking for a product.
Each buyer b ∈ B has its own list of wishes, which consists of
products that may or not be acquired as a result of a commer-
cial transaction. In some cases, when there are no sellers who
sell the product specified by the buyer, the current transaction
is ended and defined as canceled. Additionally, a transac-

R. Inform. Teór. Apl. (Online) • Porto Alegre • V. 29 • N. 1 • p.60/67 • 2022



Taking Decision Based on Trust

tion may be defined as aborted when there are no trustworthy
sellers to sell the wished product. In particular, a buyer only
stops making new transactions when its list of wishes is empty.
Moreover, each buyer can have its own buying preferences,
and a buyer can define which criteria are more relevant to it.
For instance, the following relevance tuple pbi := (price = 1,
quality = 0, delivery = 0.5), indicates that the buying pref-
erences for the buyer bi assigns the highest priority for low
price, the product quality is not important, and the delivery
time is partially relevant.

As shown in Figure 3, a buyer stores different beliefs in its
belief base and shares the reputation of sellers with other buy-
ers in the society. As previously discussed, social image and
reputation beliefs are computed through the aggregation of
own and third party impressions, respectively. The availability
of a seller is computed based on the number of times that it
failed to deliver a product (i.e., the seller has no longer the
product in stock). Finally, the trust in each seller is updated
every time the seller performs a transaction. Besides, as all
beliefs contain a reference to the product sold by the seller,
a buyer may have different opinions about a seller according
with the product sold by it. For instance, for a certain buyer, a
seller may be seen as very trustworthy when selling a product
pi, and, at the same time, it can see as an untrustworthy seller
when selling a product p j.

4.4 Seller Agents
Each seller s ∈ S has its own list of products for sale, which
may or not be exclusive. The main goal of a seller is to
try to satisfy the buying requests. Nevertheless, more than
one seller can answer a given buying request. In this case, a
race condition is established, which is solved by the buyer
by considering its buying preferences or ranking the sellers
based on their trustworthiness. Besides, the sellers may make
mistakes, proposing a contract that they will not be able to
fulfill. The severity degree of the mistake made by the seller
depends on the sale pattern associated with the product sold by
it. In particular, the severity degree belongs to the interval [0,
1], where 0 means no mistake, and 1 means that the product
delivered by the seller is totally out of the specifications denied
in the contract. The sales patterns are discussed in detail in
Section 5. As shown in Figure 3, sellers may stores beliefs
regarding their past sales in order to produce their references
(know-how). These references may be shared with the buyers
when the seller sends a proposal to them.

4.5 Social Interactions
In order to ensure the correct functioning of commercial trans-
actions, the contract net protocol (CNP) was implemented.
The CNP was proposed by [21] and is used to allocate tasks
among autonomous agents. The protocol starts when a buyer
b ∈ B receives a perception from the environment about the
product that must be purchased. At this moment, a call-for-
proposal (cfp) is sent to all sellers. In this call, the buyer bi
specifies the product that wants to buy and the identifier of
call (id), since several cfp may be triggered at the same time

by different buyers. When a seller s ∈ S receives a cfp and
has the requested product, such a seller sends a proposal to
the respective buyer. The sent proposal contains the contract
conditions defined by the seller, which may be or not fulfilled
in the future. In turn, upon receiving all proposals, the buyer
b analyzes each one and selects the best one based on its
buying preferences (e.g., low-price, high-quality, and short
delivery time) and the sellers’ trustworthiness. Finally, after
the seller delivers the product, based on its expectations, the
buyer evaluates the seller and produces its impression. Such
an impression is shared with the other buyers, as part of the
seller’s reputation, as well as, with the seller, as part of the
seller’s references.

5. Experiments and Results
In this section, we present the results of our experimental
study. All of the experiments presented herein are performed
considering scenarios where buyer agents interact with seller
agents to buy some products. The buying requests happen
concurrently, and hence, the buyers compete among them for
the best sellers. However, each buyer can buy a product at a
time. On the other hand, a seller can negotiate with several
buyers simultaneously, selling its products in stock. When the
stock is empty, the seller spends one interaction to restore the
stock.

5.1 Experimental Setup
In our experiments, all agents are designed through BDI ar-
chitecture [22]. Thus, the relationships defined among agents
are represented in terms of cognitive elements such as beliefs,
desires, and intentions. For example, motivated by its desire
to purchase a product, a buyer agent, based on its beliefs,
may judge a seller agent as trustworthy and send a buying
request to it to obtain the desired product. (i.e., executing a
plan to reach its goal of purchasing a product). In particular,
all agents were implemented in Jason [23], an interpreter for
an extended version of AgentSpeak [24].

As each buyer agent has an instance of the trust model,
some configurations must be performed to ensure the correct
model operation. Therefore, as the number of impressions
shared by the agents grows faster than the number of direct
impressions produced by them, we consider the ITM value
associated with the social image is twice lower than the value
assigned to the reputation. In turn, the reliability degree of the
know-how of an agent reaches its maximum value when at
least one reference is produced (ITM equals 1). An example
of these constraints can be observed in Figure 2 (b), 2 (c),
and 2 (d). Note that the maximum reputation level is reached
when the ITM value is 5 (Figure 2 (c)), for the social image,
the maximum level is reached when the ITM is 2.5 (Figure 2
(d)), and for the know-how level, when ITM is greater than 1
(Figure 2 (b)).

Another important configuration is the method employed
to build the fuzzy rule base used by the fuzzy classifier. For the
experiments presented herein, the fuzzy rule base is created
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Antecedent Consequent
Rule 1: IF urgency low THEN e5 positive AND e6 neutral
Rule 2: IF urgency middle THEN e5 positive AND e6 positive
Rule 3: IF urgency high THEN e5 neutral AND e6 positive
Rule 4: IF self-confidence IS low AND impothers IS low AND impown IS middle THEN e1 positive AND e2 neutral

Table 1. Fuzzy Rules used to define the values of edges of the trust model considering the input variables self-confidence,
impown, impothers, and urgency. Edges: e1 (Reputation effect on Reasoning concept), e2 (Social image effect on Reasoning
concept), e5 (Ability effect on Trust concept), and e6 (Availability effect on Trust concept).

manually without an automatic generation method. In such a
rule base, there are 167 rules, being 96 of these rules produced
based on the self-confident, impown, and impothers variables.
Such rules control the edges e1 and e2 in the first level of the
trust model. On the other hand, based on impre f , impown, and
impothers variables, other 65 rules were created to control the
edges e3 and e4 in the second level of the model. Finally, the
last 6 rules control the edges e5 and e6 in the third level of the
model. Note that only the urgency variable is associated with
these rules. In particular, the fuzzy classifier was implemented
in Java through jFuzzyLogic library [25].

In order to exemplify the use of the fuzzy rules, in Table
1 some rules are shown. In Rule 1, when the value low is
assigned to the urgency variable, a positive causal relation is
defined between the Trust and Ability concepts (edge e5 of
the FCM shown in Figure 1), simultaneously a neutral causal
relation is defined between the Trust and Availability concepts
(edge e6). In this case, when the value of the Ability concept
is changed, such a variation is directly propagated to the Trust
concept. On the other hand, the effects of the Availability
concept on the Trust concept are canceled. A similar situation
is shown in Rule 4, where the self-confidence variable deter-
mines the relevance of Social image and Reputation concepts
concerning Reasoning concept. Note that in this situation, as
the value low is assigned to the self-confidence variable, the
relevance given for the Reputation concept is higher than the
Social image concept (edge e1). In this case, the effect of the
Social image on the Reasoning concept is canceled due to the
neutral causality established by edge e2.

5.2 Sale Patterns
In our experiments, we are using behavioral functions to simu-
late different social behaviors. These functions are applied to
products sold by the sellers. Thus a seller can assume different
behaviors according to the product sold by it. A behavioral
function defines the severity degree of the mistake made by
a seller to estimate the conditions of a contract. The higher
the severity degree, the higher is the chance of the seller do
not get to fulfill the terms of a contract. In this situation,
the buyer’s expectations concerning the product sold by the
seller are not meet, which decreases the buyer’s trust in the
seller. In general, the severity of the mistakes made by a seller
may change over time according with the type of behavioral
function adopted. The behavioral functions considered in our
experiments are described in the following:

• Constant-function: this function is used to represent
expert sellers. The sellers that sell products associ-
ated with this kind of function do not make mistakes.
Therefore, such sellers deliver their products to buyers
keeping the conditions promised in the contract.

• Linear-function: this function represents a situation
where a seller starts a business very well but, over time,
it loses its credibility due to its estimation mistakes. In
this case, the sellers can overestimate or underestimate
the value of one or more contract terms before deliv-
ering the product to a buyer. The equation adopted to
simulate this behavior is shown in Equation 3. When a
seller assumes this behavior, the evaluations received by
it about its behavior become more and more negative,
resulting in the decay of its trustworthiness.

• Exponential-function: this function is very similar to
the Linear-function, except for its decay rate, which
is more smooth, being represented by an exponential
curve. The equation adopted to simulate this behavior
is shown in Equation 4.

Concerning Equation 3 and Equation 4, n represents the
number of sales necessary for a seller to double the severity
degree of its mistakes. For example, assuming n equals two,
and the delivery time as the term of the contract to be underes-
timated, after its second sale, the seller will double the number
of days needed to deliver a product. Thus, even the seller has
estimated two days to make the delivery, it is going to take
four days to deliver the product. In turn, x represents the num-
ber of sales already made by a seller. In particular, x ∈ [0,n],
where 0 means no sale made, and n means the number of sales
needed to double the severity degree of the mistakes made by
a seller.

fL(x) = 1− x
n

(3)

fEXP(x) = 1− ex+ n
3

en (4)

5.3 Evaluating the Agents’ Options
The goal of this experiment is to evaluate the social image
and reputation effects on trust computation. As presented in
Figure 1, the social image and reputation are the inputs for
the Reasoning concept, which defines how relevant the own
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experiences of an agent are in regards to what is being said
about a target in the society. The relevance given for the social
image or reputation may change according to the agent’s
context. For instance, when an agent has few connections (i.e.,
the agent is new or an isolated agent), it may decide to trust
only in its own experiences. On the other hand, as an agent
interacts with others, sending and receiving evaluations about
the behaviors of other agents, such an agent may decide to
trust as well in the evaluations received from third parties.

To evaluate the relationship between social image and
reputation, we perform three different experiments. In the
first, the buyers evaluate the sellers just using their social
image about each seller. In the second experiment, the buyers
only consider the sellers’ reputation. In the last, the social
image and reputation are defined as equally relevant for the
buyers. For these experiments, in our trust model, the edge
that connects the Availability concept to the Trust concept is
defined as neutral. Thus, the buyers can select sellers based
on just the sellers’ abilities.

Each experiment is composed of 5 buyers and 3 sellers.
Moreover, each buyer has a list of wishes for 20 products, all
of them of the same type (product A), which are purchased
in a specific sequence. Concerning the buying preferences,
two buyers search for low-price and high-quality products,
two buyers search for high-quality products and short deliv-
ery time, and for the last buyer, all buying preferences are
equally important (i.e., low-price, high-quality and short deliv-
ery time). On the other hand, to create competition condition
among the sellers, they sell the same products, product A, and
they always have products in stock. Besides, each seller has
its own behavior, where the Constant-function is associated
with the products sold by seller 1, the Linear-function is asso-
ciated with the products sold by seller 2, and the Exponential-
function is associated with the products sold by seller 3.

The average of trust computed by buyers along the in-
teractions with sellers is shown in Figure 4. In Figure 4 (a),
the trust values are computed based only on the social image.
In Figure 4 (b), the trust values are computed only consid-
ering the reputation of the sellers. In Figure 4 (c), the same
relevance is given for social image and reputation. Notice
that when just the social image is adopted, the trust in the
sellers 2 and 3 tend to decrease quickly, being below the trust
threshold (0.2) at iteration 9. On the other hand, where just
reputation is considered, the trust in the sellers 2 and 3 tends to
decrease slower than the social image approach. Moreover, as
presented in Figure 4 (b), the trust in sellers 2 and 3 is always
above the trust threshold. In particular, the trust variation pre-
sented in Figure 4 (a) and Figure 4 (b) can be associated with
the number of impressions that are produced for computing
the social image and reputation. As discussed in [3] and [2],
the social image tends to be more sensitive to the number
of impressions produced by agents than reputation, since the
number of direct impressions produced by an agent is much
smaller than the number of impressions received from third
parties. Finally, in Figure 4 (c), the sellers 2 and 3 interact

for a long time with buyers before they become untrustworthy.
Besides, due to the difference between the number of impres-
sions used to compute the social image and reputation of the
sellers, when compared to Figure 4 (a) and Figure 4 (b), in
Figure 4 (c), the effects from the social image and reputation
on the trust values produced by the model are balanced.

(a)

(b)

(c)

Figure 4. Average of the buyers’ trust in the sellers: (a) trust
average computed only using social image information, (b)
trust average computed only using reputation information,
and (c) trust average computed using the social image and
reputation information.
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5.4 Evaluating Ability and Availability
In this experiment, we discuss how our model can be config-
ured to deal with the partner selection process. In general,
several trust and reputation models in literature make use of
the abilities and expertise of agents to select good partners
[1] [26] [7]. Nevertheless, as discussed in [4], for some ap-
plications, the best partner may not be the most skilled agent.
For instance, evaluating the possible partners considering the
urgency of a task may be interesting in a situation where
there is a high competition for the services provided by expert
agents (i.e., waiting a long time for an expert agent might be
not feasible). Therefore, an agent should be able to select its
partners using the evaluation criteria most appropriate to its
context.

This experiment is composed of 2 buyers, (Buyer 1 and
Buyer 2), and one seller. Each buyer has a list of wishes
of 20 products, which are divided into products of type A
and B. Moreover, these products are purchased in a specific
sequence, where for each product of type A, other 4 products
of type B are purchased. Concerning buying preferences, both
buyers search for products with low-price, high-quality, and
short delivery time. We assume the Buyer 1 represents an
agent concerned with the availability of the seller, and thus, its
urgency level is defined as 0.7 (i.e., this buyer prefers sellers
with high availability and does not worry about their skills).
In turn, the Buyer 2 searches for expert sellers, and its urgency
level is defined as -0.3 (i.e., this buyer prefers high-skilled
sellers does not worry about their availability). In turn, the
seller sells products of type A and B, but the stock of each
product is limited to 2 units. Thus, for every two units sold, the
seller must replenish its stock. Finally, the Constant-function
is associated with each product sold by the seller.

As presented in Figure 5, the seller’s availability decreases
for every two units of product sold. In particular, when the
seller tries to sell a product that he doesn’t have in stock, the
sale is canceled, and its availability level decreases. In this
way, in Figure 5 (a), the trust that the Buyer 1 has in the seller
tends to decrease over time since such a trust depends on the
seller’s availability. Thus, for the Buyer 1, the seller becomes
an untrustworthy agent as time goes. On the other hand, in
Figure 5 (b), the seller’s availability does not significantly
affect the trust of the Buyer 2, because the evaluations per-
formed by the buyer are based on the seller’s abilities (i. e.,
the social image, reputation, and know-how). Thus, as the
seller delivers its products as promised, for the Buyer 2, the
seller is seen as a trustworthy agent.

5.5 Results Analysis
In our experiments, we remark that the social image takes
more effort from agents to be produced than reputation in-
formation. To create a social image about another agent, the
agents need to interact directly with it. As pointed in [3],
every time an agent interacts with an unknown target, such an
agent is putting itself in a risk position since this target may
be a cheater agent.

(a)

(b)

Figure 5. Trust and availability variation considering the
interactions among the buyers and the seller: (a) trust and
availability computed by Buyer 1, and (b) trust and
availability computed by Buyer 2.

Concerning reputation, the agents may judge a target as
good or bad even they have never interacted with it before be-
cause such an assessment is performed based on the third party
impressions shared with them [2]. However, as discussed [10]
[27] [16], in a situation where the agents can share fake infor-
mation with others, the use of reputation may be a problem.
In this situation, the social image can be used as an efficient
mechanism to deal with fake information. As pointed in [2],
the social image tends to be a trustworthy source of informa-
tion since it is produced based on the direct experiences of
agents. For example, when the social image and the reputa-
tion of a target are in agreement, there is a good chance that
the target’s reputation may be true. In this case, the direct
experiences of the agent support what is said in society about
the target’s behavior.

In particular, in our trust model, when the social image
and reputation are opposite (uncertain situation), the value
assigned to the Reasoning concept (in the FCM) becomes
neutral, decreasing the trust value produced by the model.
Furthermore, from a cautious point of view, our trust model
can be configured to give more relevance to the Social image
than other concepts, as reputation and know-how. This con-
figuration allows the agents to trust in their own experiences
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instead of the experiences of other agents. Another important
aspect of our trust model is that it can be easily configured
to deal with different evaluation criteria. For instance, as pre-
sented in our experiments, the buyers can decide to evaluate
the sellers by ability or availability. Such flexibility can be
explored in open MASs [28]. Since in this type of application,
the agents can join and leave freely into the system. In this
case, new demands may be requested, which might change
the evaluation criteria used by agents to select their partners.

6. Conclusions
In this paper, we presented a case study where agents interact
with each other in a commercial transaction system. In particu-
lar, buyer agents perform buying requests for certain products,
and seller agents aim to provide the requested product. The
sellers are rated (evaluated) after the product delivery by their
respective buyers. A rating expresses the seller’s reliability
regarding the contract terms (i.e., price, quality, and deliv-
ery time of the negotiated product). For buyers, the ratings
are translated to impressions used to update their trust in the
seller.

In our experiments, we have noted that when the social
image is adopted, the behavior variations of the agents are
easily perceived during trust computing. On the other hand,
due to the volume of impressions produced and shared by the
agents, the trust values calculated based on reputation tend to
be higher than the trust values computed base on the social
image. Moreover, we observed that the inconsistencies among
the sources of information (e.g., social image, reputation,
and references) are naturally solved by the FCM structure,
in which the sources of information are combined based on
their relevance (degree of importance) for the agents. Another
contribution of this work is the dynamism of our trust model.
In the approach presented herein, an appraiser agent may
generate a different FCM for each role played by a partner.
This feature allows agents to evaluate their partners based on
the distinct roles played by them, even for situations where
the agents are able to learn new roles. Moreover, by using our
trust model, an appraiser agent can make decisions about their
partners taking into account different sources of information
(perspectives). Furthermore, the agents can determine the
reliability of a source of information by associating a degree
of importance with it. Thus, in dynamic scenarios, where
not all the sources of information might be available at the
same time, the agents can select the most stables of them to
compute the trust measure.

As future work, we intend to investigate ways for making
the model configurations fully automatic since the fuzzy rules
used by the FCM are built manually. In this sense, the agents
could learn about the environment as they interact with each
other and dynamically add new rules to their rule base. An-
other possible investigation is the study of the risks associated
with the act of trusting someone. In particular, the risks asso-
ciated with external factors (e. g., the environment condition,
dependencies of resources, and goal conflicts). This type of

modeling requires a more accurate analysis of the objectives
and resource dependencies among the agents.

7. Related Works
As previously discussed, trust is a fundamental component to
build effective MASs. The adoption of a trust model allows
autonomous agents to make decisions about the selection of
partners and coordinate with them [29]. According to [7], in
the two past decades, a considerable amount of researches has
been conducted on the topics of computational trust and repu-
tation models. For instance, in [4], the authors present a cog-
nitive trust model built based on an FCM. In this model, the
trust assessment is performed through specific beliefs, which
represent the essential components of the trust. Whereas in
[30], the proposed trust model is focused on handling new
agents, for whom the history of interaction is not available. In
this case, the authors use stereotypes to evaluate the profiles
of new agents. On the other hand, the trust model proposed by
[31] aims to evaluate whether an action would be perceived as
trustworthy in a context where artificial systems interact with
each other. A similar approach is proposed in [32], but in this
case, the model is focused on human-robot interaction, where
the robots predict the amount of trust that a potential partner
(human) has about them. Finally, the trust model proposed in
[33] effectively utilize the explicit and implicit influence of
trust for rating predictions in the recommendation system.

Concerning reputation models, in the Regret model, the
reputation is computed based on a multi-dimension evaluation
(i.e., individual, social and ontological dimensions)[9]. In
particular, such a model allows agents to have different rep-
utations based on the functions and roles played by them in
society. A similar reputation model is proposed in [10], where
besides multidimensional evaluation, the authors implement a
process of certifying reputation to deal with cheating agents.
On the other hand, the Repage model adopts the concept of
social image and reputation for identifying trustworthy agents
[15]. In this case, an agent is evaluated based on its reputation
that circulates in the society, as well as, on the social image
that other agents have about it. Additionally, in [2] the Repage
model was extended to support BDI agents.

Even though the large amount of trust and reputation mod-
els present in the literature, few of them are general-purpose
models. Moreover, many of these models are often limited
to a particular research domain [13]. In this sense, our trust
model can bring great advantageous since it can be adopted in
different application domains. Note that independent of appli-
cation, the basic concepts (inner nodes) of our model remain
unchanged. Furthermore, as the impressions produced by
agents are based on social image and reputation beliefs, only
the criteria used in the leaf nodes must be adjusting according
to roles played by agents in a certain situation.
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