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Abstract

In the literature, a considerable number of image processing and evaluation procedures are proposed and 
implemented in various domains due to their practical importance. Thresholding is one of the pre-processing 
techniques, widely implemented to enhance the information in a class of gray/RGB class pictures. The 
thresholding helps to enhance the image by grouping the similar pixels based on the chosen thresholds. In this 
research, an entropy assisted threshold is implemented for the benchmark RGB images. The aim of this work 
is to examine the thresholding performance of well-known entropy functions, such as Kapur’s and Tsallis for 
a chosen image threshold. This work employs a Moth-Flame-Optimization (MFO) algorithm to support the 
automatic identification of the finest threshold (Th) on the benchmark RGB image for a chosen threshold 
value (Th=2,3,4,5). After getting the threshold image, a comparison is performed against its original picture 
and the necessary Picture-Quality-Values (PQV) is computed to confirm the merit of the proposed work. 
The experimental investigation is demonstrated using benchmark images with various dimensions and the 
outcome of this study confirms that the MFO helps to get a satisfactory result compared to the other heuristic 
algorithms considered in this study.
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I. Introduction

Bi-level and multi-level image thresholding is widely employed to 
improve the quality of the image by grouping the pixels based on 

the selected threshold level. In literature, a number of image threshold 
methods are implemented on a class of gray/RGB scale images due 
to their practical significance. Recently, threshold methods are 
employed to pre-process a range of images with varied dimension and 
different pixel distributions [1], [2]. More commonly, the images, such 
as benchmark photographs [3]-[5], satellite images [6] and medical 
pictures [7] are thresholded with various methodologies and different 
optimization algorithms. A considerable number of thresholding 
methods, such as Otsu, Kapur, Tsallis, Renyi and Shannon are 
already implemented on a variety of digital images and every work 
discussed its own contribution. The review of the existing threshold 
identification can be found in [8], [9]. 

The concept used in the threshold operation is; adjusting the 
thresholds of the given image to enhance its features by grouping the 
similar pixels based on the chosen threshold value. This process is 
normally carried out with the help of computer algorithms and this 
procedure is terminated based on a chosen Objective Function (OF). 
In most of the cases, maximization of OF is preferred and the chosen 

algorithm will continuously work to maximize the OF by adjusting the 
thresholds arbitrarily. 

In most of the medical image processing techniques, the thresholding 
is chosen as a pre-processing procedure and the outcome in medical 
data assessment depends on the implemented threshold operation 
[10]. Further, entropy supported functions are widely used in medical 
data assessment [11]-[13] and hence, it is essential to identify the 
suitable entropy based technique to pre-process the gray/RGB scale 
picture [14]. Assessment of RGB scaled image is quite complex due to 
its complex histogram and the methodology which works well on RGB 
scale images can be easily transferred to pre-process the gray scale 
images. Further, the complexity of the image processing task also will 
increase based on the dimension of the image and hence, in this work the 
benchmark images with dimensions; 512 × 512 × 3 and 720 × 576 × 3 
are considered for the demonstration. 

The proposed work aims to evaluate the threshold performance of 
Kapur’s/Tsallis entropy functions on a chosen RGB test picture. Both 
these entropy functions work by identifying and improving the essential 
pixels of the image which consist the key pixel groups. Threshold 
identification in RGB grade image is quite complex compared to the 
gray scale image, hence, this work employed the traditional Moth-
Flame-Optimization (MFO) algorithm and the performance of the 
proposed technique is verified based on the computed Picture-Quality-
Values (PQV). The experimental outcome of this study confirms that 
the PQV achieved for Tsallis is better in RGB scaled images compared 



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 7, Nº2

- 164 -

to Kapur. This result confirms that the RGB scale images thresholded 
with Tsallis helps to achieve a better pixel grouping and this procedure 
can be considered to examine the traditional and medical grade digital 
pictures to get better results during the examination.

The proposed work considered the following procedures to improve 
the outcome of thresholding:

• Implementing the bounded search procedure discussed by Raja et 
al. [15] to minimize the search time.

• Implementing the modified objective function discussed in 
Rajinikanth and Couceiro [16] to enhance the outcome.

• Experimental investigation is executed on a commonly used RGB 
scale benchmark images with two different dimensions.

II. Related Earlier Works 

Image multi-thresholding is one of the common techniques to 
enhance the test image with a chosen procedure. The entropy based 
methods are normally considered in the literature to enhance the vital 
information in the chosen test picture. When a medical image (Gray/
RGB) is to be processed, the entropy based thresholding helps to provide 
better pixel grouping, which improves the visibility of the abnormal 
region of the image, which is to be examined. Implementation of 
entropy supported medical image enhancement is common procedure 
and Kapur’s/Tsallis thresholding schemes are widely employed in this 
task. The Kapur’s/Tsallis based medical image thresholding can be 
found in the earlier research work [10].

Examination of gray scale picture is quite simple and a manual 
threshold selection procedure can also be employed to improve the 
quality of the gray scale picture. The assessment of the RGB scaled 
image is one of the complex tasks due to its complex histogram and 
hence, a considerable number of procedures are developed to evaluate 
the RGB scale pictures. 

Table I summarizes few recently implemented entropy based 
thresholding techniques employed to threshold the RGB images. The 
considered RGB image thresholding procedure helps to improve the 
information in the chosen test picture by grouping the similar pictures 
and most of the recently developed RGB thresholding procedures 
employed a chosen heuristic algorithm to identify the threshold value 
automatically by maximizing the entropy value.

The information presented in Table I confirms that the multi-level 
thresholding with entropy functions are a widely adopted procedure, 
which provides a significant result on a class of traditional and medical 
grade images. The entropy supported medical image examination is a 
widely adopted pre-processing technique in which the thresholding 
helps to enhance the abnormal/disease section in the image, which 
is then extracted and assessed with a chosen segmentation method. 
The multi-level thresholding with Th=2,3,4,5 is a commonly adopted 
method and the results of earlier works presented in Table I confirms 
that the entropy supported thresholding helps to get a better PQV 
compared to Otsu’s between class variance technique. Hence, this 
work employed the entropy supported thresholding to enhance the 
RGB scaled pictures with varied dimensions. 

III.  Methodology

The heuristic algorithm based threshold identification has largely 
attracted the research community to pre-process the gray/RGB scale 
images, due to its wide use. The methodology, which works well on a 
class of RGB grade picture, will work on a class of gray scale pictures. 
The threshold methodology implemented in this work is depicted 
in Fig. 1 and this work considered the RGB pictures of dimension  
512 × 512 × 3 and 720 × 576 × 3 pixels.

Algorithm initial
parameters

Moth-Flame algorithmObjetive
function

Image quality measures computation
and performance validation

Comparison

Kapur/Tsallis entropy

RGB histogramTest image Threshold image

Fig. 1. Outline of methodology executed in the proposed work.

TABLE I. Summary of the RGB Scaled Image Thresholding With Entropy Function and Heuristic Algorithm

Reference Methodology 

Aziz et al. [1]
Multi-thresholding using Wale algorithm and MFO is implemented to find the optimal thresholds for a class of benchmark 
gray scale images. 

Jia et al. [2] Implementation of RGB image thresholding is presented using modified MFO.

Sathya et al. [17]
Implementation of RGB image thresholding using Kapur, Otsu and minimum cross entropy is presented using heuristic 
technique.

Farshi and Ardabili [18] Implementation of multi-level thresholding using hybrid algorithm is presented using benchmark pictures.

Anitha et al. [19] RGB image thresholding with modified whale optimization is presented for benchmark test pictures.

Kurban et al. [20] A detailed review on RGB image thresholding for aerial images.

Bhandari [21] Beta differential evolution algorithm supported fast RGB image thresholding is presented using benchmark pictures.

Xing [22] RGB image multi-thresholding with improved emperor penguin optimization is presented.

Meyyappan et al. [23] Skin melanoma image thresholding using Kapur’s entropy and harmony search algorithm is demonstrated.

Borjigin and Sahoo [24] RGNB image thresholding with Tsallis entropy is discussed.

Kadry and  Rajinikanth [25] Implementation of Tsallis entropy and MFO is presented for gray scale image thresholding.

Elaziz et al. [26] Multilevel thresholding of benchmark pictures are presented using whale optimization algorithm.

Elaziz et al. [27] Multi-level thresholding with Harris hawks algorithm is demonstrated.
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Initially, a chosen threshold method with a chosen optimization 
algorithm is implemented to enhance the considered test picture. The 
implemented method will randomly adjust the threshold of the picture, 
till the objective function value is maximized or a maximum number 
of iterations is reached. After getting the pre-processed image, the 
performance of this image is then computed based on a comparative 
analysis with the original picture. During this process, the essential 
PQVs are computed and, based on these values; the performance of the 
implemented threshold operation is confirmed. 

Executing the multi-thresholding on a chosen test picture requires 
the following procedures:

• Choice of appropriate thresholding methodology.

• Choice of the heuristic technique.

• Selection of the objective function.

• Selection of PQV to assess the outcome of the experiment.

A. Entropy Function
Entropy based methods are largely used in image as well as signal 

evaluation methods to identify the abnormal regions. The earlier 
research works confirmed that the entropy based procedures offers 
better results compared to other similar methodologies. 

In image examination applications, Kapur’s Entropy (KE) and 
Tsallis Entropy (TE) are widely employed in situations when the 
key pixel groups in the image are to be enhanced based on a chosen 
threshold [10]. The processing methodology related to the KE is simple 
and it can be mathematically denoted using a simple probability 
distribution function. The execution steps in TE are quite complex 
and its probability function is monitored using an entropic index. This 
research work aims to evaluate the thresholding performance of KE 
and TE on chosen benchmark RGB scale images. 

1. Kapur’s Entropy
KE was initially proposed by Kapur et al. [28] to pre-process a class 

of gray scale images. In this work, the histogram values are randomly 
adjusted till the entropy of the histogram reaches a maximized value. 

The KE for a gray scale image is mathematically described as 
follows:

Let, Th = [T1, T2, ..., Tn−1] denote the threshold vector for gray picture 
and for the case of the RGB, it can be represented as; ThR = [TR1, TR2, ..., TRn−1],  
ThG = [TG1, TG2, ..., TGn−1] and ThB = [TB1, TB2, ..., TBn−1].

The alteration in threshold is done, till the following condition is 
maximized:

 (1)

where = probability distribution and C=image class identification 
(C = 1 for gray image and C = 3 for RGB). 

The KE described in this section can be adopted for the RGB scale 
images, in which the R,G and B histogram is separately determined 
with the chosen function and this evaluation is continued till the 
average entropy value for the image is maximized ( ). Other 
related information for the KE can be found in [2], [10]. 

2. Tsallis Entropy
The idea of TE was derived from Shannon’s Function (SF) depicted 

in Eqn. (2) and this equation forms the SF when ε → 1.

 (2)

where Th = total thresholds and ε = entropy indicator. 

The simulated additively rule for the entropy is as follows:

For a gray scale picture with a threshold of range [0, 1, ..., L − 1] 
along with probability distributions Pi = P0, P1, ..., PL − 1, it is considered 
to identify the final entropy function based on assigned threshold.

For the RGB class image, this distribution is as follows; PRi = PR0, PR1, 
..., PRL − 1, PGi = PG0, PG1, ..., PGL − 1 and PBi = PB0, PB1, ..., PBL − 1.

Compared to the KE, the execution of the TE is quite complex, 
since, its outcome depends mainly on the probability distributions, 
which decide the maximized entropy value. Other related details of TE 
can be found in the earlier works [25], [29]. 

B. Moth-Flame-Optimization
In the literature, a number of Heuristic Algorithms (HA) are 

proposed and implemented by the researchers to find the optimal 
solution for a class of real world problems. The performance of a 
chosen HA depends on its updating mechanism and in most of the 
existing algorithms, the movement of agents from the current location 
to the new location happens randomly. For a chosen problem, the 
search of the optimal solution depends on the dimension of the 
solution and the search methodology which moves the agents towards 
the optimal solution. Most of the existing HA considered random 
search processes to move the agents towards the optimal location. 
Further, the search procedures, such as chaotic search, Lévy-flight, and 
Brownian-distribution are also adopted to move the agents towards 
the finest solution with lesser iteration. Recently, to move the search 
agents quickly towards the optimal solution, the spiral and spherical 
search strategies are proposed to get the optimal solution to a chosen 
problem [1], [2], [25].

MFO is a nature inspired HA invented by Mirjalili in 2015 [30] to 
find the optimal solution for numerical benchmark problems. The 
concept of MFO is based on the movement of a Moth towards Flame 
based on a pre-defined pattern (spiral). In this algorithm, the moths 
are the search agents and the flame is the solution for the problem. 
If the algorithm search is initiated with a number of agents (moths), 
then every agent is allowed to reach their associated flame (solution) 
using a predefined defined search-pattern. The conventional MFO 
with a single agent searching the solution in a 3D space is depicted 
in Fig. 2. All the agents are randomly initiated in the search universe 
based on the dimension of the search and every agent is allowed to 
converge towards the solution when the search iteration increases. 
The main merit of this algorithm is that every agent travels in a spiral 
shaped search path, which helps to reduce the number of iterations to 
find the optimal solution compared to the random, Lévy-flight, and 
Brownian-distribution functions. Further, the search pattern of MFO is 
predefined and it does not take the arbitrary path to reach the solution 
during an optimization task and this procedure makes the MFO more 
successful in finding the solutions for a chosen problem compared to 
the existing algorithms in the literature.  

Max

Max
Max

Moth

Flame

Min

Min

Min

T3

T2
T1

0

Fig. 2. Search pattern of a Moth towards a Flame.
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To define the mathematical model for MFO; let us consider that 
a chosen search space has a-number of moths (M) and b-number of 
flames (F). Let the initial distance among M and F is Da = |Fb − Ma|,  
which is to be minimized to find the optimal solution.

The mathematical expression for a moth progress towards the 
flame can be defined as:

 (3)

where Ma = ath moth, Fb = bth flame, κ = constant to define spiral 
pattern, and ℜ = random variable of range [-1,1]. 

In this equation, the random variable ℜ can be used to speed up the 
spiral shape formation process to guide the Moths towards the flame. 
The complete information about the traditional and improved MFO 
can be found in [1], [2], [25], [31]-[33].

C. Implementation
In this work, the MFO algorithm is considered to identify the 

optimal threshold for the RGB scaled images using the KE/TE based on 
a chosen objective function. Initially, the test image is pre-processed 
based on a chosen threshold (Th = 2, 3, 4, 5) by maximizing the 
entropy value. After thresholding the image based on a chosen Th, a 
pixel wise comparison is executed to confirm the enhancement in the 
thresholded image.

In the literature, multi-level thresholding with Single-Objective-
Function (SOF) and weighted sum of Multiple-Objective-Function 
(MOF) is very common and the earlier work confirmed that the MOF 
helps to get better enhancement compared to the SOF. Hence, this 
work employed the MOF to threshold the RGB scale image with KE/
TE.

The MOF considered in this work is depicted in Eqn. (4):

 (4)

where, Entropy = maximized KE/TE, PSNR = Peak signal-to-noise 
ratio, SSIM = Structural Similarity Index W1 = 1, W2 = 0.5, and W3 = 0.5.

In this work, HA search with KE/TE is performed to satisfy Eqn. (4).

D. Picture-Quality-Value Computation
The performance of the image processing scheme is confirmed by 

computing the image related measures. From the image thresholding 
literature, it is noted that the merit of the image thresholding process 
can be confirmed by computing the necessary PQV. This PQV can be 
obtained by comparing the original and threshold image.

The quality of the thresholding can be confirmed by computing 
the measures, such as Mean Squared Error (MSE), Root MSE (RMSE), 
PSNR, Average Difference (AD), Structural Content (SC), Normalized 
Absolute Error (NAE) and SSIM.

All these measures help to confirm that the thresholded image 
is having better enhancement compared to the original test picture. 
MSE and RMSE are the measures of the intensity variation in the 
processed image compared to the original picture. The PSNR provides 
the ratio among the highest potential pixel of an image and the power 
of distorting noise which affects the quality of threshold image. The 
AD presents the possible deviation among the original and processed 
image. SC confirms the presence of the vital information in the 
threshold image compared to the original image. NAE is the difference 
between the original and processed picture and SSIM presents the 
image quality degradation due to thresholding.

Let us consider that O and P denote the dimension of real (R) and 
threshold (T) pictures, and the mathematical expression of these 
measures can be expressed as:

 (5)

 (6)

 (7)

 (8)

 (9)

 (10)

 (11)

where, μo and μp are mean values, σo
2 and σp

2 variances and σop 
correlation coefficient. Further, G1 = (0.01L)2 and G2 = (0.03L)2.

Other information on these PQVs can be found in the literature 
[34]-[36].

E. Performance Evaluation
The performance of the proposed thresholding by MOA based KE/

TE is then validated using the well known HA, such as Particle Swarm 
Optimization (PSO), Bat Algorithm (BA), Firefly Algorithm (FA), 
Mayfly Algorithm (MA) and Aquila Optimization algorithm (AOA). To 
have a fair evaluation, every algorithm is assigned with similar agents, 
search dimension, objective function, Itermax and termination as 
depicted in Table II. Every algorithm has its own search pattern which 
influences the search convergence and the attained image quality. 
Compared to MA and AOA, the implementation steps involved in 
MFO are quite simple, Further, the PSO, BA and FA follow a complex 
search pattern and hence the results by the MFO are satisfactory on 
the chosen test images. 

TABLE II. Heuristic Algorithms and their Parameters Considered in This Work to Justify the Performance of MFO

Measures PSO [6] BA [4] FA [16] MA [37] AOA [38] MFO

Number of agents 20 20 20 20 20 20

Search dimension Th=2,3,4,5 Th=2,3,4,5 Th=2,3,4,5 Th=2,3,4,5 Th=2,3,4,5 Th=2,3,4,5

Search pattern Random search Ikeda-Map Lévy-flight Lévy-flight
Multiple search 

pattern

Spiral combined 
with random 

search

Objective function MOF MOF MOF MOF MOF MFO

Maximum Iteration 
(Itermax)

2000 2000 2000 2000 2000 2000

Search termination Itermax Itermax Itermax Itermax Itermax Itermax
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IV. Results and Discussions

This work aims to demonstrate a multi-threshold scheme for a class 
of images with varied dimensions. The experimental investigation is 
performed using MATLAB software and the proposed technique is 
independently tested on all the considered imagery with a threshold 
value ranging from 2 to 5. This work executed an entropy based 
methodology to find the finest threshold with the help of MFO 
algorithm. 

Later an assessment of the threshold image and original picture 
is performed to find the PQVs and based on these values; the 
performance of this system is validated. Primarily, this work is 
tested on the benchmark RGB pictures shown in Fig. 3. This figure 
presents the chosen trial images (Fig. 3(a)) along with its histogram 
(Fig. 3(b)). The histogram of RGB images is very complex and hence, 
identification of the finest thresholds is quite difficult. Hence, this 
work implemented a bounded threshold technique discussed by 
Raja et al. [15]. In bounded search, instead of keeping Thmin = 0 and  
Thmax = 255 = L−1, a boundary is assigned based on its pixel strength.
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Fig. 3. Chosen digital photographs of dimension 512x512x3.

The bounded search is executed separately on R, G and B thresholds 
as follows:

If the minimum and maximum thresholds are assigned for each 
channel, then it is easy for the MFO to find the finest threshold with 
minimal iteration.

Fig. 4 depicts the R,G,B histogram for Mandrill image, for which the 
threshold search boundary is assigned as follows:

The bounded search helped to achieve satisfactory results with 
lesser search iteration. In this work a ten-fold cross validation is 
implemented for every image with every threshold and the best result 
among them is considered as the optimized threshold.
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Fig. 4. Bi-level threshold implemented on RGB scale histogram.

Initially, the KE based multilevel thresholding is implemented 
using Mandrill picture for a chosen Th of 2 to 5. For this image, every 
algorithm helped to identify similar objective value with approximately 
similar PQV. But the MFO showed a steady search behavior due to 
its spiral search operator compared to other algorithms. The search 
convergence by the FA and MA is better compared to the MFO due to 
its Lévy-flight process and compared to PSO, BA and AOA, the search 
convergence of MFO is better. The performance measures computed 
for the Mandrill with KE and Th=5 is presented in Fig. 5, which 
confirms that the overall PQV obtained by the MFO is satisfactory 
compared to other HA. Fig. 6 presents a performance comparison of 
MFO with other methods and this comparison confirms that the MFO’s 
performance is better compared to PSO, BA and FA and approximately 
similar to MA and AOA.
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Fig. 5. Search convergence of chosen HA for Mandrill with KE and Th=5.
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The results attained with the MFO and the KE (MFO+KE) are 
depicted in Fig. 7 for the chosen thresholds. Fig. 7(a) to (d) depict 
the results attained for Th=2 to 5, respectively. After recording the 
thresholded image, an assessment of this image with its original image 
is performed to compute all the possible PQVs discussed in sub-section 
III.D.

A pixel wise comparison among the images is performed to 
compute the essential PQVs for each image. Initially, this computation 
is implemented for the Mandrill image and the attained SSIM map 
is depicted in Fig. 8. Other PQVs attained with this procedure are 
presented in Table III. The values of this table confirm that, the lesser 
threshold gives lower values of the PQVs and this value gradually 
improves for higher values of threshold. 
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Fig. 7. Thresholding outcome with MFO+KE.

(a) (b) (c) (d)

Fig. 8. SSIM map computed for Mandrill image.

TABLE III. PQVs Attained With MFO+KE

Image Th RMSE PSNR SSIM AD SC NAE

M
an

dr
ill

2 63.9934 12.0081 0.6168 58.7727 2.2679 0.4534

3 46.4955 14.7826 0.7614 40.1494 1.6591 0.3098

4 41.4216 15.7863 0.7897 37.7085 1.7388 0.2909

5 35.8594 17.0387 0.8427 31.9953 1.5582 0.2469

Pe
pp

er
s

2 51.4619 13.9011 0.6193 48.2072 2.2920 0.4010

3 44.5729 15.1494 0.6700 38.7395 2.1937 0.3222

4 43.8707 15.2873 0.6878 37.3242 1.6947 0.3105

5 40.5123 15.9791 0.7889 34.9152 1.6760 0.2904

Je
t

2 54.5974 13.3874 0.8085 52.8337 1.8570 0.2949

3 45.6481 14.9424 0.8247 43.7349 1.6415 0.2441

4 44.3914 15.1848 0.8555 40.2827 1.5176 0.2248

5 33.4113 17.6529 0.9075 31.9359 1.4242 0.1782

Le
na

2 64.6375 11.9211 0.4769 60.4672 2.6461 0.5021

3 36.7225 16.8322 0.7460 34.1909 1.7332 0.2839

4 35.8501 17.0410 0.7827 32.9572 1.6923 0.2737

5 33.7777 17.5582 0.7891 31.0726 1.6477 0.2580

A similar procedure is then repeated using the TE (MFO+TE) on the 
considered test images and the corresponding results are depicted in 
Fig. 9 and Table IV. Fig. 9(a) to (d) presents the results when the chosen 
thresholds are from 2 to 5. 
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Fig. 9. Thresholding outcome with MFO+TE.

Finally, an analysis between Table III and Table IV is then executed 
to assess the PQVs attained with MFO+KE and MFO+TE and this 
comparison confirms that, the results attained with TE are superior 
for all the thresholds compared to the KE. Even though the PQVs of 
KE are lesser, the pixel grouping and the image enhancement achieved 
with the KE is superior compared to the TE.

Hence, during the real image examination tasks, the choice of a 
particular technique can be done based on PQVs or based on image 
enhancement. During the real image processing task, the choice and 
implementation of a particular thresholding procedure depends on the 
operator and its expertise.
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Fig. 10. Thresholding results for Barbara image.
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Fig. 11. Thresholding results for Goldhill picture.
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TABLE IV. PQVs Computed for the Outcome of MFO+TE

Image Th RMSE PSNR SSIM AD SC NAE
M

an
dr

ill

2 42.9311 15.4754 0.8161 40.8138 1.9045 0.3149

3 30.7935 18.3616 0.8955 28.9921 1.5468 0.2237

4 24.8261 20.2326 0.9308 23.2634 1.4127 0.1795

5 20.7107 21.8069 0.9496 19.3494 1.3278 0.1493

Pe
pp

er
s

2 40.0633 16.0759 0.7543 37.6425 1.8912 0.3131

3 30.6295 18.4080 0.8263 28.0955 1.5433 0.2337

4 25.1771 20.1107 0.8568 22.8180 1.3914 0.1898

5 18.8785 22.6115 0.9069 17.2850 1.2982 0.1438

Je
t

2 43.8722 15.2870 0.6715 41.6883 1.6468 0.2327

3 29.2309 18.8140 0.7817 27.2913 1.3549 0.1523

4 24.4745 20.3565 0.8020 22.8037 1.2900 0.1273

5 21.2613 21.5790 0.8194 19.6579 1.2465 0.1097

Le
na

2 41.1201 15.8497 0.6715 37.9305 1.7185 0.3150

3 31.1058 18.2740 0.7817 28.8739 1.5080 0.2398

4 27.1371 19.4595 0.8020 24.4986 1.3750 0.2034

5 26.5207 19.6591 0.8194 23.9857 1.3641 0.1992

This work demonstrated a satisfactory result with the KE and better 
result with the TE with respect to the PQVs on image with dimension 
512x512x3 pixels and in future, the proposed approach can be used to 
test other existing benchmark gray/RGB class pictures.

A similar procedure is then executed for the test images with 
dimension 720x576x3 pixels and the corresponding outcomes are 
depicted in Fig. 10 and Fig. 11 for various thresholds with chosen 
entropy values.

The results of the proposed study confirm that, the proposed 
thresholding work helps to attain better results on a class of RGB 
images. Further, the proposed work confirms that the overall 
performance of the TE based thresholding on RGB image is better 
compared to KE.

The future scope of this work is as follows:

• The proposed work can be employed to threshold the gray scale 
images.

• The MOF value can be enhanced by including more PQVs.

• This work currently implemented a traditional MFO algorithm 
which works based on a random operator, ℜ whose value varies 
with a range [-1,1]. In future, this random variable can be replaced 
with various search operators (Ex. Levy, Brownian-distribution 
and chaotic operator) to enhance the convergence of MFO. 

V. Conclusion 

This research aims to recommend a methodology to solve the 
multi-thresholding problem of RGB scale images using entropy value. 
This scheme used the thresholds ranging from 2 to 5 and to realize the 
optimum threshold, MFO is employed. This work proposes a random 
search along with a novel Multiple-Objective-Function (MOF). The 
role of MFO is to randomly adjust the thresholds till the MOF is 
maximized. This work is separately tested with KE and TE techniques 
on the chosen benchmark images. After discovering the necessary 
threshold for the chosen picture, in order to validate its performance, 
a comparison is performed among the original and threshold image to 
find the PQVs. Based on these values, the performance is confirmed. 
From the attained results, it is established that the proposed system 
works well on a class of RGB images with different dimensions. The 

experimental outcome confirms that the PQVs achieved with the TE 
are better compared to the KE. Further, a comparative assessment with 
KE confirmed that the performance of MFO is better compared to PSO, 
BA and FA and approximately similar to MA and AOA.
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