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Abstract

Multimedia computing (MC) is rising as a nascent computing paradigm to process multimedia applications 
and provide efficient multimedia cloud services with optimal Quality of Service (QoS) to the multimedia cloud 
users. But, the growing popularity of MC is affecting the climate. Because multimedia cloud data centers 
consume an enormous amount of energy to provide services, it harms the environment due to carbon 
dioxide emissions. Virtual machine (VM) migration can effectively address this issue; it reduces the energy 
consumption of multimedia cloud data centers. Due to the reduction of Energy Consumption (EC), the Service 
Level Agreement violation (SLAV) may increase. An efficient VM selection plays a crucial role in maintaining 
the stability between EC and SLAV. This work highlights a novel VM selection policy based on identifying the 
Maximum value among the differences of the Sum of Squares Utilization Rate (MdSSUR) parameter to reduce 
the EC of multimedia cloud data centers with minimal SLAV. The proposed MdSSUR VM selection policy has 
been evaluated using real workload traces in CloudSim. The simulation result of the proposed MdSSUR VM 
selection policy demonstrates the rate of improvements of the EC, the number of VM migrations, and the SLAV 
by 28.37%, 89.47%, and 79.14%, respectively.
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I. Introduction

Nowadays, multimedia is emerging as a service over the Internet. 
Multimedia applications [1], like image searching, sharing, 

editing, video conferencing, multimedia content delivery, multimedia 
streaming, video retrieval, etc. required a massive amount of storage 
and computation power. Thus Cloud Computing [2] technology can 
provide multimedia application services to the users on demand. In 
Multimedia Cloud (MC) [3], cloud service providers deploy the cloud 
resources to process multimedia demands and provide the necessary 
service to the users. The user can store and process the requisite 
multimedia application data in the cloud in a distributed manner in 
the modern paradigm of Multimedia Cloud (MC). The need for a full 
installation of user’s media applications in the user’s computer is 
over. The biggest challenge is to optimally allocate the resources to 
maintain the Quality of Service (QoS) [4] of the various multimedia 
applications.

The demand for multimedia services has increased rapidly day by 
day. The MC data centers required a substantial amount of energy 
to provide services to the users. However, it’s a challenge to the 

researchers to give the MC services to the users with satisfactory 
Quality of Service (QoS). A large-scale MC data centers consist of 
millions of servers. It consumes a considerable amount of energy and 
emitting a massive amount of carbon dioxide into the environment. 
The electricity consumed by global data centers in 2018 was an 
estimated 198 terawatt-hours (TWh), which is almost 1% of the demand 
for global electricity [5]. Because of the energy consumption of global 
data centers, the average electricity emission rate at each data center 
is about 4.4 kilogram of carbon dioxide per kilowatt-hour [6]. The Yale 
School of the Environment estimates that global data centers have a 
gross emission of carbon dioxide compared to the aviation industry [7] 
around the world, amounting to around 900 billion kilograms of carbon 
dioxide [8]. So, global data centers’ energy consumption reduction 
with satisfactory QoS to the MC users becomes a key concern to 
the researchers. The virtualization approach is used to address these 
issues. In the MC environment, Virtual machines (VMs) are created 
in physical machines (PM) using virtualization [9]–[11] technology, 
depending on the user’s request. PMs are encapsulated different 
applications in the form of VMs by separating with each VM. Each 
VM required some resources like CPU, Memory, Storage, Band Width, 
etc. To run the VM, the sum of the required resources must always be 
lesser than the host capacity. VM Consolidation (VMC) [12]–[ 14] is an 
approach which can efficiently utilize the resources with satisfactory 
QoS. The Service Level Agreement (SLA) [15] between MC users and 
service providers define QoS. VMC can help to reduce the energy 
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consumption of MC data centers with optimal SLA violations. It has 
four main steps. Firstly, detect the overloaded hosts and then detect the 
underloaded hosts. Now select some VMs from overloaded hosts and 
all VMs from underloaded hosts. The selected VMs must eventually 
migrate to the medium loaded hosts, and all of the underloaded hosts 
are shut down. MC data center’s required energy can be minimized 
by using VMC and VM migration [16], [17]. In live VM migration, an 
entire running VM can move from one host to another host without 
any interruption of the user’s service. But, too much VM migration 
may increase the SLA violation and cost of the operation.

VM selection is an essential part of VMC. It creates a bunch of VMs 
from an overloaded host, which should migrate to moderately loaded 
hosts. The selection of proper VMs from an overloaded host may 
control the number of migrations. It can reduce the operational cost 
with reduced energy consumption and SLA violation. Herein, we have 
proposed a novel VM selection policy based on Maximum value among 
the differences in the Sum of Squares Utilization Rate (MdSSUR). The 
proposed MdSSUR VM selection policy selects VMs from overload hosts 
and performs the VM migration with reduced EC and SLA violation. 
It also reduced the number of migrations. The proposed MdSSUR VM 
selection policy has been executed and evaluated in CloudSim 3.0 
[18]. The performance of the proposed MdSSUR VM selection policy 
has been assessed with some established VM selection approaches 
[19]–[21]. The proposed MdSSUR VM selection policy significantly 
improved the EC, SLAV, and VM migration.

The remaining section of the paper is organized as follows. Section 
II gives a brief description of the literature survey and state of the art. 
The proposed MdSSUR VM selection policy is shown in section III. 
The VM consolidation based on MdSSUR VM selection policy is shown 
in section IV. The detailed analysis of the proposed MdSSUR VM 
selection policy is shown in section V. Finally, Section VI concludes 
the research work.

II. Literature Survey

MC’s rapid growth has got more attention from MC providers 
for the MC data center’s cost and efficiency. MC providers of-fer 
high-quality services at the lowest price to mesmerize the MC users. 
The number of MC users are increasing exponentially. So, efficient 
approaches must be adopted by the service providers to satisfy the 
user’s requirements with minimum energy consump-tion and SLA 
violation. Virtualization [11] is an approach where VMs are into the 
servers to provide the services to the MC users.

In [22]–[24], the authors successfully tried to address the EC issue 
with a DVFS approach in cloud computing. DVFS is an approach in 
which the server load is balanced dynamically with the CPU’s voltage 
and frequency. The energy consumption has reduced for lower 
voltage and frequency. But, lower CPU frequency may decrease the 
CPU performance. Beloglazov et al. [19], proposed a system based on 
VM consolidation and VM migration to improve energy consumption. 
They developed the following policies for VM selection: 1) Minimum 
migration time (MMT), 2) Maximum correlation (MC), 3) Minimum 
utilization (MU), and 4) Random selection (RS). The MMT prefers VMs 
whose migration time is minimum, and MC selects VMs with full 
correlation. In the MU selection policy, underutilized VMs are selected, 
and RS selects the VMs randomly.

Yadav et al. [20] implemented a proposal referred to as the 
maximum utilization minimum size (MuMs). MuMs is based on 
CPU utilization and VM’s RAM size. It selects highly utilized VMs 
with minimal RAM, and as an essential parameter, selects the ratio 
between CPU and VM’s RAM size. Akhter et al. [21] proposed a 
policy to reduce the EC of cloud data centers. Their proposed VM 

selection policy is known as Maximum migration time (MxMT). The 
MxMT select VMs with maximum migration time. It reduces EC by 
19%. But, MxMT had undoubtedly experienced a severe effect of SLA 
violation. Lin et al. [25] proposed a model for the task of sequence 
labeling. Natural language processing (NLP) is used for managing text 
and speech. In NLP, one of the essential tasks is sequence labeling 
to define and allocate category label to each unit in the particular 
entry. These traditional models’ efficiency is heavily dependent on 
manufactured features and task-specific intelligence, which are very 
time-consuming. The authors developed an attention segmental 
recurrent neural network (ASRNN) for the task of sequence labeling. 
The model depends on an ordered recognition neural semi-Markov 
condition random fields. A hierarchical structure uses to incorporate 
character level and word level information. The proposed model takes 
advantage of the hierarchical structure, with many data that achieve 
competitive efficiency.

R. Mandal et al. [26] developed a VM selection policy known as the 
Power-Aware VM selection policy. It selects the maximum utilized VM 
and adds it to the migration list. The utilization of a VM is computed 
by the ratio of current VM utilization and VM’s allocated resources. 
R. Yadav et al. [27] proposed a Bandwidth-Aware VM selection policy. 
This policy chooses a VM from a host that is overloaded with a 
minimum current utilization and total migration time. The Bandwidth 
Transfer Component (BTC) has been computed by dividing the VM 
size and its current utilization by available bandwidth. Now, the 
migration time is calculated for all VMs using BTC and ping time (PT), 
and finally, a VM with minimum migration time is selected and added 
to the migration list. Lin et al. [28] proposed an efficient approach 
namely HUIM-BPSOsig to mine high-utility itemsets. The proposed 
approach is based on discrete particle swarm optimization (PSO). C. 
Zhang et al. [29] developed a VM selection policy to reduce the energy 
consumption and SLA violation of the cloud dissenters. The VM 
selection aimed to minimize the number and cost of migration. The 
authors refer to the VM selection as the Minimize Number and Cost 
of Migrations (MNCM) policy. In MNCM, a VM with maximum VM 
resource occupancy (VRO) is selected for migration. H. Toumi et al. [30] 
develop a cooperative framework between Hybrid Intrusion Detection 
System (Hy-IDS) based upon Mobile Agents and virtual firewalls. The 
possibility of intrusion rises in occurrence due to the massive use of 
the cloud. Security, accountability, and stability in the cloud model are 
essential for customer satisfaction. The minimization of the effect of 
any penetration into this area is one of the security concerns. The 
proposed cooperative framework system makes for quicker and more 
productive detection and resolution of new distributed threats.

Y. Wen et al. [31] proposed a VM selection policy known as 
minimum migration (MM) policy. The authors calculate the Euclidean 
distance between the VMs load pattern and PMs load pattern. The 
distance has been sorted, and depending on a threshold value, select 
the VMs which consume more resources. In [32], the authors proposed 
a policy based on Minimum Utilization Gap (MUG). The authors 
computed the difference between the utilization of overloaded host 
and upper utilization threshold value as ∆. The relative utilization of 
each VM was computed by the ratio between the required MIPS and 
total capacity. The Utilization Gap is the absolute difference between 
∆ and relative utilization of each VM. In the migration list, VMs with 
Minimum Utilization Gap are added. Lin et al. [33] developed a model 
to secure secret and sensitive information. The 6G networking based 
on Terahertz offers the absolute highest efficiency and reliability but 
faces new man-in-the-middle attacks. The main challenge of such 
extremely vulnerable environments is the security and confidentiality 
of the data. The authors proposed an ant colony optimization (ACO) 
method to secure 6G IoT networks. The proposed method has multiple 
targets and the deletion of a transaction to ensure data security. 
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Every ant in the population is represented as a set of possible deletion 
transactions for hiding sensitive information. The authors claim that 
the proposed method reaches a negligible side effect with a low average 
computational cost. V.K. Solanki et al. [34] have developed a module 
that integrates new technical peripherals for simple energy-saving 
trends and modernizes the module in IoT. Owing to irresponsible 
officials’ most resources like water and electricity have been wasted 
in different cities. The developed module can significantly save the 
wastage of these resources.

S. B. Melhem et al. [35] evolved a VM selection policy known as 
Minimum Migration Time Minimum VM Migrated Count (MmtMiMc). 
MmtMiMc first selects VMs with a minimal quantity of memory and 
sort them in growing order. Then, from the selected VMs, the policy 
finds the VMs with a minimum number of VM migrated count and 
adds them to the migration list to perform the VM migration. They 
claimed that MmtMiMc decreases the number of VM migration 
maximum of up to 52.11%. S.M. Moghaddam et al. [36] proposed a 
VM selection policy based on predictive maximum CPU usages and 
minimum migration time. The ratio between the memory of VM and 
available bandwidth of a host is computed, and its minimum value 
is multiplied with a maximum predicted CPU usage of the VM. H. 
Peng et al. [37] developed a gradual gradable neural language learning 
structure. It can be used in the Continuous Bag-of-Words (CBOW) 
and skip-gram model. The authors extended the classical hierarchical 
formation from a human tree to a weighted contextual frequency 
aggregated tree for a long time. S.A. Makhlouf et al. [38] proposed 
a novel method for data-intensive workflow scheduling applications. 
Several optimization methods have been developed to improve the 
cost and efficiency of data-intensive scientific Workflow Scheduling 
(DiSWS) in cloud computing. Most of the DiSWS techniques are 
based on an optimization process using heuristic and metaheuristic 
approaches. The authors explore the task hierarchy in data data-
intensive scientific workflows by their proposed method.

J. S. Pan et al. [39] proposed an approach named Multi-group 
Grasshopper Optimization Algorithm (MGOA). A modern algorithm 
that imitates Grassley’s actions in nature is the Grasshopper 
Optimization Algorithm (GOA). The MGOA can be used to address 
the capacitated vehicle routing problem (CVRP). The authors claim 
that the efficiency of the MGOA is better than the Genetic Algorithm 
(GA) and Particle Swarm Optimization (PSO). K.W. Huang et al. [40] 
developed an image recognition framework using the GoogLeNet 
model. The proposed framework is a convolutionary-neural-network 
module focused on deep learning. The image recognition framework 
can enhance the precision of module recognition effectively for 
preprocessed images. M. El. Ghazouani et al. [41] proposed a block-
chain based solution that will maintain the privacy of cloud data 
checks by deduplicating data. An excellent alternative to ensure data 
storage reliability in cloud computing is called the deduplication of 
data. Cloud technology provides many benefits for storage service 
and poses security problems, notably concerning data privacy, a core 
component of any cloud system. The proposed method guarantees 
that consumer data remain confidential for auditors in the course of 
audits.

P. Xu. et al. [42] developed a VM allocation policy (VMA-ACO) based 
on Ant Colony Optimization (ACO) [43]. The main aim of the VMA-
ACO policy was to maximize resource utilization by balancing the 
load of physical machines. The utilization of resources has increased 
by VMA-ACO with minimal SALV. One of the main disadvantages of 
ACO is its slow convergent. The authors proposed the ”PM selection 
expectation” parameter to overcome the drawback. Yadav et al. [44] 
proposed the Minimum Sum of CPU Utilization and Memory Size 
(MSCM) based VM selection policy. In MSCM, the host utilization 
and the total number of assigned VMs for that host was computed. 

Then, VMs are sorted in increasing order using their CPU utilization 
and memory. Now, the authors calculated the host upper utilization 
threshold, and all the VMs were selected for migration who can bring 
down its utilization below the upper threshold.

J. Thaman et al. [45] proposed Variance minimization-based 
selection (Var_Sel) policy. Var_Sel is based on unifying the utilization 
across the hosts. It selects a VM, which reduced the mean square 
deviation of the excess load of hosts. The authors proposed a variance-
based heuristics approach that selects VMs for migration.

III. Proposed System Model

Consider a large-scale data centers consist of 'm' overloaded hosts 
and 1n1 Virtual Machines (VMs). The proposed MdSSUR VM selection 
policy selects some VMs from the overloaded host to perform VM 
migration with optimal SLAV and reduced EC. The following factors 
are the base of the proposed MdSSUR VM selection policy:

• Compute the Sum of Squares Utilization Rate (SSUR) of an 
Overloaded Host using RAM, Band Width, and MIPS.

• Compute the Remaining Sum of Squares Utilization Rate (RSSUR) 
of an Overloaded Host by excluding one VM re-sources from 
that Overloaded Host and find out the difference Sum of Squares 
Utilization Rate (dSSUR).

• Select VM with Maximum value among the differences of the Sum 
of Squares Utilization Rate (MdSSUR) to perform VM migration.

Table I sums up the abbreviations of the terms defined in this 
section.

TABLE I. Abbreviations and Full Names

Abbreviation Full Name

urRam Utilization rate of RAM

urBw Utilization rate of Band Width

urMIPS Utilization rate of CPU in MIPS

urAvg. Average utilization

sdurRam Squared Difference Utilization Rate of RAM

sdurBw Squared Difference Utilization Rate of Band Width

sdurMIPS Squared Difference Utilization Rate of CPU in MIPS

ssur Sum of Squares Utilization Rate

rurRam Remaining Utilization rate of RAM

rurBw Remaining Utilization rate of Band Width

rurMIPS Remaining Utilization rate of CPU in MIPS

rurAvg. Remaining Average utilization

rsdurRam Remaining Squared Difference Utilization Rate of RAM

rsdurBw Remaining Squared Difference Utilization Rate of Band 
Width

rsdurMIPS Remaining Squared Difference Utilization Rate of CPU 
in MIPS

rssur Remaining Sum of Squares Utilization Rate

dSSRU Difference Sum of Squares Utilization Rate

udMax Maximum difference Utilization

A. Sum of Squares Utilization Rate (SSUR) of an Overloaded 
Host

The Sum of Squares Utilization Rate (SSUR) of an overloaded host 
has computed using the utilization resources like RAM, Band Width, 
and MIPS. Algorithm 1 is used to find the SSUR of an overloaded 
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host. The Utilization Rate (UR) of Ram, Band Width, and MIPS of an 
overloaded host computed using line number 2, 3, and 4 of algorithm 
1, respectively. The Squared Difference Utilization Rate (SDUR) of 
Ram, Band Width, and MIPS estimated using line number 6, 7, and 8 
of algorithm 1, respectively. Finally, The Sum of Squares Utilization 
Rate (SSUR) of that overloaded host is computed using line number 9 
of algorithm 1.

Algorithm 1: Sum of Squares Utilization Rate (SSUR) of an 
Overloaded Host

Input: hostj = jth overloaded Host

Output: ssur = Sum of Squares Utilization Rate 

1 start

2 urRam ← hostj.usedRam ÷ hostj .totalRam
3 urBw ← hostj.usedBw ÷ hostj .totalBw
4 urMIPS ← 1 – (hostj .availableMIPS ÷ hostj .totalMIPS)

5 urAvg. ← (urRam + urBw + urMIPS) ÷ 3

6 sdurRam ← (urAvg. – urRam)2

7 sdurBw ← (urAvg. – urBw)2

8 sdurMIPS ← (urAvg. – urMIPS)2

9 ssur ← sdurRam + sdurBw + sdurMIPS
10 return ssur
11 stop

B. Remaining Sum of Squares Utilization Rate (RSSUR) of an 
Overloaded Host

The Remaining Sum of Squares Utilization Rate (RSSUR) of an 
Overloaded Host has been computed by excluding one VM’s resources 
from that host. Algorithm 2 is used to find the RSSUR of an overloaded 
host. The utilization rate of Ram, Band Width, and MIPS excluding 
one VM’s resources of the overloaded host is computed by using line 
number 2, 3, and 4 of algorithm 2, respectively.

Algorithm 2: Remaining Sum of Squares Utilization Rate (RSSUR) 
of an Overloaded Host

Input: hostj = jth overloaded Host, vmi = ith Virtual Machine of jth 

overloaded Host 

Output: rssur = Remaining Sum of Squares Utilization Rate

1 start

2 rurRam ← (hostj .usedRam – vmi.Ram) ÷ hostj .totalRam
3 rurBw ← (hostj .usedBw – vmi.Bw) ÷ hostj .totalBw 

4 rurMIPS ← 1 – ((hostj .availableMIPS – vmi.MIPS) ÷ hostj .totalMIPS) 

5 rurAvg. ← (rurRam + rurBwr + urMIPS) ÷ 3

6 rsdurRam ← (rurAvg. – rurRam)2

7 rsdurBw ← (rurAvg. – rurBw)2

8 rsdurMIPS ← (rurAvg. – rurMIPS)2

9 rssur ← rubfRam + rubfBw + rubfMIPS
10 return rssur
11 stop

The Remaining Squared Difference Utilization Rate (RSDUR) of 
Ram, Band Width, and MIPS of that overloaded host excluding one 
VM’s resources computed using line number 6, 7, and 8 of algorithm 
2, respectively. Finally, The Remaining Sum of Squares Utilization 
Rate (RSSUR) of an overloaded host excluding one VM’s resources 
computed using line number 9 of algorithm 2.

C. Maximum Difference Sum of Squares Utilization Rate 
(MdSSUR) VM Selection Policy

The proposed MdSSUR VM selection policy described in Algorithm 
3. The set of active hosts are the input in the proposed MdSSUR VM 
selection policy. If any active host is overloaded, find out all allocated 
VMs of that host and add it to the migratableV ms list using line number 
4. Initially, the SelectedV m is set as NULL using line number 5, and 
the Maximum difference utilization (udMax) is set by the minimum 
value using line number 6. Now, compute the SSUR of the overloaded 
host using line number 7. The line number 7 has called algorithm 1 
to compute the SSUR of that overloaded. Then, for each VM, estimate 
the RSSUR of the overloaded host by excluding each VM’s resources 
using line number 10. The line number 10 has called algorithm 2 to 
estimate the RSSUR of that overloaded host by excluding the resource 
of each VM. The difference between SSUR and RSSUR is computed as a 
difference Sum of Squares Utilization Rate (dSSUR) using line number 
11. The value of udMax is set as a minimum. Therefore, if the condition 
of line number 12 becomes true, then the VM for which the value of 
dSSUR is maximum is assigned in udMax, and that VM is assigned in 
SelectedV m by line number 13 and 14, respectively. Finally, SelectedV 
m is added to the migration list using line number 18.

Algorithm 3: Proposed MdSSUR VM Selection Policy

Input: host_list = set of Active Hosts

Output: V MsT oMigrateList = List of Selected VMs needs to be 
Migrated

1 start

2 for each host, in host_list do
3     if (isHostOverloaded(host)) then
4         migratableV ms ← host.AllocatedV Ms() 
5         SelectedV m ← NULL
6         udMax ← Double.MinV alue() 
7         ssur ← host.SSUR()
8         for each vm, in migratableV ms do
9              if !(isInMigration(vm) then
10                  rssur ← RSSUR(host, vm) 

11                  dSSUR ← ssur – rssur
12                  if (dSSUR > udMax) then

13                       udMax ← dSSUR
14                       SelectedV m  ← vm
15                  end
16              end
17         end
18         V MsT oMigrateList.add(SelectedV m)
19     end
20 end

The difference Sum of Squares Utilization Rate (dSSUR) can also be 
represented by Eq. 1.

 (1)

where, hostj is the jth host from the overloaded host_list, V mi is 
the ith VM from the V m_list which has been allocated to the hostj , 
SSURhostj is the Sum of Squares Utilization Rate of hostj ,  
is the Remaining Sum of Squares Utilization Rate of hostj  excluding 
Vmi resources, and dSSURi is the ith difference of the Sum of Squares 
Utilization Rate. The VM which has Maximum dSSUR is selected form 
the V m_list using Eq. 2.
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 (2)

Now, the SelectedV m is added to the migration list, and the process 
will be continued until all overloaded hosts are examined.

IV. Energy Efficient and SLA Aware VM Consolidation 
Based on MdSSUR Policy

VM consolidation comprises the following steps: A) Detection of 
Overloaded Host, B) Detection of Underloaded Host, C) VM Selection, 
and D) VM Placement.

A. Overload Host Detection
Overload host detection is the first step of VM consolidation. 

Initially, the authors [19] set a threshold value of 0.9, and if the 
CPU utilization of any host is more than the threshold value, then 
the host is marked as over-utilized. Then, using Linear Regression 
Robust (LRR ), future CPU utilization is predicted. In [19], the authors 
proposed the LRR prediction model to overcome the disadvantage 
of Linear Regression (LR) [19] prediction model. The LR prediction 
model is based on the Loess method proposed by Cleveland [46]. 
The LR prediction model is vulnerable to outliers due to heavy-tailed 
distributions. To overcome the Loess method’s disadvantage and 
make it robust, Cleveland proposed the least-squares method [47]. If 
the multiplication of predicted CPU utilization and safety parameter 
is greater than or equal to one, the host is marked as over-utilized. For 
evaluating the proposed MdSSUR VM selection policy, the LRR has 
been used to detect the over-utilized hosts.

B. Underload Host Detection
In [19], the authors proposed an iterative process to determine the 

underloaded hosts. After the migration of VMs from overloaded hosts 
to moderately loaded hosts, the underutilized host detection processes 
start. The system finds the minimum utilized host by comparing it 
with the other hosts. All the VMs from an underloaded host migrated 
to the moderately loaded hosts keeping them as not overloaded.

C. VM Selection
Now, select some VMs from overloaded hosts and all VMs from 

underloaded hosts in this step. The proposed MdSSUR VM selection 
policy described in Algorithm 3 is used to select the VMs from 
overloaded hosts and added to the migration list. All the VMs from 
underloaded hosts are selected and added to the migration list to 
perform the VM migration. 

D. VM Placement
After the migration, overloaded hosts will become moderately 

loaded hosts, and underloaded hosts will be in sleep mode. All the 
migratable VMs must be placed in some moderately loaded hosts 
based on some VM placement policy. In this research work, the chosen 
VM placement policy is the Power-Aware Best Fit Decreasing (PABFD) 
[19] placement policy for the evaluation of the proposed MdSSUR 
VM selection policy. In PABFD policy, all migratable VMs are sorted 
decreasingly based on CPU utilization. Each VM has been allocated 
into a host that required minimum power consumption due to the 
allocation.

V. Performance Evaluation

A. Experimental Setup
One of the main aspects of the proposed MdSSUR VM selection 

approach is to reduce the total number of VM migrations. The 
migration list is prepared based on selecting a VM where the 
difference Sum of Squares Utilization Rate (dSSUR) is maximum in an 
overloaded host and performs VM migration in moderately loaded 
hosts. It will keep the overloaded hosts undercontrol, and energy 
consumption by the host will be reduced. The proposed MdSSUR VM 
selection policy will significantly reduce the number of migrations. As 
a result, it will substantially minimize SLA violations. CloudSim [18], 
[48], [49] toolkit is the most popular simulator used for large-scale 
virtualized cloud applications. It provides a stronger virtualized model 
of cloud architecture compare to other simulators. It supports dynamic 
resource management and scalability.

A data center containing 800 heterogeneous hosts is used to evaluate 
the proposed MdSSUR VM selection policy, 50% of them are re HP 
ProLiant ML110 G4 servers 245 clocked at 1,860 1860MHz, and the 
remaining are HP ProLiant ML110 G5 servers clocked at 2,660 MHz. 
Each one has two cores, 4 GB memory, 1 GB/s network bandwidth. 
Table II is to show the characteristics of the hosts. The hosts’ energy 
consumption characteristics are given in Table III.

TABLE II. Characteristics of Hosts [19]

Host Clock Speed Cores RAM Bandwidth

G4 1860 MHz 2 4 GB 1 Gbps

G5 2660 MHz 2 4 GB 1 Gbps

The standard Amazon EC2 [51] has been used for the VM instances. 
Four different types of VM are available. One of the VM instances is 
created into the host, depending on the requirement of the workload. 
Table IV is to show the characteristics of the VMs.

TABLE IV. Characteristics of VMs [50]

VM Instances Clock Speed Cores RAM

Micro Instance 500 MHz 1 613 MB

Small Instance 1000 MHz 1 1740 MB

Extra large Instance 2000 MHz 1 1740 MB

High-CPU Medium Instance 2500 MHz 1 870 MB

1. Workload
The experiment has been run using real-life workload traces to 

make simulation-based approaches more acceptable. Planet-Lab [52] 
has collected these workload traces from an infrastructure monitoring 
framework, called CoMon [53]. These traces consist of the CPU 
utilization data by more than a thousand VMs from many servers 
located over 500 different places in the world. After every 300 seconds, 
the utilization values were recorded. During March and April of 2011, 
ten random dates were chosen from the workload traces. Between 
them, four days of data is selected for the evaluation of the proposed 
MdSSUR VM selection policy. Table V is to show the characteristics of 
each workload.

TABLE III. Energy Consumption of PMs At Different Load [19]

PM 
Energy Consumption (in Watts) at Different Load on Hosts

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

HP ProLiant ML110 G4 86 89.6 92.6 96 99.5 102 106 108 121 114 117

HP ProLiant ML110 G5 93.7 97 101 105 110 116 121 125 129 133 135
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TABLE V. Characteristics of Workload [19]

Date No. of VMs No. of Hosts Mean (%) St. dev. (%)

03-03-2011 1052 800 12.31 17.09

06-03-2011 898 800 11.44 16.83

03-04-2011 1463 800 12.39 16.55

20-04-2011 1033 800 10.43 15.21

B. Result & Analysis
The performance evaluation of the proposed MdSSUR VM selection 

policy has been measured and compared with some classical VM 
selection algorithms like Minimum Migration Time (MMT) [19], 
Maximum Correlation (MC) [19], Minimum Utilization (MU) [19], 
Random Selection (RS) [19], Maximum Utilization Minimum Size 
(MuMs) [20], Maximum Migration Time (MxMT) [21], and Minimize 
Number and Cost of Migrations (MNCM) [29]. These policies are 
previously mentioned in Section II. The Beloglazov et. al.’s [19] 
proposed metrics have been used to measured and compared the 
effectiveness of the proposed MdSSUR VM selection policy.

1. Performance Degradation Due to Migration (PDM)
Performance degradation due to migration (PDM) is an SLA-based 

metric. It is represented in Eq. 3. Excessive VM migration may degrade 
performance. Fig. 1 shows the comparative analysis of PDM of the 
proposed MdSSUR VM selection policy.It indicates that the PDM of the 
proposed MdSSUR VM selection policy is very significantly lesser than 
other VM selection policies.

 (3)

where,

• M is the number of Virtual machines.

• CDegj is the performance degradation of VM j due to migration.

• CCPUj is the total capacity requested by VM j during its life time.

Performance Degradation Due to Migration (PDM)
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Fig. 1. Performance Degradation due to Migration (PDM) comparison.

2. Service Level Agreement Violation (SLAV)
Service Level Agreement violation (SLAV) is one of the most 

important metrics. SLAs [54] contains several parameters to satisfy 
MC users. So, the level of QoS is measured by and reduced by SLA 

violation. SLAV is calculated by Eq. 4.

SLAV = SLATH × PDM  (4)

where,

• SLAV is a percentage violation of Service Level Agreement.

• SLATH is the duration of the 100% CPU use of an active host.

• PDM is the performance degradation during VMs migration in 
percentage.

Fig. 2 is to show the comparative analysis of SLAV, and our 
proposed VM selection policy has reduced SLAV by 79.14% on an 
average compare to other approaches.
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Fig. 2. SLA violation (SLAV) comparison.

3. Number of VM Migrations (NVMG)
Migration of VM is an expensive process. The VM manager initiates 

VM migration during the VM placement at each time frame. The 
migrated VMs will possess some CPU time and network bandwidth 
on both source hosts and targeted hosts. So, VM migration may 
detrimentally influence the performance of hosts. It may increase the 
EC and SLA violation of the data center. Therefore, a limited number 
of VM migration is more desirable. A limited number of VM migration 
can reduce the total cost of the operation requested by MC users. It can 
also reduce the total EC and SLA violation of the cloud data centers.

Fig. 3 is to show the comparative analysis of the Number of VM 
migrations. The total number of migration of the proposed VM 
selection policy is 2.41. The average number of migration of the 
other compared policies is 22.89. The proposed VM selection policy 
has reduced VM migrations by 89.47% on average compared to other 
approaches mentioned above.

4. Number of Host Shutdowns (HSD)
The number of host shutdowns is a migration based metric. An 

enormous number of VM migration can increase host shutdowns 
and the energy consumption of MC data centers. If specific hosts are 
repeatedly switched on and off, it may increase the MC data centers’ 
EC and operational cost.

Fig. 4 is to show the comparative analysis of the number of host 
shutdowns of the proposed MdSSUR VM selection policy.

From Fig. 4, the proposed VM selection strategy has clearly limited 
the number of host shutdowns.
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Fig. 3. Number of VM migrations (NVMG) comparison.
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Fig. 4. Number of host shutdowns (HSD) comparison.

5. Total Energy Consumption (EC)
Nowadays, Total energy consumption becomes a key concern 

to researchers. Reducing MC data centers’ energy consumption 
with optimal SLA violations has become the main objective of the 
researchers because it has a massive impact on environments.

Fig. 5 is to show the comparative analysis of Total energy 
consumption. Fig. 5 indicates that our proposed VM selection policy 
has reduced energy consumption by 28.37% on an average compare to 
other baseline policies.

6. Energy and SLA Violation (ESV)
The EC and SLA violations of the MC data centers are the essential 

matrices. However, EC and SLAV are negatively correlated. The EC 
of MC data centers may typically be minimized by the expense of 
an increased amount of SLA violations. The resource management 
system is aimed at reducing EC and the SLA violations of MC data 
centers. It can be computed by Eq. 5. So, ESV established a relation 
between two negatively correlated matrices. 

ESV = EC × SLAV (5)
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Fig. 5. Total energy consumption (EC) comparison.

Fig. 6 is to show the comparative analysis of ESV. The ESV of the 
proposed MdSSUR VM selection policy is 1.62, and the average ESV of 
the other compared policies is 10.75. It indicates that our proposed VM 
selection has reduced ESV by 84.93% on an average compare to other 
approaches.
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Fig. 6. Energy and SLA Violation (ESV) comparison.

7. Total Execution Time (ET)
Total execution time (ET) is the time to complete an algorithm for a 

given workload. It determines the efficiency of the algorithms in terms 
of time. So, the throughput of the MC user’s request depends on the 
total execution time. If the total execution time can be minimized, the 
throughput of the MC user’s request will increase. It can also reduce 
the operational cost of the MC user’s request.

Fig. 7 shows the comparative analysis of total execution time, 
indicating that the proposed MdSSUR VM selection policy is much 
faster than other algorithms. The average execution time of the 
proposed MdSSUR VM selection policy is 50.1 milliseconds, and 
the average execution time of the other compared policies is 341.1 
millisecond. So, the total execution time significantly increased by the 
proposed MdSSUR VM selection to reduce the MC user’s request’s 
operational cost.
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Fig. 7. Total Execution Time (ET) comparison.

Table VI shows a comparative analysis of all the above mention 
metrics, and Table VII shows the average improvements rate of the 
proposed MdSSUR VM selection policy based on the above mention 
metrics.

TABLE VII. Average Improvement Rate of MdSSUR Policy

Metric Avg. Improvement Rate in %

Energy Consumption 28.37

SLA violation 79.14

Number of Migration 89.47

Energy and SLA violation 84.93

8. Workload Based Analysis
In this section, the evaluation of the proposed MdSSUR VM selection 

policy has been done with different workloads like 20110306, 20110403, 
and 20110420. These workloads result compared with the metrics like 
Energy consumption, Number of VM migration, and SLA violation. 
Fig. 8 depicts energy consumption with different workloads. The 
average reduction in EC of the proposed MdSSUR VM selection policy 
is 30.28%, 30.7%, and 33.22% compared to the other mentioned policies 
using 20110306, 20110403, and 20110420 workloads, respectively. 
The number of VM migrations mainly controls the overall cost of 
MC users. The number of VM migrations with various workloads 
shown in Fig. 9. The number of migrations significantly reduced by 
the proposed MdSSUR VM selection policy. It decreases on average 
by 87.42%, 90.98%, and 88.08% compared to the other mentioned VM 
selection policies using 20110306, 20110403, and 20110420 workloads.

En
er

gy
 C

on
su

m
pt

io
n 

(k
W

h.
)

Work Load

MdSSUR

0

50

100

150

200

250

MMT

MC

MU

MuMs

MxMT

MNCM

20110306 20110403 20110420

RS
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Minimal service level agreement violation increases the QoS 
provided by the MC service providers. Fig. 10 is to show the SLAV with 
different workloads. The average reduction of SLAV by the proposed 
MdSSUR VM selection policy is 70.45%, 78.3%, and 79.18% compared to 

TABLE VI. Comparative Analysis of MdSSUR VM Selection Policy With Renowned VM Selection Policies

VM Selection 
Policy

Energy in kWh. PDM (%)
SLAV 
× 10-5

Migration
× 103 Host Shutdw.

ESV
× 10-3

ExeTime in 
Milisec.

MdSSUR 109.5 0.0064 149 2.41 772 1.62 50.01

MMT 163.15 0.0793 463 27.632 5023 7.56 409.76

MC 150.33 0.0973 677 23.004 4084 10.18 350.7

MU 174.24 0.0724 592 29.555 5525 10.32 461.77

RS 149.33 0.0967 690 22.223 3981 10.3 318.91

MuMs 142.52 0.1018 580 19.744 3399 8.63 312.51

MxMT 147.69 0.1159 933.5 21.45 3822 13.81 304.91

MNCM 138.37 0.11 1064 16.62 3121 14.73 229.09
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the other mentioned policies using 20110306, 20110403, and 20110420 
workloads, respectively.

Thus, the proposed MdSSUR VM selection policy defeats other 
benchmark mentioned VM selection policies.
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Fig. 10. SLA Violation with different workloads.

VI. Conclusion

Optimal VM selection can decrease VM migrations and increase 
the throughput of the MC user’s request. The emission of greenhouse 
gases by the MC data centers all over the world needs to be decreased. 
This paper proposed a novel MdSSUR VM selection policy to reduce 
EC with minimal SLAV. The simulation results have shown that the 
proposed MdSSUR VM selection policy will scale back SLAV and 
enhance the system performance considerably whereas saving energy. 
This research plans to incorporate with the Internet of Things (IoT) to 
enhance the Cloud of Things (CoT) environment.
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