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I. Introduction

WITH the advent of digital means to share information, people are 
slowly abandoning paper as a medium and use digital devices 

and technologies instead. With the volume of processed information 
growing every day, businesses, organizations and public services adopt 
new digital technologies instead of paper documents. This transition 
brings a real need for scalable optical character recognition (OCR) 
systems capable of converting paper documents - handwritten or 
printed – into digital formats.

In addition to modern handwritten texts, there is a huge amount 
of historical documents in libraries and archives that have not been 
exploited yet. Systems capable of processing such manuscripts will 
be beneficial for building indexed databases and computer systems 
helping to preserve the cultural heritage that these documents represent, 
as well as easing the research process in historical libraries, which will 
be beneficial for researchers across disciplines.

OCR systems use many steps to process document images. In 
general, these steps can be summarized in four main steps, text blocks 
identifying, text lines segmentation, word segmentation, and finally 
character recognition. This is making the text lines segmentation a very 
important phase in the recognition process since the recognition rate 
depends strongly on it, as any error occurring at this stage will highly 
affect the recognition efficiency.

Most of the proposed solutions in the literature are based on 
Connected Components (CC) analysis. This type of approaches has 
shown some struggles dealing with low text-to-background contrast 
images such as historical manuscripts or damaged documents because 
of the binarization pre-processing as shown in [1], where binarization 

may ensue critical information loss. An approach based on less filtered 
data would offer better results on such documents. The CC analysis 
may also be an overkill when applied to well-structured text lines, like 
in the case of printed documents.

Human readers can identify text lines without knowing exactly 
their content or the language which they are written in. This can 
be noticed when the document is presented to the reader from a 
considerate distance. As a result, we can safely assume that the text line 
segmentation is based on identifying the interline space where each 
line is defined by their neighbors as previously stated in the watershed 
approach [2], where the authors used CC analysis in order to define 
the locations of high and low information density, recognizing the text 
areas from the empty interlines. In a similar way, the seam carving is an 
image processing tool based on the notion of identifying high and low 
information areas on an image. Relying on dynamic programming, this 
can offer better computation efficiency and can show new opportunities 
for developing more complex and efficient approaches. Additionally, 
the seam carving offers an additional layer of versatility as only the 
gray scale of the document image is used, which can make an OCR 
system capable of processing many types of documents.

The next chapters will discuss the seam carving technique, its text 
line segmentation implementation, and practical tests results. Firstly, 
an overview on related works will be conducted in the second chapter. 
Followed by a presentation of the seam carving technique and its use 
for text line segmentation, then in the fourth chapter, practical test and 
accuracy results will be conducted. Finally, the robustness of this seam 
carving approach is discussed with practical illustrations leading to 
conclusions and perspectives for future works.

II. Related Works

In general, there are two types of text lines segmentation systems: 
either by searching in a structural way for related physical units such as 
Connected Components, or through analyzing the documents in search 
for global image features.
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In the article [2], a watershed approach was used to detect text 
components locations then trying to find the best arranged parts to form 
text lines, following a local vision or as more commonly known as 
“bottom-up” analysis. The segmentation process begins by identifying 
the multiple text components present on the image, then the use of the 
watershed technique to split the document image into well-defined 
areas containing each component. These areas are then analyzed in 
order to clustering them into well-aligned text lines. The same can be 
said for the other [3] approach where a multi-agent system was used to 
process each step of the line segmentation from de-noising to dealing 
with touching components. In case of [4], the problem was modeled into 
a decision making situation. Starting from a text component, the system 
tries to find the best next text component to add to a collection until a 
text line is finally defined using a Markov Decision Process (MDP).
The work presented in [5] was also based on connected components 
analysis where text components are categorized into subsets according 
to their importance in defining potential text lines that are later 
analyzed using the Hough Transform. While the last works are based 
on text components detection, the approach used in [6] rely heavily on 
binarization of the document image in order to differentiate between 
text ink and blank spaces, these spaces are then used to define potential 
text blocks and text lines across the document.

In contrast, the methods using “top-down” analysis do not rely on rough 
estimations of physical components to detect text lines which require a 
binary representation of the document image. By using less filtered data 
avoiding binarization, these methods can extract more global features 
resulting in a better accuracy especially on handwritten documents using 
cursive styles like Arabic manuscripts or degraded documents showing a 
low text-to-background contrast as shown in [1] where the seam carving 
technique was used combined with a base line approximation technique 
in order to guide the seam carving process through the inter-line space. 
Unfortunately, the approach used was inefficient in case of informal 
handwritten documents where paragraphs and lines show a high amount 
of discord. [7] was a prior work to [1],and used the seam carving 
technique in a different context. The document image is first converted 
to binary representation, then a distance transform was used to measure 
distance separating the text ink (pixels), then by using this distance as 
energy, the seam carving technique was used to find the least cost seams 
passing through the text components. These approximations were then 
used to group the components into aligned text lines.

Interestingly, in [2] the authors used an hybrid approach to improve 
the system accuracy. Even if the analysis relies heavily on CC analysis, 
a projection profile analysis is used as an extension in order to help 
deciding which components are more likely to be from the same 
text line following a global vision of the document. This approach is 
based on watershed technique which relies on connected components 
analysis to create a similar image partitioning to the Voronoi diagram, 
where these partitions are then analyzed to merge them into text lines.

The practical tests showed that the watershed approach is efficiently 
accurate in most of the cases, but relying on CC analysis makes it 
highly inefficient in case of damaged or low-contrast documents. 
Additionally, the approach is hard to improve on, notably in case of 
runtime speedup using parallelization.

By using the seam carving technique, we were able to achieve better 
versatility which will offer new grounds to improve the segmentation 
accuracy and ability to build more complex systems.

III. Seam Carving and Line Segmentation

A. Seam Carving
The Seam Carving operator [8] was proposed first as a solution for 

resizing images. When re-targeting images, the classical way was to 

either stretch the image by interpolating data, cropping the image, or 
by manual processing.

 Seam Carving re-targets images automatically with the least 
distortion possible in order to preserve important areas dimensions, 
size ratios and details clarity in a content aware fashion. To achieve this 
goal, the method uses an energy map to calculate the least-cost seam 
to remove or duplicate. In more simple words, this seam travels from 
side to side through a path presenting the least of details on the image. 
The energy function used can be of several types such as gradient 
magnitude, visual saliency, and more.

B. Energy Map
In case of document images, the energy map must reflect accurately 

the position of pixels representing the text. One of the best energy 
maps is the gradient magnitude which offers good efficiency for low 
complexity, describing accurately the outline of text lines strokes. 
This map can be obtained by using a Sobel operator which is a matrix 
convolution of the original grayscale image by a weighted mask 
set adequately to get the local pixel gradient magnitude from the 
neighboring values.

After applying a Gaussian filter of a standard deviation σ for noise 
reduction purposes, the gradient magnitude is then computed using the 
simple energy function:

 (1)
with   the original document image converted to gray scale 

having n rows and m columns. This is done by calculating the Sobel 
operator for the vertical and horizontal axis by matrix convolutions:

 (2)

0 0 0

 (3)
After computing the energy map, a cost map is then computed using 

dynamic programming in order to deduce the least-cost path from one 
side of the image to the other.

C. Dynamic Programming
The cost map is generated from the energy map using a dynamic 

programming technique where each position on the cost map equivalent 
to the pixel position on the image has as value the sum of its own 
energy, and the least cost value of the 3 neighboring pixel positions 
from the last column processed:

 (4)
Where Ii,j designates the image value at the ith row and the jth column, 

with the origin at the upper left corner of the image, and C(Ii,j) the cost 
value of the position (i, j). To find the least-cost seam, the algorithm 
backtracks starting from the position with the minimum cost value on 
the last column of the cost map (Fig. 1).

The resulting seams have no constraints while path-finding as 
shown in Fig. 2. In the case of text lines, the seam calculation must be 
guided to not overlap potential text by staying in between the lines. For 
this purpose, medial seams are introduced to guide the seam carving 
process, using lines’ axis approximations.
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Fig. 1.  Example of the dynamic programming used for Seam Carving: the 
original energy map (a), computing the second column costs (b), calculating 
the last column costs (c).

Fig. 2.  Example of Seam Carving used on a manuscript image, where (a) is 
the original image, (b) the gradient magnitude of the image used as an energy 
map, (c) an intensity representation.

D. Medial Seams
The medial seams are approximations of the text lines axis 

computed by using a projection profile matching approach similar to 
the work presented in [9]. The image is split vertically into s slices of 
equal width w, then the energy map is used to approximate the axis 
positions on each slice. Calculating the projection profile is made 
by summing the values of the energy map for each row of the image 
slice, and finally extracting local maximum positions after smoothing 
the resulting data with a smoothing cubic spline filter (Fig. 3) using a 
smooth factor smoothFactor:

 (5)
Where n the number of rows present in the processed image, PP(i) 

is the projection profile value at the ith row, and smooth, the constraint 
used while calculating the smoothed spline SP, this constraint is 
defined as:

 (6)
Ensuring that the resulting smoothed histogram is true to the original 

as possible as it can be. Thus the smoothFactor can be considered as 

a maximal threshold limiting the difference between the original raw 
data and the smoothed representation.

Fig. 3.  The projection profiles of a document image slice, the smoothed cubic 
spline, and the local maximum positions found.

For each local maximums set of each slice, each local maximum 2D 
position is matched with the closest local maximum position from the 
adjacent slice using a distance matrix of size �1 × �2 computed by 
calculating the distances between each pair of local maximums from 
each pair of adjacent slices where �1 and �2 is the number of local 
maximums from each slice:

⎝

⎛
⋮ ⋮ ⋱ ⋮

⎠

⎞ ∈ ℝ

 (7)
di,j denotes the Euclidean distance between the position of the local 

maximum of index i from the first slice and the position of index j from 
the other adjacent slice. To match these local maximums, all positions 
pairs of distance di,j which values are simultaneously a minimum 
column-wise and row-wise on the distance matrix and where:

2 2

 (8)
are considered a matched pair of local maxima, and thus, the pair 

is considered as a piece representing the position of a text line axis 
passing over the two slices. The last constraint (8) translates as a skew 
degree limit (Fig. 4) while matching local maximums, with the value g

2 2⁄   equivalent to the cosine of a 45◦ angle. This value was inspired 
by the results of a neuroscience research in [10] answering questions 
about degraded text readability, showing a better reader response when 
the text skew angle is under 45◦ from the horizon in relation to the 
reader’s eye.

Fig. 4.  An example of the skew angle α between the 2nd and 3rd positions 
starting from the right on a single Arabic text line.

For deducing the complete lines axis approximations, the solution 
on [1] proposed a connected components analysis approach (Fig. 5) 
used to fuse piece-wise approximations with some drastic decisions 
to avoid problems such as ignoring any seam not starting from the 
first slice. This makes the algorithm inefficient in most of handwritten 
documents where text lines present noticeable irregularities.
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Fig. 5. Example of line extraction using the method on [1]: (a) the original 
image, (b) the piece-wise approximations detected represented as components, 
and (c) the resulting segmentation.

We propose a more numerical and geometrical approach, based on 
interline distances. After defining the matched maximums between 
all of the document image slices, the piece-wise approximations are 
assembled by matching extremities into full lines axis approximations 
using the algorithm on Fig.6, with an example shown on Fig.7.

In order to fuse discontinued lines and eliminate false positives in 
case of under-smoothing the projection profile histograms, all positions 
of each line are represented on a lines map, a sparse matrix of size � × �  
where � is the number of the vertical slices and � the number of lines 
detected, while filling the unavailable data with a blank value.

The blanks are then filled using interline distance approximation 
and the minimum interline distance minh defined as two thirds of h 
the median of the distances between each vertically adjacent local 
maximums positions.

Algorithm
     Input:
          Pieces: list of detected pieces sorted by column
     Output:
          Lines: list of detected lines axis approximations

for each piece in Pieces do
          unmatched ← True
          for each line in Lines do
               if line[-1]=piece[0] do
                    line ←Concatenate( line, piece )
                    unmatched ← False
                    break
               end if
          end for
          if unmatched = True do
               Lines ←Insert( piece, Lines )
          end if
end for

Fig. 6. Algorithm used for assembling the piece-wise approximations to generate 
full lines axis approximations. Where line[-1] represents the last element of the 
line.

Fig. 7. An example showing the execution of the proposed piece-wise 
approximation matching algorithm. The values used represent the 2D 
coordinates of the local maximums positions detected by the projection 
profile method.

This distance minh is inspired from the natural spacing of 
handwritten text lines (also in printed documents). To ensure an 
acceptable level of readability, a minimum distance must be kept 
between each two neighboring baselines (the virtual lines on which 
the text components forming text lines are arranged). Knowing that 
almost in every handwritten text, there is a number of characters that 
extend either upward or downward, these extending characters tend to 
be roughly 3/2 times taller than normal height characters, which makes 
the minimal distance between each two adjacent baselines around 2/3 
of the typical interline distance as shown in Fig. 8.

Fig. 8. The approximate minimum interline distance minh is equal to 2/3 of h, 
the typical distance between adjacent text lines’ axis across the text block.
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The interline distance between each consecutive line is calculated by 
measuring the mean distance between the position on the same column. 
If no consecutive positions exist, the distance is then calculated using 
the mean of the ordinate values of each line. Then comes the time to 
fill the missing values by using the interline distance between the filled 
line and the line above, without exceeding the value on the line under. 
A practical example and the algorithm are shown on Fig. 9 and Fig. 10.

Fig. 9. Example showing the process used for post-processing the lines axis 
approximations data to generate the lines map: (a) the initial sparse matrix, (b) 
the filled lines map, (c) the final lines map generated from (b) by merging the 
lines with the interline distance less than minh.

Algorithm
     Input:
          LinesMap: map of detected lines’ axis approximations
          IntDist: interline distances
     Output:
          LinesMap: the completed map

for each line(i) in LinesMap do
          for each value(i,j) in line(i) do
               if value(i,j) = NULL do
                    value(i,j) ← value(i-1,j)+IntDist[i]
                    if value(i+1,j) =/= NULL
                         and value(i,j) >= value(i+1,j) do
                         value(i,j) ← value(i+1,j)-1
                    end if
               end if
          end for
end for

Fig. 10. The algorithm used to fill the unavailable values on the lines map.

This new method showed better results than the one used in [1], and 
was able to process many documents exhibiting multiple irregularities, 
approximating the lines axis accurately. Fig. 11 shows the results when 
processing the same image used in Fig. 5.

Fig.11. Comparison between method [1] and the method proposed using the 
same parameters: (a) the original image, (b) the resulting seams from method 
[1], and (c) the result using the proposed method.

IV. Experimentation and Evaluation

To assess the accuracy of the proposed approach and to compare it 
to other methods, we faced a lack of test databases for gray-scale and 
color documents as it brings more challenges to define ground-truths 
in these cases.

Instead of developing a new database for gray-scale document 
images, we simply adapted the testing procedure proposed to the 
connected components oriented data base to suite our line extraction 
approach. This public dataset has 123 images of Arabic handwritten 
documents with a total of 1974 lines, available for download (Proximity 
Dataset, LMP Lab [11]). The method used to evaluate the performance 
of a system using this database is based on counting the number of 
matches between the extracted lines and the lines in the ground truth. 
And so, a criterion called Match Score is used to evaluate the number 
of detected zones according to the intersection of the sets of pixels on 
the results with those of the ground truth.

Unfortunately, this criterion is incompatible with the seam carving 
approach as the extracted lines are image stripes rather than connected 
components.

In order to circumvent the incompatibility issue, we used a new 
match score criterion MS2 in order to use the same approach of the 
harmonic mean F1-Score.

First, for each ground-truth of a document, we converted each line 
data into a set of pixels �j, then, for each line zone extracted �𝑖, the new 
matching score criterion becomes:

 (9)

 (10)
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 (11)

 (12)

 (13)

 (14)
Where   is the number of pixels from the ground truth detected 

on the zone extracted (True Positive pixels),  the undetected pixels 
from the line’s ground truth (False Negative pixels), and   the pixels 
from the ground truth of adjacent lines detected on the extracted zone 
(False Positive pixels). P corresponds to pixels that represent a zone 
and T is an operator that counts the number of pixels in each zone.

Finally, we continue the evaluation using the F1-Score (15) with the 
new criterion. If the MS2 score for a line is found above a threshold, it 
is counted as true positive TP. If the resulted lines do not match any line 
in the ground truth it is counted as false positive FP, the lines in the data 
set that are left unmatched are considered false negative FN.

 (15)

 (16)

 (17)
According to the tests, we obtained an F1-Score respectively of 

94.4% and 90.2% for the MS2-threshold values of 90% and 95%. Out 
of 123 varied images in terms of text density, writing styles, and skew 
angles, 18 images showed an MS2 score less than 90%.

This is mainly related to the parameters values choice. The more 
vertical slices used, the more the algorithm is able to sample the 
irregularities of the document image. On the other hand, the cubic 
spline smoothing factor is a more delicate parameter where excessive 
smoothing can discard crucial local maximums and less smoothing 
can induce more false detections. As an example, we manually tried 
multiple parameters to process one image of these 18 images. Table I 
shows the different results for different parameters values (see Fig. 12 
for visual results).

TABLE I. Results of using Different Parameter Values

Parameters F1-Score Execution 
time (sec)

s σ smoothFactor MS2 = 90%
(a) 15 15 0.02 68.75% 26.4
(b) 15 25 0.02 80.00% 27.4
(c) 15 20 0.02 92.86% 25.1
(d) 15 20 0.03 100% 24.9

Results of using different parameter values on the same document image. s, σ, 
and smoothFactor, are respectively the number of vertical slices, the standard 
deviation used by the Gaussian filter, and the smoothing spline factor. See Fig. 
12. (a), (b), (c), and (d) for illustrated results.

Fig. 12.  Segmentation results of the tests shown in Table I from (a) the worst 
score to (d) the best score of 100%.

On a side note, some images’ ground-truth on the dataset are not 
accurate. Some of these images show a text with a high amount of 
touching and overlapping components, but due to the way the ground 
truth is defined, the high redundancy of multi-labeled pixels makes the 
ground-truth nearly unusable (Fig. 13).Using a better quality dataset 
as a benchmark could reflect more accurately the efficiency of the 
proposed approach.
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Fig. 13.  Example of the overlapping components’ ground-truth (convex 
envelopes in green) and the redundant pixels represented in white: (a) the 
original image, (b) the reconstructed image from the ground truth.

Even if the accuracy is sensible to parameters values, most of the 
inaccuracy is caused by undetected text lines due to their considerably 
short length ranging from single words to simple punctuation symbols.

Choosing different parameters manually for the 18 images, showed 
a non-negligible improvement of the detection rate. Table II compares 
the score of the proposed method with other methods tested on the 
same data set.

TABLE II. Results of Different Methods

Methods F1-Score
MS2 = 90% MS2 = 95%

Souhar et al. [2] Not Reported 93.3%
Boulid et al. [3] 97.4% 94.3%
Boulid et al. [4] 95.8% 90.5%
Kumar et al. [12] 95.6% 90.9%
Kumar et al. [13] 98.8% Not Reported
Zhang et al. [14] 98.41% Not Reported
The proposed method 97.5% 93.4%

Results of different methods obtained on the original data in (Proximity 
Dataset, LMP Lab [11]).

In case of the matching score threshold of 90%, the precision and 
recall were respectively 98.44% and 96.39%. This shows that the 
proposed approach only suffers from false negatives due to the slices 
width that can exceed text lines length is some cases, making the 
detection of such lines impossible during the projection profile maxima 
matching step.

V. Robustness

The text lines segmentation using seam carving use a global 
approach giving it more flexibility for adapting to various situations 
making it a language-independent method. It can tolerate different 
degrees of writing irregularities such as skew angles, irregular writing 
size, line discontinuities and low text-to-background contrast, frequent 
problems faced while processing handwritten document images and 
historical manuscripts (Fig. 14).

Fig. 14:  Examples showing the seam carving text line segmentation on 
challenging documents: (a) damaged Arabic manuscript, and (b) a gray scale 
printed document with irregular font types and sizes.

In Fig. 15 many segmentation examples are shown. The method can 
be applied to languages written horizontally such as Arabic (right to 
left) or Latin (left to right), but also to exotic languages like Japanese 
and Chinese scrolls written vertically. This is simply achieved by using 
a transposed copy of the document image as input, and converting the 
horizontal seams to vertical seams afterwards like on Fig. 15. Another 
way is to calculate the cost map vertically instead of horizontally, in 
order to compute the vertical least-cost separating seams.

Fig. 15.  Examples showing the adaptability of the seam carving text line 
segmentation, by processing documents of different languages, (a) Arabic 
manuscript, (b) Japanese scroll, and (c) Latin manuscript.

In case of binary document images, the Gaussian filter used for a 
noise reduction purpose before the gradient magnitude is computed, 
can affect the results. By increasing the Gaussian filter’s kernel size 
it’s possible to dilate the high energy areas, fusing the diacritics to the 
nearest text line and adding more clearance between the separating 
seam and the actual lines. Bigger kernel size, means less details are 
processed while computing the energy map.
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To avoid this inconvenience, a small kernel size can be used only to 
reduce the image noise, then after computing the energy map, another 
Gaussian filter with a bigger kernel size can be applied on the energy 
map to dilate the high energy areas, an example is shown on Fig. 16 
demonstrating the effect.

In the proposed implementation, the kernel size ksize of the Gaussian 
filter is dynamically calculated relatively to the standard deviation σ :

 (18)
ensuring that the resulting convolution matrix can sample the 

variations of the Gaussian bell.

Fig. 16.  The kernel size of the Gaussian filter used for a noise reduction 
purpose, can affect the result on document images with very high text-to-
background contrast such as binary images: (a) use of a small kernel size can 
result in wrong segmentation of diacritics, this can be avoided by using a 
bigger kernel size (b).

VI. Conclusion

The seam carving approach to text line segmentation is an agile 
method that can be applied to different styles of writing whether it 
be printed or handwritten, and in different languages, which makes 
it a language-independent approach, and able to process multilingual 
documents.

It must be mentioned that the detection rate of the seam carving 
segmentation proves its efficiency and adaptability to the different 
handwriting styles present in the benchmarking dataset used, showing 
promising results.

In future works, we intend to improve this method on several points, 
notably improving the runtime performance of the implementation by 
using parallelism and simplifying the algorithm parameters choice 
based on each document image features, adding additional robustness.
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