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Abstract

We have limited understanding of why reviewers tend to strongly disagree when scoring the

same research proposal. Thus far, research that explored disagreement has focused on the char-

acteristics of the proposal or the applicants, while ignoring the characteristics of the reviewers

themselves. This article aims to address this gap by exploring which reviewer characteristics

most affect disagreement among reviewers. We present hypotheses regarding the effect of a

reviewer’s level of experience in evaluating research proposals for a specific granting scheme,

that is, scheme reviewing experience. We test our hypotheses by studying two of the most im-

portant research funding programmes in the European Union from 2014 to 2018, namely, 52,488

proposals evaluated under three funding schemes of the Horizon 2020 Marie Sklodowska-Curie

Actions (MSCA), and 1,939 proposals evaluated under the European Cooperation in Science and

Technology Actions. We find that reviewing experience on previous calls of a specific scheme sig-

nificantly reduces disagreement, while experience of evaluating proposals in other schemes—

namely, general reviewing experience, does not have any effect. Moreover, in MSCA—Individual

Fellowships, we observe an inverted U relationship between the number of proposals a reviewer

evaluates in a given call and disagreement, with a remarkable decrease in disagreement above

13 evaluated proposals. Our results indicate that reviewing experience in a specific scheme

improves reliability, curbing unwarranted disagreement by fine-tuning reviewers’ evaluation.
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1.Introduction

Grant funding represents a major channel of resources for research

activity. However, the evaluation of the quality and potential impact

of research proposals presents several challenges. Scholars have

explored factors that affect evaluation scores and may hinder the

identification of the best proposals. For example, Boudreau et al.

(2012) found a negative bias towards novel research proposals in

medicine, and several studies showed that interdisciplinary pro-

posals have a lower chance of receiving funding (Laudel 2006;

Sandström and Hällsten 2008; Bromham et al. 2016; DFG 2016).

Scholars debate whether the gender of the applicant significantly

affects research proposal evaluation and related funding opportuni-

ties (Mutz et al. 2012a; Van der Lee and Ellemers 2015; Volker and

Steenbeek 2015). Reviewers in general give lower scores when

VC The Author(s) 2021. Published by Oxford University Press. All rights reserved. For permissions, please email: journals.permissions@oup.com 1

Research Evaluation, 2021, 1–12

doi: 10.1093/reseval/rvab011

Article

D
ow

nloaded from
 https://academ

ic.oup.com
/rev/advance-article/doi/10.1093/reseval/rvab011/6256233 by European C

om
m

ission D
G

 R
esearch & Innovation user on 29 April 2021

https://orcid.org/0000-0002-0162-6289
https://academic.oup.com/


applicants belong to a different scientific domain, and higher scores

when they have a conflict of interest with the proposal (Tamblyn

et al. 2018). Furthermore, early funding is an asset for acquiring

later funding, regardless of scientific achievements, suggesting a

‘rich-club’ or ‘Matthew’ effect (Bol et al. 2018).

A major issue in the evaluation of research proposals is low in-

ter-reviewer reliability (IRR), namely, a high level of disagreement

between reviewers in the score assigned to the same research pro-

posal (Hodgson 1997; Jayasinghe et al. 2003; Mayo et al. 2006;

Marsh et al. 2008; Mutz et al. 2012b; Pier et al. 2018). This problem

also occurs in peer review of scientific articles (Cicchetti 1991;

Bornmann et al. 2010; Bornmann and Daniel 2010) and it is known

as the ‘luck of the reviewer draw’, meaning that the fate of a manu-

script is largely predetermined by the selection of reviewers (Cole

and Simon 1981).

While some level of disagreement between reviewers is arguably

unavoidable and even desirable, unwarranted sources of disagree-

ment can be harmful because they threaten the ability to identify the

best proposals,1 in addition to the legitimacy of grant evaluation as

a procedure to allocate resources (Roumbanis 2019). Existing re-

search suggests that specific traits of the proposal, the applicants,

and the reviewer(s), may affect the level of disagreement in the

evaluation of a proposal. Disagreement is stronger for proposals in

the Social Sciences and Humanities than in other disciplines

(Mallard et al. 2009; Lamont and Huutoniemi 2011; Mutz et al.

2012b; Pina et al. 2015). Disagreement between reviewers may de-

pend on the fact that reviewers have different scientific expertise and

backgrounds, affecting their assumptions about appropriate goals,

methods, and theories. It may also be due to differences in their indi-

vidual preferences, or differences in the biases affecting reviewers’

evaluations: in general, for example, towards higher or lower scores

or towards a specific proposal (Marsh et al. 2008). Moreover, sev-

eral studies found that strictness or leniency in evaluation systemat-

ically vary as a function of the social categories to which reviewers

belong (Lee et al. 2013), with variations observed by gender—that

is, female reviewers being stricter than their male colleagues

(Jayasinghe et al. 2003; Borsuk et al. 2009; Lane and Linden 2009;

Wing et al. 2010), disciplinary affiliation (Lee and Schunn 2011),

and nationality (Wood 1997; Marsh et al. 2008).

However, while such differences in peer evaluations may repre-

sent sources of contamination or error in assessments of a submis-

sion’s true quality value (Marsh et al. 2008), research exploring

what factors affect disagreement in project evaluation did not yet

consider the individual characteristics of the reviewers. In fact, the

key limitation of the existing research is that disagreement has been

explored at the proposal level, hence focusing on the characteristics

of the proposal or the applicants while neglecting the characteristics

of the reviewers themselves.

This article aims to address this gap by studying disagreement at

the reviewer level, exploring which characteristics of the reviewers af-

fect reliability of evaluation; most importantly a reviewer’s level of ex-

perience in evaluating research proposals of a specific granting scheme.

We do this by studying two of the most important research fund-

ing programmes in the European Union from 2014 to 2018, namely,

52,488 proposals evaluated under three funding schemes of the

Horizon 2020 Marie Sklodowska-Curie Actions (MSCA), and

1,939 proposals evaluated under the European Cooperation in

Science and Technology (COST) Actions.

In the next section, we present our hypotheses on how reviewing

experience affects reliability. Section 3 presents the data and method,

and the results are described in the Section 4. In the final section, we

discuss the article’s main findings, their theoretical and practical

implications, and suggest ways to improve reliability of research pro-

posal evaluation.

2.Theoretical framework

2.1 Reliability in grant evaluation
IRR has been mainly studied in the context of peer-reviewed journal

manuscripts. In their seminal study, Peters and Ceci (1982) resub-

mitted 12 articles that had been previously published and 8 were

rejected. Review articles of Cicchetti (1991) reported a very low

IRR ranging from 18% (or 82% of disagreement in reviewers’ rec-

ommendations) to 57%, whereas Weller’s (2001) reported peer

agreement from 14 to 98%, with an average of 49%. Disagreement

is typically stronger in Social Sciences and Humanities journals, and

more consensus is observed in certain hard sciences (specialized

physics) than in others (general physics, medicine, and the behav-

ioural sciences) (Cicchetti 1991), which may depend on the fact that

disciplines have different degrees of consensus on research priorities,

appropriate research methods, and theories (Hargens 1988, 1990).

Relatively little research has specifically focused on the IRR be-

tween the reviewers of research grant proposals. The evaluation of

research proposals typically encompasses a first phase where

reviewers independently assess and score the proposal, without any

contact among them, followed by a second ‘consensus’ phase lead-

ing to the final score, typically with reviewers discussing and finally

agreeing. IRR in proposal evaluation refers to the extent to which

individual with independent reviews of the same proposal agree

with each other. Studies that have looked at the grant application re-

view process have reported low agreement in medical research

(Mayo et al. 2006), and in the cross-disciplinary Australian

Research Council (Marsh et al. 2008). Hodgson (1997) submitted

the same 256 proposals simultaneously to two agencies and found

that the level of agreement in the evaluations of the two agencies

was only slightly above the agreement expected from two random

sets of evaluations. Pier et al. (2018) studied 43 individual reviewers’

ratings and written critiques of the same group of 25 National

Institute of Health grant applications; they found no agreement

among reviewers either in the qualitative and quantitative evalua-

tions of the same proposal, or in how reviewers ‘translated’ a given

number of strengths and weaknesses into a numeric rating. Mutz

et al. investigated a sample of more than eight thousand grants sub-

mitted to the Austrian Science Fund and reported discipline-depend-

ent and generally low levels of reviewer agreement (Mutz et al.

2012b).

Jayasinghe et al. (2003) found that some traits of the applicants

(e.g. status of the university of affiliation) and of the reviewer (e.g.

being professors or not) systematically affected evaluation scores of

proposals to the Australian Research Council. In later studies

(Jayasinghe et al. 2006; Marsh et al. 2008), they argued that a major

factor contributing to low IRR in grant evaluation is that each review-

er only scores one or a few submissions. In response, they proposed

and tested a ‘reader system’ in which a reader (i.e. reviewer) reads the

first proposal, and then a second proposal. After comparing the two,

the reviewer rates the first proposal before moving onto the third, and

rating it in comparison with the second, and so on until the last pro-

posal. They found that the system substantially increased IRR.
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Disagreement in grant proposal evaluation is not necessarily

problematic. Relying on several reviewers, instead of one reviewer,

ensures that there is an integration of different views and opinions

(Olbrecht and Bornmann 2010). Two or more experts have access to

different resources and information than one expert, so their combined

assessment is more likely to reflect an academic debate. Consequently,

some level of disagreement may indicate that experts represent various

views on what is good and valuable research (Langfeldt 2001), whereas

in certain cases very high agreement can signal that the pool of

reviewers is not diverse enough, leading to redundant information

(Bailar 1991). At the same time, very high disagreement between

reviewers is undesirable. If reviewer scores are hardly related, the legit-

imacy and validity of the peer review process are in danger, and the ef-

ficiency of the panel-phase in project proposal evaluations is at stake.

Low IRR potentially undermines the ability to achieve agreement dur-

ing the consensus phase, it threatens the procedure’s objectivity, and

impacts the reviewer’s reflection of the funding agency’s priorities (Tan

et al. 2016; Derrick and Samuel 2017).

Therefore, disagreement may be due to different legitimate scien-

tific perspectives on a proposal, but it is also important to curb un-

warranted sources of low IRR. For example, if reviewers put very

little effort into an evaluation, their scores will be somewhat ran-

dom, and IRR will be low. Another important factor that may re-

duce IRR is the reviewers’ lack of experience in evaluating a specific

scheme. In a similar case, reviewers may have a vague idea, for ex-

ample, of the evaluation criteria and the standard of quality in that

specific evaluation context. The next paragraph explores why evalu-

ation experience may improve IRR.

2.2 Reviewer’s experience in evaluation and reliability
While striving for objectivity, science is characterized by different

paradigms, perspectives, and complexities, which makes it difficult

to agree on the value of a scientific claim (Kuhn 1962). Judging a sci-

entific proposal is further complicated by the fact that it concerns re-

search that will be developed and will produce results in the future,

and reviewers must rely on the limited information available in a re-

search proposal to predict its future success (Hemlin 2009). It is

therefore not surprising that reviewers often disagree when scoring

the same proposal.

To cope with the challenge of identifying the best proposals and to

reduce the role of chance, agencies rely on expert reviewers. In fact, a

prerequisite of a valid evaluation is in fact that the reviewer masters the

content of the proposal, and that they are familiar with the research

proposed, the theory, and the methods discussed. At the same time,

proposals often entail a wide spectrum of expertise and a single review-

er may not be equipped to assess every aspect (Laudel 2006).

Therefore, agencies typically rely on several reviewers, under the as-

sumption that they will provide complementary insights, leading to an

overall improvement in the ability to identify the best proposals.

The evaluation of a research proposal, however, is not the mere

sum of reviewers’ individual assessments based on their own scien-

tific expertise, tastes, and heuristics. Through the experience gained

from repeated evaluations of a specific funding scheme, the reviewer

gains knowledge of three points of reference when judging and scor-

ing a proposal, namely: (1) the objectives and evaluation criteria of

a specific funding scheme; (2) the quality of proposals in that specif-

ic context; (3) the judgements and scores given by the other

reviewers on similar past proposals.

First, while there are similarities across different funding schemes

regarding the format of proposals and the evaluation criteria, each

funding scheme also has specific objectives, and the funding agencies

tailor their evaluation procedures accordingly. Through repeated

evaluations, a reviewer becomes increasingly familiar with such idio-

syncratic elements. In fact, higher IRR occurs when the evaluation

priorities of the funding agency and those of the reviewers are

aligned (Abdoul et al. 2012).

Secondly, consistency is the prime principle of human action,

meaning that if two cognitive structures (e.g. evaluations) are logic-

ally inconsistent, arousal is increased due to cognitive dissonance,

which activates processes aimed to increase consistency and reduce

conflict in behaviour (Gawronski 2012). Therefore, through

repeated evaluations, the reviewer can use the proposals already

evaluated as a benchmark, in order to provide consistent scores

across proposals. Consider, for example, a reviewer that evaluates a

proposal as good and assigns a score of 8/10; then, she evaluates a

second proposal also as good—yet slightly better than the first, so

she can refine her judgement and provide a slightly higher score.

Finally, individual evaluations are typically followed by a discus-

sion between reviewers to reach a final score. As shown by Steiner

Davis et al. (2020), during this phase, reviewers typically observe

other reviewers to determine what they find important in a proposal,

and how they structure their assessment. There are also opportuni-

ties to interact with more experienced panellists and learn from this

discourse.

In summary, through repeated evaluations, a reviewer embarks

into socialization and learning process that is expected to gradually

align the assessment of proposals to the specific evaluation context.

As a result, evaluation scores will not only be affected by personal

conceptions of value, but also by the objectives and criteria of the

specific funding scheme, the quality of the proposals typically sub-

mitted to a funding scheme, and the way other reviewers in that con-

text typically judge and score proposals. In turn, this process is

expected to mould a reviewer’s evaluation and scoring towards the

correct way of reviewing proposals in each specific evaluation con-

text. If we assume that the mean of individual scores approximates

the ‘correct’ score in that context, then reviewers that have eval-

uated a greater number of a scheme’s proposals will tend to provide

scores closer to the mean of individual scores.

Hypothesis 1: A reviewer’s number of proposals evaluated in

past calls of a research funding scheme decreases the disagree-

ment with the mean of a proposal’s the individual scores.

In the time between two calls, a reviewer’s memory and experi-

ence may partially fade. Therefore, reliability may not only be

affected by the number of proposals already evaluated in previous

scheme calls, but also by the number of proposals evaluated in an

ongoing round of evaluation.

However, increasing the number of proposals evaluated in a call

arguably unleashes two counteracting effects. On the one hand,

making repeated judgements or decisions depletes individuals’ ex-

ecutive function and mental resources (Muraven and Baumeister

2000; Pocheptsova et al. 2009), and cognitive fatigue leads to

decreased attention and poor information processing (van der

Linden et al 2003 ; Boksem et al 2005), which is detrimental to indi-

viduals’ judgements and decisions, even those of experts, like judges

(Danziger et al. 2011) and physicians (Linder et al. 2014).

Therefore, increasing the number of proposals evaluated in a call

may gradually reduce the effort and time that a reviewer can
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dedicate to each evaluation. This will arguably reduce accuracy and

increase the gap between an appropriate score in that context, thus

increasing divergence from the mean of the individual scores. On the

other hand, comparison is a key leverage of learning (Alfieri et al.

2013; Patterson and Kurtz 2020), and by evaluating more proposals,

a reviewer can make more comparisons between them and provide

more accurate evaluations. This effect is arguably exponential, as

judging one proposal enables zero comparisons, judging two pro-

posals allows one comparison, judging three proposals allows three

comparisons, judging four proposals allows six comparisons, judg-

ing five proposals allows 10 comparisons, and so forth.

In turn, we expect that:

Hypothesis 2: A reviewer’s number of proposals evaluated in the

current call of a specific scheme has a linear positive effect (in-

crease) and a negative quadratic effect (decrease) on the disagree-

ment with the mean of a proposal’s individual scores.

3. Data

3.1 MSCA and COST programmes
The Horizon 2020 MSCA is one of the European Union research

flagship programmes promoting researchers’ mobility. MSCA com-

prehends of four research funding schemes: doctoral training re-

search networks (ITN); individual postdoctoral fellowships (IF);

international and intersectoral staff exchanges between cooperating

organizations, aimed to turn creative ideas into innovative products,

services or processes (RISE); and co-funding of doctoral and post-

doctoral programmes at the regional, national, and international

level (COFUND).

The COST is the oldest pan-European framework for funding in

science and technology. It was created in 1971 with the idea to con-

nect national research systems through transnational networks,

called ‘COST Actions’. The proposals are developed by a group of

researchers, and they can combine many disciplines.

There are some similarities and differences regarding the evalu-

ation process of MSCA and COST proposals.

In MSCA, for all but the COFUND scheme, applicants select one

of the eight scientific panels that best match their proposal’s field of

expertise. Moreover, to facilitate the matching of proposal and re-

viewer expertise, applicants and reviewers were asked to select a set

of ‘descriptors’2 from a discipline classification system structured in

panels, subpanels, and descriptors. In COST, the proposals are

pooled in a common pot, and there are no panels. The applicants se-

lect up to five research areas of expertise that are relevant for the

proposal (equivalent to the ‘descriptors’) from a discipline classifica-

tion system structured into fields, subfields, and areas. Each review-

er identifies one area of core expertise and—optionally—other areas

of high and medium expertise.

MSCA and COST reviewers are suggested by algorithms, which

look for matches between the expertise of the reviewer and the ex-

pertise (descriptors) marked in the proposal. The final selection is

performed by MSCA3 and COST staffs who vet the reviewers for

conflicts of interest, and they assure that expertise for all (or most)

areas are covered.

Three reviewers (in rare cases four) evaluate each proposal indi-

vidually and independently, resulting in three individual evaluation

reports, and later through a consensus discussion among the

reviewers, a consensus report is produced with a final score.

Proposals are evaluated based on three criteria: (1) scientific excel-

lence; (2) expected impact; and (3) proposed implementation. Each

criterion is divided into several sub-criteria and is rated on a scale of

0 (fail) to 5 (excellent).4 In IF, evaluations consider the proposal and

the CV of the applicant, whereas the other schemes only focus on

the proposal’s content. MSCA evaluations are single-blind (i.e.

reviewers know the identity of the authors, but not vice versa),

whereas COST evaluations are double-blind (i.e. both reviewers and

applicants’ identities are unknown to each other).

In MSCA, each reviewer receives all the proposals at once and is

given a timeframe for completing their assessment and proposal

scoring. Therefore, the reviewer has some flexibility in deciding

whether to read all the proposals at once, or sequentially. In COST,

reviewers receive, evaluate, and score each proposal individually, ra-

ther than reviewing in a batch.

The final score is then converted on a scale from 0 to 100 in

MSCA and 0 to 65 in COST.5 The final step occurs when groups of

proposals are reviewed by ad hoc review panels—which in rare

instances can suggest changes in the consensus report and score. In

COST, the proposals with the highest scores are automatically

selected from the pool of proposals at large,6 whereas in MSCA, the

highest scores within each panel are selected.

3.2 Sample
The sample of MSCA data includes 52,230 proposals (43,250 for

IF, 7,460 for ITN, and 1,520 for RISE) covering the first 5 years of

Horizon 2020 (2014–2018). These projects received 129,838 evalu-

ation scores in IF, 23,979 in ITN, and 4,560 in RISE. A group of

6,165 unique reviewers completed 158,377 evaluations for all three

MSCA schemes. COFUND is not included in our study. Overall,

9,669 proposals were funded, although the success rates vary from

10.2% (ITN) to 19.3% (IF) and 35.9% (RISE). The sample for

COST evaluations includes data from five calls, between March

2015 and September 2017, for a total of 1,939 proposals, and 5,821

evaluations conducted by 3,244 reviewers. Overall, 166 proposals

have been funded (8.5%).

3.3 Variables
3.3.1 Dependent variable

Past studies examined reviewers’ disagreement at the proposal level,

using measures such as the standard deviation of the scores and the

intraclass correlation coefficients (Mutz et al. 2012b). We employ a

measure at the reviewer level, namely, the extent to which a

reviewer’s evaluation of a proposal deviates from the mean of the in-

dividual scores of the proposal. This measure explores how both

proposal and reviewer traits affect disagreement. Formally, for each

evaluation Scoreij of a proposal i, performed by a reviewer j, we cal-

culate disagreement Dij as:

Dij ¼ jScoreij �

Pn

j¼1

Scoreij

n
j

where n stands for the number of reviewers j in a specific project i.

As we take the absolute value of the differences, the resulting vari-

able represents the difference from the mean evaluation scores, inde-

pendent of the direction.

Table 1 includes descriptive statistics on reviewers’ disagreement

in three MSCA schemes, and in COST. Within MSCA, disagreement

is stronger on average in RISE than IF and ITN. The large
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disagreement in the RISE may be due to the intersectoral nature of

the funding scheme, including academic and non-academic benefi-

ciaries, implying more diversity in methods and approaches, and

more difficulty in reaching agreement in reviewer scores.

Disagreement in COST is stronger than in MSCA: 7.46 points

on a 0–65 scale, compared with 7.14–8.40 points on a 0–100 scale.

One possible reason is that reviews in COST are double-blind, while

MSCA is not. However, while one might expect single-blind

reviewers to agree more than double-blind reviewers, for instance,

because they would tend to share a preference for proposals by fam-

ous authors, Tomkins et al. (2017) found in a study of journal peer

review that the agreement of single-blind reviewers is not signifi-

cantly superior to the agreement of double-blind reviewers.

3.3.2 Independent variables

The level of experience with evaluation in a funding scheme—mean-

ing the number of proposals evaluated—is our main predicting

factor.

In the MSCA dataset, we identify four variables of experience,

by distinguishing between the evaluation experience within the spe-

cific funding scheme of the evaluated proposal (e.g. IF) and the ex-

perience in other MSCA funding schemes (e.g. RISE plus ITN), and

between experience in the current call from the sum of experiences

in previous calls.

As the COST dataset only includes one research funding scheme,

we only distinguish between experiences in the current call versus

the sum of past experiences in previous calls.

Descriptive properties of the different experience variables are

included in Table 1. In COST, experts review, on average, less than

two proposals per call and have evaluated just one proposal in previ-

ous calls. Reviewer experience is much higher in MSCA schemes.

Current within-scheme experience is higher in IF (on average 15.46)

than in ITN (8.65) and RISE (8.79).7 Previous calls within-scheme

experience is much higher in IF (on average 12.31) than in ITN

(6.40) and RISE (4.11).

3.3.3 Control variables

3.3.3.1 Reviewer characteristics. We consider several variables rep-

resenting reviewer’s characteristics that may affect evaluation scores

and hence, indirectly, the level of disagreement with other reviewers.

A reviewer’s assessment can be affected by personal biases, such

as the propensity to give high or low scores in general and/or to pro-

posals or applicants with given traits. We consider two demographic

traits, namely, gender and age that may be associated with some sys-

tematic or idiosyncratic biases. In the MSCA dataset, we also in-

clude a third indicator for industrial experience (yes or no), which is

not available in the COST dataset.

In addition to the main effect of these individual characteristics,

we also tested the effect of a proxy for similarity–difference of these

traits with other proposal reviewers, and an interaction of this index

with the main effect of the individual trait. This tests whether similarity

in individual characteristics among the reviewers is associated with

lower disagreement, and whether this similarity effect is different de-

pending on the gender, industrial experience, and age of the reviewers.

Gender similarity is calculated for each proposal i and each re-

viewer j as the number of reviewers in proposal i with same gender

as j, divided by the total number of reviewers for proposal i.

Likewise, for industrial expertise similarity, we divided the number of

reviewers in proposal i with the same industrial expertise as j by the

total number of reviewers in proposal i. The result is a proportion,

where 0 indicates no similarity at all, and 1 indicates perfect similar-

ity. Age similarity for each proposal i and each reviewer j is given by

the average age difference with other reviewers in proposal j.

Descriptive statistics of these variables are included in Table 1.

The mean age of a reviewer is very similar in COST and the three dif-

ferent MSCA schemes, ranging between 47.60 and 49.40. The gender

distribution shows a small overrepresentation of male reviewers in

the MSCA schemes (between 53.31 and 55.87%), and a larger gender

gap in COST, where male reviewers represent 63.55% of the total

sample. Industrial expertise of reviewers is quite common among

RISE reviewers (51.43%), less among ITN reviewers (47.03), and sig-

nificantly less among IF reviewers (34.44%). These numbers probably

reflect that within RISE- and to a lesser extent ITN, proposals are typ-

ically more industry-oriented than in IF.

3.3.3.2 Proposal characteristics. Discipline profile. A reviewer’s sci-

entific background impacts their understanding of what are consid-

ered to be the appropriate research objectives, contributions,

theories, and methods of a proposal, meaning the extent to which

reviewers share mutual understanding will affect the level of dis-

agreement. As the Social Sciences are more fragmented than the

Natural Sciences when it comes to understandings of appropriate

goals, theories, and methods (Whitley 2000), such fragmentation

may contribute to higher levels of disagreement for the evaluation of

proposals in the Social Sciences (Mallard et al. 2009; Lamont and

Huutoniemi 2011; Mutz et al. 2012b; Pina et al. 2015).

We construct the variables to measure the disciplinary profile of

the proposals. For the MSCA scheme, we consider the panel to

which the proposal is submitted.8 For COST, each proposal classi-

fies a maximum of five specialization areas from six broad disciplin-

ary fields; the variable measures the disciplinary focus of the

proposal as the share of areas in each of six disciplinary fields.

Table 1 shows the distribution of the proposals among the different

panels of MSCA, and the average disciplinary focus for each of the

six fields in COST. These figures show that within MSCA, the pro-

portion of proposals in each panel differs substantially. For ex-

ample, the most popular panel within IF is Life Sciences, while the

most popular in ITN and RISE is Information Sciences and

Figure 1. Distribution of reviewer experience (number of proposals eval-

uated) in the current call by funding scheme.
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Table 1. Descriptive statistics

Variable

MSCA COST

IF ITN RISE

Evaluation level N¼ 129,838 23,979 4,560 5,821

Reviewers’ disagreement Scale: 0–100 0–65

Mean (standard deviation) 7.41 (6.31) 7.13 (5.99) 8.70 (7.01) 7.46 (5.83)

Median (Q1–Q3) 5.80 (2.67–10.40) 5.67 (2.67–10.00) 7.00 (3.33–12.47) 6.00 (3.00–10.67)

Min–Max 0.00–61.00 0.00–56.20 0.00–49.93 0.00–36.00

Scheme experience: PREVIOUS CALLS

Mean (SD) 12.31 (17.16) 6.40 (9.19) 4.11 (6.98) 0.99 (2.51)

Median (Q1–Q3) 0 (0–21) 0 (0–10) 0 (0–9) 0.00 (0–1)

Min–Max 0–87 0–46 0–37 0–27

Scheme experience: CURRENT CALL

Mean (standard deviation) 15.46 (5.61) 8.65 (2.69) 8.79 (1.49) 1.88 (1.37)

Median (Q1–Q3) 15 (11–20) 9 (7–10) 9 (8–10) 1 (1–3)

Min–Max 1–30 1–16 2–12 1–12

Other schemes experience: CURRENT CALL

Mean (SD) 1.21 (3.27) 5.44 (7.78) 8.10 (9.67) –

Median (Q1–Q3) 0 (0–0) 0 (0–11) 0 (0–15) –

Min–Max 0–24 0–36 0–39 –

Other schemes experience: PREVIOUS CALLS

Mean (SD) 0.92 (4.23) 6.28 (14.25) 8.24 (16.29) –

Median (Q1–Q3) 0 (0–0) 0 (0–0) 0 (0–12) –

Min—Max 0–59 0–89 0–110 –

Gender overlap

Mean (SD) 0.53 (0.36) 0.54 (0.35) 0.53 (0.36) 0.57 (0.40)

Median (Q1–Q3) 0.50 (0.50–1) 0.50 (0.33–1) 0.50 (0.5–1) 0.50 (0.50–1)

Missing (%) 629 (0.48) 487 (2.03) 576 (12.63) 880 (15.12)

Industrial expertise overlap

Mean (SD) 0.59 (0.38) 0.53 (0.35) 0.54 (0.37) –

Median (Q1–Q3) 0.50 (0.5–1) 0.50 (0.33–1) 0.50 (0.50–1) –

Missing (%) 629 (0.48) 487 (2.03) 576 (12.63) –

Proposal level N¼ 43,250 7,460 1,520 1,939

Panel

Chemistry (%) 5,289 (12.23) 866 (11.61) 142 (9.34) –

Economics (%) 1,059 (2.45) 88 (1.18) 72 (4.74) –

Information Sciences and Engineering (%) 5,199 (12.02) 2,279 (30.55) 462 (30.39) –

Environment and Geosciences (%) 5,598 (12.94) 903 (12.10) 204 (13.42) –

Life Sciences (%) 1,1401 (26.36) 2,015 (27.01) 231 (15.20) –

Mathematics (%) 981 (2.27) 102 (1.37) 47 (3.09) –

Physics (%) 4,671 (10.80) 545 (7.31) 151 (9.93) –

Social Sciences and Humanities (%) 9,052 (20.93) 662 (8.87) 211 (13.88) –

Field focus

Natural Sciences (mean–SD) – – – 0.25 (0.36)

Engineering and Technology (mean–SD) – – – 0.22 (0.34)

Medical and Health Sciences (mean–SD) – – – 0.19 (0.34)

Agricultural Sciences (mean–SD) – – – 0.06 (0.19)

Social Sciences (mean–SD) – – – 0.24 (0.37)

Humanities (mean–SD) – – – 0.05 (0.18)

Interdisciplinarity (HI)

Mean (SD) �0.86 (0.22) �0.81 (0.24) �0.80 (0.25) �0.80 (0.25)

Median (Q1–Q3) �1 (�1 to �0.63) �1 (�1 to 0.56) �1 (�1 to 0.56) �1 (�1 to �0.56)

Missing (%) 8,841 (20.40) 1,711 (22.90) 324 (21.30) 41 (2.11)

Reviewer level N¼ 5,193 1,851 361 3,244

Age

Mean (SD) 47.60 (9.00) 49.10 (9.22) 49.20 (8.88) 49.40 (9.00)

Median (Q1–Q3) 46 (41–54) 48 (42–54) 48 (42–55) 48 (42–55)

Min–Max 26–83 27–83 29–74 22–80

Missing (%) 30 (0.58) 67 (3.62) 46 (12.70) 344 (10.60)

Gender

Female (%) 2,306 (44.66) 833 (46.69) 139 (44.13) 1,057 (36.45)

Male (%) 2,857 (55.34) 951 (53.31) 176 (55.87) 1,843 (63.55)

Missing (%) 30 (0.58) 67 (3.62) 46 (12.74) 344 (10.60)

(continued)
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Engineering. In COST, Natural Sciences and Social Sciences are the

two main fields of proposal focus.

Interdisciplinarity of the proposal. Proposals with a higher de-

gree of interdisciplinarity may be conducive to stronger disagree-

ment for three main reasons. First, when a proposal spans a broad

or unusual set of expertise, reviewers are more likely to possess dif-

ferent scientific backgrounds, and hence to disagree on its value

(Laudel 2006). Secondly, when a reviewer lacks (some of) the scien-

tific expertise needed to make a valid assessment, the score will

largely be due to chance. This may happen more frequently for inter-

disciplinary proposals, where reviewers may lack some of the ex-

pertise needed to make a valid assessment (Porter and Rossini 1985;

Bruun et al. 2005; Porter et al. 2012). A third reason is that pro-

posals with a high degree of interdisciplinarity are intrinsically more

difficult to explain and justify (Lee 2006; Mansilla et al. 2006; Uzzi

et al. 2013), which increase randomness and likely disagreement.

Interdisciplinarity is a complex and multidimensional concept

(Leydesdorff and Rafols 2011; Wagner et al. 2011). We use a measure-

ment that conceptualizes interdisciplinarity as integration, namely re-

search which combines and builds on diverse disciplines9 (Rafols et al.

2012). Diversity entails three main features (Stirling 2007): (1) variety,

that is, the number of disciplines; (2) balance, that is, their relative pro-

portion; and (3) disparity, that is, the extent to which they differ, their

cognitive distance.10 Given that the subpanels in MSCA or the areas in

COST of a proposal are not weighted,11 we compute the Herfindahl

index (HI) at panel level for MSCA and at the field level for COST. The

measure of balance is given by the number of subpanels within a panel,

or the number of areas within a specific field, respectively.

HIinterdisciplinarity ¼
X

i;j
pipjð Þ�ð�1Þ

Where i and j are the two distinct panels/fields and pi is the pro-

portion of research subpanels/areas assigned to each value of i. We

multiplied the HI with �1 to facilitate a more logic interpretation,

namely, a low value indicates low interdisciplinarity and vice versa.

3.4 Method
To explore how reviewing experience affects reviewers’ disagreement,

we construct a multilevel cross-classified linear regression model. This

model accounts for the fact that individual project evaluation scores and

derivative disagreement scores are nested simultaneously in reviewers

and in proposals. It controls for the fact that the relationship between ex-

perience and disagreement may be partly due to an unobserved variable

affecting both. As reviewers can assess more than one project, the nesting

is not hierarchical but cross-classified. A chi-square test on the difference

in �2 loglikelihood of the three-level null model with a one-level null

model points to a significant difference for all four models, and hence

confirms the need for a multilevel model.

Missing values were deleted listwise in all models. Continuous varia-

bles used in interaction effects (i.e. gender overlap and industrial expertise

overlap) are mean centred to facilitate a better understanding of the effect.

4. Results

Tables 2 and 3 present the results of cross-classified multilevel

regressions, respectively, for MSCA and COST.

Concerning reviewing experience, results for IF, ITN, and RISE

show that the number of proposals evaluated in previous calls of

one specific scheme predicts significantly lower disagreement, sup-

porting Hypothesis 1. The effect is not significant in COST, argu-

ably because the level of experience accumulated is often too small

to produce a visible effect (mean value of less than one).

In the IF scheme, in line with Hypothesis 2, we observe that a

reviewer’s number of proposals evaluated in the current call has a

linear positive effect (increase) and a negative quadratic effect (de-

crease) on the disagreement with the mean of individual proposal

scores. This is in line with the argument that increasing the number

of proposals has a double effect. On the one hand, it reduces evalu-

ation accuracy by reducing the time and effort to evaluate each pro-

posal; on the other hand, it improves accuracy by exponentially

increasing the potential to compare proposals.

These combined effects lead to an inverted U relationship with

reviewers’ disagreement (Figure 2). The predicted values, shown in

Figure 2, suggest that reviewers assessing only one proposal can ex-

pend significant effort and time on the one proposal, leading to ac-

curate evaluations and hence moderate disagreement from the mean

individual evaluations. Up to approximately seven proposals eval-

uated, the (linear) effect of reduced accuracy due to less time and ef-

fort for each evaluation is stronger than the effect of increased

comparisons, leading to greater disagreement. The turning point of

the curve is situated at eight proposals: from there onwards, the

marginal effect of an additional proposal on the comparison effect

becomes stronger than the marginal effect of less effort and time.

Above 13 proposals, the overall comparison effect overcomes the ef-

fort–time effect, leading to considerably lower levels of disagree-

ment. Concretely, Figure 2 shows that by increasing the number of

proposals evaluated in a given call can decrease disagreement sub-

stantially. For example, from 18 to 28 proposals evaluated, dis-

agreement decreases by around 15%.

In ITN and RISE, there are similar effects, but not significant,

while in COST they have different and non-significant results. This

may be due to the fact that the total number of proposals evaluated

in IF (43,014) is much larger than ITN (7,331), RISE (1,333) and

COST (1,688). Moreover, the effect of experience in reducing dis-

agreement becomes strong enough only when the number of pro-

posals evaluated by each reviewer in a given call becomes large

enough; in IF, for example, above 13 proposals. However, while in

Table 1. Continued

Variable

MSCA COST

IF ITN RISE

Industrial expertise

No (%) 3,385 (65.56) 945 (52.97) 153 (48.57) –

Yes (%) 1,778 (34.44) 839 (47.03) 162 (51.43) –

Missing (%) 30 (0.58) 67 (3.62) 46 (12.74) –
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IF the average number of proposals in the current call per each re-

viewer is 15.46, it is much lower in ITN (8.65), RISE (8.79), and espe-

cially in COST (1.88). In turn, the combined effect of total number of

proposals evaluated and the number of evaluations per reviewer in

each call, contributed to explaining why the effect is remarkable and

significant in MSCA IF, and not significant in ITN, RISE, and COST.

For COST, the difference in the signs of the coefficients can be

explained by the fact that reviewers receive, evaluate, and score each

proposal individually, rather than reviewing in a batch, as well as sub-

stantially lower number of proposals evaluated in the current call per

each reviewer (1.88). In fact, conducting each evaluation one by one

reduces the room for learning and adjusting scoring through compari-

son, and with such a low number of evaluated proposals per reviewer,

reviewer’s fatigue is very unlikely to occur, and personal limits of

time and effort are unlikely to be reached.

Concerning our control variables, we observe strong disciplinary

differences in all schemes. In MSCA, disagreement is much stronger

in Social Sciences and Humanities compared with the reference

category of Chemistry, and this holds for all three MSCA schemes.

In COST, disagreement is much higher in the reference category of

Humanities than in all other disciplines.

Some characteristics of the reviewers predict the level of disagreement.

The main effect of male gender is significantly negative in IF and

COST, meaning it predicts less disagreement. In addition, in IF, the

effect of gender overlap is positive, while the interaction effect is sig-

nificantly negative for male gender. This means that for female

reviewers (Figure 2), having same-gender reviewers on a proposal will

lead to more disagreement, while for male reviewers, same-gender

reviewers on the same proposal will lead to less disagreement. These

surprising effects are possibly explained by the fact that female

reviewers tend to use a wider range of evaluation scores: the standard

deviation of individual scores in IF is 14.8 for male reviewers and

15.5 for female reviewers (see Supplementary Appendix).12

In IF, reviewers generally display higher disagreement when they

have industrial expertise, while the industrial expertise overlap leads

to less disagreement. At the same time, the interaction between

Table 2. Cross-classified multilevel regressions for MSCA

IF ITN RISE

Variable Estimate Std.

error

P-

value

Std.

coef.

Estimate Std.

error

P-

value

Std.

Coef.

Estimate Std.

error

P-

value

Std.

coef.

(Intercept) 6.479 0.213 0.000 0.000 6.506 0.453 0.000 0.000 2.857 3.116 0.359 0.000

Reviewers’ experience

Scheme experience: PREVIOUS CALLS �0.017 0.001 0.000 �0.047 �0.041 0.005 0.000 �0.063 �0.047 0.019 0.015 �0.044

Scheme experience: CURRENT CALL 0.059 0.019 0.002 0.053 0.111 0.078 0.153 0.050 0.672 0.695 0.334 0.139

Squared-Scheme experience:

CURRENT CALL

�0.004 0.001 0.000 �0.105 �0.009 0.005 0.057 �0.069 �0.024 0.040 0.540 �0.088

Other schemes experience:

CURRENT CALL

�0.014 0.007 0.047 �0.007 �0.009 0.006 0.170 �0.011 �0.017 0.015 0.253 �0.023

Other schemes experience:

PREVIOUS CALLS

�0.004 0.005 0.457 �0.003 �0.002 0.004 0.588 �0.005 �0.006 0.009 0.517 �0.014

Proposal panel (ref. cat is Chemistry)

Economics 1.821 0.185 0.000 0.045 2.093 0.526 0.000 0.038 2.721 0.838 0.001 0.084

Information Sciences and

Engineering

1.059 0.116 0.000 0.055 0.890 0.213 0.000 0.069 2.044 0.588 0.001 0.133

Environment and Geosciences 0.665 0.114 0.000 0.035 0.248 0.252 0.323 0.014 1.508 0.661 0.022 0.073

Life Sciences 0.418 0.101 0.000 0.029 0.740 0.215 0.001 0.055 1.949 0.630 0.002 0.099

Mathematics 0.751 0.201 0.000 0.018 1.290 0.524 0.014 0.025 2.325 1.024 0.023 0.054

Physics �0.293 0.123 0.018 �0.014 �0.012 0.296 0.967 �0.001 1.122 0.725 0.121 0.048

Social Sciences and Humanities 2.190 0.106 0.000 0.141 1.693 0.274 0.000 0.081 2.191 0.654 0.001 0.107

Reviewer characteristics

Age 0.012 0.003 0.000 0.017 0.001 0.006 0.875 0.001 0.018 0.016 0.253 0.022

Gender: Male �0.292 0.056 0.000 �0.023 �0.089 0.114 0.435 �0.007 �0.695 0.288 0.016 �0.049

Gender overlap (centred) 0.193 0.082 0.019 0.011 0.248 0.190 0.190 0.015 0.626 0.520 0.228 0.032

Male gender * gender overlap �0.427 0.115 0.000 �0.018 �0.380 0.265 0.152 �0.017 �0.921 0.729 0.206 �0.035

Industrial expertise: Yes 0.305 0.064 0.000 0.023 0.103 0.115 0.371 0.009 0.116 0.296 0.696 0.008

Industrial expertise overlap (centred) �0.270 0.074 0.000 �0.016 0.001 0.187 0.994 0.000 �0.606 0.518 0.242 �0.032

Industrial expertise * industrial

expertise overlap

0.509 0.123 0.000 0.019 0.137 0.276 0.621 0.006 0.820 0.746 0.272 0.031

Random effects

r2 24.322 23.295 32.651

s00 reviewer level 1.747 2.126 1.889

s00 proposal level 12.543 9.854 14.417

Marginal R2/conditional R2 0.023/0.385 0.012/0.348 0.019/0.346

No. of evaluations 129,209 23,492 3,984

No. of proposals 43,014 7,331 1,333

No. of reviewer 5,192 1,847 361

Significance of bold is P < 0.05.
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having industrial expertise and the degree to which industrial ex-

pertise overlaps is positive and significant. This means that when

reviewers with industrial expertise are paired with co-reviewers who

have industrial expertise there is high disagreement, while a reviewer

with no industrial expertise coupled with co-reviewers without in-

dustrial expertise relates to lower disagreement (Figure 3). In other

words, there is more variation in the way reviewers with industrial

experience assess a proposal than the reviewers without such experi-

ence (see Supplementary Appendix). This result may be due to the

research focus of MSCA schemes, whereas in a hypothetical research

funding scheme focused on innovation reviewers with industrial ex-

pertise may actually display less disagreement.

Older reviewers display stronger disagreement. Looking for an

explanation, we tested two different hypotheses. First, that older

reviewers give more extreme individual scores; this was not the case

(see Supplementary Appendix). Secondly, that the effect of

Table 3. Cross-classified multilevel regressions for COST

Variable

COST

Estimate Std. error P-value Std. coef.

(Intercept) 7.967 0.787 0.000 0.000

Reviewers’ experience

Scheme experience: PREVIOUS CALLS �0.016 0.059 0.791 �0.004

Scheme experience: CURRENT CALL �0.223 0.284 0.431 �0.044

SQUARED: Scheme experience: CURRENT CALL 0.068 0.050 0.171 0.078

Proposal field focus (ref. cat is Humanities)

Natural Sciences �2.603 0.641 0.000 �0.160

Engineering and Technology �1.416 0.646 0.028 �0.083

Medical and Health Sciences �1.323 0.641 0.039 �0.079

Agricultural Sciences �1.535 0.795 0.053 �0.051

Social Sciences �1.140 0.653 0.081 �0.070

Reviewer characteristics

Age 0.031 0.010 0.002 0.047

Gender: Male �0.566 0.214 0.008 �0.047

Gender overlap (centred) 0.252 0.400 0.528 0.017

Male gender * gender overlap �0.125 0.515 0.809 �0.006

Random effects

r2 22.224

s00 reviewer level 2.120

s00 proposal level 9.600

Marginal R2/conditional R2 0.017/0.357

No. of evaluations 4,428

No. of proposals 1,688

No. of reviewers 2,538

Significance of bold is P < 0.05.

Figure 2. Predicted values of reviewers’ disagreement by scheme experience

in current call for MSCA IF.

Figure 3. Predicted values of reviewers’ disagreement by gender similarity

and gender for MSCA IF.

Figure 4. Predicted values of disagreement by industrial expertise similarity

and industrial expertise for MSCA IF.
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experience is more pronounced for younger than older reviewers

(viz, younger learning faster). This could not be confirmed as the

interaction of age and accumulated experience is not significant.13

Finally, one of the schemes showed a significant effect of pro-

posal interdisciplinarity on disagreement. As this variable presents

around one in four missing cases (Table 1), hence reducing the sam-

ple size significantly, we report the results without this variable.

5. Conclusions

We explored proposals’ and reviewers’ characteristics affecting reli-

ability in research proposal evaluations. We elaborated hypotheses on

how disagreement with the other reviewers is affected by the research

scheme reviewing experience, namely the number of proposals from a

grant scheme evaluated: (1) in previous calls and (2) in the current

call. In order to gain more robust insights, we tested our hypotheses

by studying two of the most important research funding programmes

in the European Union from 2014 to 2018, namely, 52,488 proposals

evaluated under three funding schemes of the Horizon 2020 MSCA,

and 1,939 proposals evaluated under the COST Actions.

The empirical analysis shows that past scheme experience

reduces disagreement in all MSCA schemes. The level of experience

accumulated in COST is arguably too small (mean of 0.99) to pro-

duce a visible effect. In the IF scheme, we observed an inverted U re-

lationship with experience in the current call: disagreement

increases from one to seven proposals evaluated, and then decreases

substantially. Older reviewers, those with industrial expertise, and

women, display a higher level of disagreement. For the latter two

categories, a possible explanation is that they are keener to provide

very low and very high scores. For industrial expertise, also the spe-

cific focus of MSCA schemes on fundamental and basic research, ra-

ther than innovation, may account for the greater disagreement.

Disagreement is higher in COST than in MSCA. Within MSCA,

disagreement is stronger in RISE compared with IF and ITN, pos-

sibly because their cross-sectoral focus implies a content more diffi-

cult to evaluate and putting together reviewers with a more diverse

background. As in previous studies, we found that disagreement is

higher for proposals in the Social Sciences and Humanities, while

this is the first study to explore whether the value of interdisciplin-

ary proposals is more contested, and all tests conducted with several

different measures show that this is not the case.

Some choices and limitations should be discussed. Reliability may

be regarded to be of minor importance when compared with validity.

However, disagreement among reviewers typically leads to lower con-

sensus scores, in turn harming validity as well (Pina et al. 2015).

Moreover, while some level of disagreement is unavoidable and even

desirable, the common very high level of disagreement found in pro-

posal evaluation threatens the legitimacy of the peer review process

and its capability to identify the best submissions (Tan et al. 2016;

Derrick and Samuel 2017; Roumbanis 2019). Our results show that

scheme reviewing experience decreases disagreement; at the same

time, exactly how many proposals are advisable to evaluate may vary

across funding schemes, as well as reviewers, for example, in relation

to the complexity of the proposal, existing incentives, etc. Future re-

search may shed light on similar additional factors. While findings are

consistent with the initial hypotheses, observational and in-depth re-

search are arguably needed to further deepen the underlying mecha-

nisms and explanations, for example, about the reason why some

reviewers are keener to give extreme scores, or the reasons for the

greater disagreement displayed by older reviewers.

The findings have implications on the theoretical understanding

of evaluation processes and reviewers’ behaviour. We argued that

reviewers implicitly use different evaluation approaches, which represent

an unwarranted source of disagreement. At the same time, our findings

show that, through repeated evaluations, reviewers embark in a learning

process that appears to mould their evaluation approach in an appropri-

ate way of scoring proposals in that specific context. This process leads

to a substantial improvement in reliability.

The results provide support for studies, which have argued that a

major factor explaining low IRR in grant evaluation are reviewers who

only score one or a few submissions (Jayasinghe et al. 2006; Marsh et al.

2008). A practical implication for the organization of the evaluation proc-

esses and to exploit the benefits of experience is to guarantee that

reviewers judge enough proposals of a funding scheme and to establish

long-term relationships with reviewers. At the same time, if agencies aim

to increase the number of reviews per evaluator, they could monitor that

the diversity of their scientific and socio-demographic background is pre-

served. It is also important to keep the proposal requirement as simple as

possible, and to carefully ponder the trade-off between the amount of in-

formation in a proposal and the reviewers’ processing capacity. Moreover,

a key component of training evaluators should include looking at how

past proposals have been evaluated in that specific context, and when pos-

sible, agencies could try to assemble a pool of reviewers with diverse traits

like gender, age, and experience.

Supplementary data

Supplementary data are available at Research Evaluation Journal online.
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Notes
1. For example, disagreement between reviewers systematically

lowers the final score of an application (Pina et al. 2015;

Tamblyn et al. 2018).

2. A minimum one in 2014–6, and a minimum of three in 2017–

8—with RISE already requesting a minimum of three descrip-

tors in 2016.

3. Sometimes supported by so-called vice-chairs, who serve as exter-

nal experts that assist MSCA staff in choosing the final reviewers.

4. Excellence, impact, and implementation weights on the final

score are respectively 50, 30, and 20% in MSCA, and 38, 31,

and 31% in COST.

5. As the data were gathered, a minor reform has changed the

COST grading system; the final score now goes from 0 to 50.
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6. In case of ties, the proposals for COST Actions are selected by

the COST Scientific Committee on policy-relevant criteria.

7. IF experts tend to receive more proposals because these are

normally simpler and shorter than ITN and RISE proposals,

which involve several partners.

8. MSCA evaluation is organized into eight scientific panels:

Chemistry (CHE), Physics (PHY), Social Sciences and

Humanities (SOC), Economics (ECO), Mathematics (MAT),

Life Sciences (LIF), Environment and Geosciences (ENV), and

Information Sciences and Engineering (ENG).

9. We also tested other conceptualizations of interdisciplinarity:

Leydesdorff (2018, 2019) measurement of diversity, and

Bromham’s (2016) measurement based on phylogenetic spe-

cies evenness. However, none of these alternative operational-

izations gave additional insights or different results.

10. Along diversity, Rafols et al. (2012) also consider coherence

as a dimension of interdisciplinarity. However, the data avail-

able do not allow this dimension to be computed.

11. Computing the index at area level would mean that the balance

will not affect the measure, as it will always equal 1: (1/n)(1/n)*n2.

12. The multivariate model clearly controls for the slight under

representation of female reviewers, as confidence intervals

(and thus standard errors) will be wider (higher) for categories

with less observations.

13. The main effect of age similarity and the interaction effect of

age with age similarity are not significant and are therefore

not reported in Tables 2 and 3.
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