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Chapter 18 ®)
Where is This Leading Me: Stationary Gzt
Point and Equilibrium Analysis

for Self-Modeling Network Models

Jan Treur

Abstract In this chapter, analysis methods for the dynamics of self-modeling
network models in relation to their network structure are presented. In particular,
stationary points and equilibria are addressed and related to the network structure. It
is shown how such analyses can be used for verification purposes: to verify whether an
implemented network model used for simulation is correct with respect to the design
description of the network’s structure. An always applicable method is presented
first. It is based on substitution of state values from simulations in stationary point or
equilibrium equations, which can always be done. In addition, methods are presented
that are applicable for certain groups of network models, where the aggregation is
specified by combination functions for which equilibrium equations can be solved
symbolically. As shown, these methods cover cases of self-model states for adapta-
tion principles such as Hebbian learning for mental networks and Bonding based on
homophily for social networks. In addition, such methods are shown to cover cases
where the combination functions for aggregation satisfy certain properties such as
being monotonically increasing, scalar-free, and normalised. The analysis for this
class of functions used for aggregation also takes into account the network’s connec-
tivity in terms of its strongly connected components. This provides a class of functions
which includes nonlinear functions but in contrast to often held beliefs, still enables
analysis of the emerging network dynamics as well as linear functions do. Within this
class, two specific subclasses of nonlinear functions (weighted Euclidean functions
and weighted geometric functions) are addressed. Focusing on them in particular, it
is illustrated in detail how methods for equilibrium analysis as normally only used
for linear functions (based on a symbolic linear equation solver), can be applied
to predict the state values in equilibria for such nonlinear cases as well. Finally, it
shown how a stratified form of the condensation graph based on a network’s strongly
connected components can be used in equilibrium analysis.
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18.1 Introduction

Self-modeling network models can show complex dynamics. Usually, emerging
dynamic properties of dynamical models can be analysed by conducting simulation
experiments. But some specific types of properties can also be found by mathematical
analysis. Examples of properties that can be analyzed in such a manner are:

e Properties describing whether for some values for the states no change occurs
(stationary points or equilibria), and how such values may depend on the values
of the characteristics of the network model and/or the initial values for the states

e Properties describing whether certain states in the model converge to some joint
limit value and how this may depend on the values of the characteristics of the
network model and/or the initial values for the states

e Properties describing whether some state within the network model will show
monotonically increasing or decreasing values over time (monotonicity)

e Properties describing situations in which no convergence takes place but in the
end a specific sequence of values is repeated all the time (limit cycle).

Three types of emerging dynamics are often distinguished:

e Reaching an equilibrium
In this case a socalled equilibrium state is reached, in which for all states the
values do not change anymore. This often happens; for example, see Fig. 18.4.

e Ending up in a limit cycle
The behaviour ends up in a regular repeating pattern of values (a periodic pattern)
for the states; this is called a limit cycle. In Fig. 18.2 an example of this is shown,
taken from (Treur 2016).

¢ Chaotic behaviour
The behaviour is usually (loosely) called chaotic if there is no observed regularity
in it like for the first two types: no equilibrium is reached and also no periodic
pattern as a limit cycle. Lorenz (1963) used as title for his paper on chaotic
behaviour ‘Deterministic Nonperiodic Flow’. In Mathematics, the area of Chaos
Theory has developed more specific definitions for chaotic behaviour, usually
involving that the outcome is very sensitive for the values of the initial settings;
e.g., (Lorenz 1963): the present determines the future but the approximate present
does not approximately determine the future. An often cited example or metaphor
is that a butterfly at one place in the world can cause a tornado somewhere else
(the butterfly effect).

An example (seemingly) showing the third type of emerging behaviour may be found
in (Treur 2020a), Ch. 6. Note that a pattern can initially look like this last type, but
later on may still turn out to end up into one of the other two types.

Such properties of a network model’s dynamics as found and analysed can be used
for verification of the network model by checking them against the values observed
in simulation experiments. Typically such properties take the form of equations for
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values of one state in relation to values of connected states. If one of these equa-
tions is not (approximately) fulfilled by the values found in a simulation (and the
mathematical analysis was done in a correct manner), then this reveals that there is
some error in the implementation of the model in comparison to its design descrip-
tion. In some cases, but certainly not always, such equations can also be solved in
an analytical manner in the sense that equilibrium state values are expressed by a
symbolic expression (a formula) in terms of the network characteristics. However,
for the purpose of verification, solving equilibrium equations is not required as the
equations can also be checked by substitution of simulation values in them.

In this chapter some methods to analyse dynamics in network models will be
described in particular in the setting of self-modeling network models with self-
model states for adaptation principles such as Hebbian learning for mental networks
and bonding based on homophily for social networks.

As another case, social dynamics described by dynamics of node states (for
example, for the individuals’ opinions, intentions, emotions, beliefs, ...) within
social network models also depend on a number of network characteristics such
as the weights of the connections and the aggregation of impacts from different
nodes. While for networks usually there is much attention for the structure of
nodes and connections, the role of the aggregation characteristics is often neglected.
Nevertheless, these aggregation characteristics also play an important role in the
dynamics within a network; for example, whether or not within a well-connected
group in the end a common opinion, intention, emotion or belief is reached (a joint
value for all node states) also depends on the aggregation characteristics. Often,
only silent assumptions are made about these aggregation characteristics. For social
network models usually linear forms of aggregation are applied. Indeed, when using
linear aggregation theorems exist specifying conditions under which all node states
converge to the same value, in particular when the network is strongly connected in
the sense that from every node there is a path to every other node. In contrast, for
neural network models traditionally often some type of logistic sum format is applied
and for such functions analysis is indeed much harder than for linear functions.

The often occurring use of linear functions for aggregation for social network
models may be based on a more general belief that dynamical system models can be
analysed better for linear functions than for nonlinear functions. Although there may
be some truth in this if specifically logistic nonlinear functions are compared to linear
functions, in the current chapter it is shown that such a belief is not correct in general.
It is shown that also classes of nonlinear functions exist that enable good analysis
possibilities when it comes to the emerging dynamics within a network model. Such
classes and the dynamics they entail are analysed here in some depth, thereby also not
using any conditions on the connectivity but instead exploiting for any network its
structure of strongly connected components. Among others, following (Treur 2020a)
in the current chapter theorems are discussed specifying conditions under which all
node states converge to the same value (for example, achieving a common decision or
belief within a group). These theorems do not impose any conditions on connectivity
and for aggregation apply to such classes of nonlinear functions as well as they apply
to the class of linear functions. Moreover, for some (but not all) of these classes
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of ‘well-behaving’ nonlinear functions it is found out that they can be (indirectly)
related to linear functions by some form of function transformation, which then
enables application of linear analysis methods such as symbolically solving sets of
linear equations including parameters.

In this chapter, first in Sect. 18.2 for some aspects of dynamics (in particular,
stationary points and equilibria) of network models criteria are introduced in terms
of the network structure characteristics such as aggregation and connectivity charac-
teristics. These criteria can be used to verify (the implementation of) a network model
against its design description based on inspection of stationary points or equilibria
in three different manners:

e by substitution of observed simulation values in the equations (addressed in
Sect. 18.3)

e by symbolically solving these equations to obtain symbolic expressions in terms of
network characteristics and comparing these expressions to observed simulation
values (addressed for different cases in Sects. 18.4-18.8)

e by deriving general theorems from them of the form ‘network structure prop-
erties imply network behaviour properties’ and comparing their conclusions to
simulation values (addressed in some depth in Sects. 18.9-18.12)

18.2 Modeling and Analysis of Dynamics within Network
Models

In this section, the underlying network-oriented modelling approach used is briefly
discussed. Following (Treur 2020b), a temporal-causal network model is specified
by the following types of network characteristics (here X and Y denote nodes of the
network, also called states, which have state values X(7) and Y(z) over time ?):

e Connectivity Characteristics
Connections from a state X to a state ¥ and their weights wx y
e Aggregation Characteristics

For any state Y, some combination function cy(Vy, ..., Vi) defines the aggrega-
tion that is applied to the single impacts V; = wx, y X;(¢t) on Y from its incoming
connections from states X, ..., X.

e Timing Characteristics
Each state Y has a speed factor wy defining how fast it changes for given impact.

The following generic (canonical) difference equation used for simulation and
analysis purposes incorporates these network characteristics wyy, ¢y, Ny in a
numerical format:

Y(t + At) = Y(¢) + nylaggimpacty (1) — Y (1)]At (18.1)
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Fig. 18.1 Example network simulation ending up in a limit cycle; adopted from (Treur 2016)

Network Structure Characteristics ‘ Within-Network Dynamics

Fig. 18.2 The general principle that a network’s structure implies the within-network dynamics

where

aggimpact, (1) = cy(wx, y X (1), ..., ox, y Xi (¥))

for any state ¥ and where X to X are the states from which Y gets its incoming
connections.

This is a specific way of expressing the general principle that within-network
dynamics is implied (or entailed) by the network’s structure characteristics; see also
Fig. 18.1.

The timing characteristics specified by speed factors ny enable to model more
realistic processes for which not all states change in a synchronous manner. Network
models that do not possess this option are less flexible as they silently impose
synchronous processing as an artefact. The aggregation characteristics specified
by the choice of combination functions ¢y and their parameters provide another
form of flexibility to fit better to specific realistic applications. Also in this case,
network models that do not possess such an option are less flexible and also silently
impose artefacts that may make them fit less to specific applications. For example,
for aggregation in social networks often linear functions are used for aggregation,
which sometimes may be considered more like a tradition or custom than a deliberate
choice.

The following types of properties are often considered to analyse the behaviour
of dynamical systems in general.

Definition (stationary point, increasing, decreasing, equilibrium) Let ¥ be a
network state

e Y has a stationary point at t if dY (¢)/dt = 0
e Yisincreasing attif dY (r)/dt > 0
e Yisdecreasing attif dY (¢)/dr < O
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e The network model is in equilibrium a t if every state Y of the model has a
stationary point at ¢.

For the specific case of network models, the following criteria in terms of the
network characteristics wyy, ¢y, Ny can be derived from the generic difference
Eq. (18.1); see also (Treur 2016, 2018).

Criteria for Within-Network Dynamics

Let Y be a state and X, ..., X the states connected toward Y. For nonzero speed
factors ny the following criterion (18.2) for a stationary point can be directly derived
from the standard canonical Eq. (18.1):

cy(wyx, vy X1(), ..., 0%, yX; () =Y (1) (18.2)

As can be noted, the above criterion for a network having a stationary point (or
being in an equilibrium) shows how such a property of network dynamics depends
on the aggregation characteristics specified by the combination functions cy and the
connectivity characteristics specified by the connection weights wy, y. Moreover,
note that the equation is not a dynamic but a static equation for the values at the
same time point ¢. For the sake of simplicity, if no confusion is expected often
the variables in such an equation are named after the related state names (thereby
accepting overloading of these names); then the equation simply is:

cY(le,yXl,...,ka,ka)=Y (183)

where now X, ..., X, Y are variables indicating numbers. This static equation in
terms of the network structure characteristics is called a stationary point equation,
and if an equilibrium is considered it is called an equilibrium equation. Again, note
that although this equation is used to analyse the network’s behaviour, this essentially
is an equation expressed in terms of the network’s structure. It also reflects the above-
mentioned general principle that a network’s behaviour is implied (or entailed) by
the network’s structure, as depicted in Fig. 18.2. The criteria for the different cases
are summarised in Table 18.1.

Table 18.1 Ceriteria for types of dynamics in terms of network characteristics (assuming nonzero
speed factors)

Dynamics Criterion in terms of network characteristics
Y has a stationary point at # | aggimpacty () = (1) cy(wx, vy X1, ..,0x, vy Xp) =Y
Y is increasing at ¢ aggimpacty () > Y(1) cy(wx, vy Xi,...,0x,vXy) > Y
Y is decreasing at ¢ aggimpacty (¢) < Y(1) cy(wx, v Xi,....,0x, v Xp) <Y
The network model is in aggimpacty () = Y(1) cy(wx, v Xi,...,0x, v Xp) =Y
equilibrium a ¢ for every state Y for every state Y
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Table 18.2 Overview of deviations for stationary point or equilibrium equations

State nr State name Y Time point ¢ aggimpacty (¢) Y(t) Deviation
X4 PSa 35 0.999315 0.99903 0.00029
Xs SIS, 35

18.3 Verification of a Network Model via Checking
the Stationary Point Equations

As already previewed in the introduction Sect. 18.1, the criteria described in Sect. 18.2
can be used to verify (the implementation of) a network model based on inspection
of stationary points or equilibria in three different manners:

e by substitution of observed simulation values in the equations (addressed in the
current section)

e by symbolically solving these equations to obtain symbolic expressions in terms of
network characteristics and comparing these expressions to observed simulation
values (addressed for different cases in Sects. 18.4—18.8)

e Dby deriving general theorems from them of the form ‘network structure prop-
erties imply network behaviour properties’ and comparing their conclusions to
simulation values (addressed in some depth in Sects. 18.9—-18.12).

Note that in a given simulation the stationary points that are identified are usually
approximately stationary; how closely they are approximated depends on different
aspects, for example on the step size, or on how long the simulation is done.

1. Generate a simulation

2. For a number of states Y identify stationary points with their time points ¢ and
state values Y(t)

3. For each of these stationary points for a state Y at time ¢ identify the values
X1(t)y <.y Xi (1) at that time of the states X1, ..., X; connected toward Y

4. Substitute all these values Y(z) and X(¢), ..., Xi(t) in the criterion
cy(wy, vy Xi,...,0x5,yXi) =Y

5. If the equation holds (for example, with an accuracy < 1072), then this test
succeeds, otherwise it fails

6. If this test fails, then it has to be explored were the error can be found.

To illustrate these notions and analysis method, consider the example with connec-
tivity depicted in Fig. 18.3, and an example simulation shown in Fig. 18.4. This is
a mental network model for how a person is sensing (sensor state ss;) a stimulus s
in the world (word state ws;), represents this (representation state srs;), and is trig-
gered to prepare (preparation state ps,) and perform (execution state es,) action q,
after evaluation of the predicted (predicted effect representation state srs,) effect e
of this action. In simulations it can be seen that as a result of a constant value a
of stimulus ws; all state values are increasing until they reach an equilibrium value
a as well. The question then is whether these observations based on one or more
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X - W X - s8¢ X - srs; X4 - PSa Xe - €8,
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Fig. 18.3 Connectivity of the example model

1.0 world state for s
sensor state for s

0.9 sensory representation for s
preparation state for action a

0.8 sensory representation for effect e
execution state for action a

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.0

0 5 10 15 20 25 30 35 40 45 50 55 60

Fig. 18.4 Simulation example for the model depicted in Fig. 18.1 using identity and sum
combination functions

simulation experiments are in agreement with a mathematical analysis. Combina-
tion functions are here the sum function and the identity function, and all connections
have weight 1, except the connections to ps,, which have weight 0.5. Later on the
type of combination function will be varied.

In Fig. 18.4 it can be seen that as a result of the stimulus all states are increasing
until time point 35, after which they start to decrease as the stimulus disappears. Just
before time point 35 all states are almost stationary. If the stimulus is not taken away
after this time point this trend is continued, and an equilibrium state is approximated.
The question then is whether these observations based on one or more simulation
experiments are in agreement with a mathematical analysis. If it is found out that they
are in agreement with the mathematical analysis, then this provides some extent of
evidence that the implemented model is correct in comparison to the design descrip-
tion. If they turn out not to be in agreement with the mathematical analysis, then
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this indicates that probably there is something wrong, and further inspection and
correction is needed.

The analysis method described above can be illustrated for this example of
Figs. 18.3 and 18.4 as follows. For example, consider state ps, (which is Xy).
According to the criterion in Sect. 18.2, Table 18.1 the equation expressing that
state ps, is stationary at time 7 is

wrespondingXB (t) + wamplifyingXS (t) = X4 (t) (184)

Now time 7 is left out of the equation by using variables X; for the values X3 = X;3(¢),
X4 = X4(t), and X5 = Xs(¢). Then this becomes the following (static) equation in
variables X, called the stationary point equation:

wrespondingX3 + wamplifyingXS = X4 (185)

At time point t+ = 35 (where all states are close to being stationary) the following
simulation values occur:

X3 = srs4(35) = 1.00000
X, = ps,(35) = 0.99903
Xs = srs,(35) = 0.99863

Moreover, in the simulation ®@esponding = ®@amplifying = 0.5 was used. All these values
can be substituted in the above equation:

0.5%1.00000 + 0.5*0.99863 = 0.99903
0.999315 = 0.99903

It turns out that the equation is fulfilled with a very small deviation < 107, This
gives a piece of evidence that the network model as implemented indeed does what
it was meant to do according to the design description. The step size At for the
simulation here was 0.5, which is not even so small. For still more accurate results
it is advisable to choose a smaller step size. So, having the equations for stationary
points for all states provides a means to verify the implemented model in comparison
to the model’s design description. The equations for stationary points themselves can
easily be obtained from the design description in a systematic manner according to
the criteria in Sect. 18.2.

Note that this method works without having to solve the equations, only substitu-
tion takes place; therefore it works for any choice of combination function. Moreover,
note that the method also works when there is no equilibrium but the values of the
states fluctuate all the time, according to a recurring pattern (a limit cycle), like in
Fig. 18.1. In such cases for each state there are maxima (peaks) and minima (dips)
which also are stationary just for an instant. The method can be applied to such a
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type of stationary points as well; here it is still more important to choose a small step
size as each stationary point occurs at just one time point.

18.4 Verification of a Network Model via Solving
Equilibrium Equations

There is still another method possible that is sometimes proposed; this method is
applied for the case of an equilibrium (where all states have a stationary point simul-
taneously), and is based on solving the equations for the equilibrium values first. This
can provide explicit expressions for equilibrium values in terms of the parameters of
the model. Such expressions can be used to predict equilibrium values for specific
simulations, based on the choice of parameter values. This method provides more
than the previous method, but it should be kept in mind that some types of equations
cannot be solved symbolically (but still numerically). For example, when logistic
combination functions are used the equations cannot be solved symbolically. The
method in general works best for equilibria, so it is described for that case; it goes
as follows.

1. Consider the equilibrium equations for all states Y:

cy(wy, y X1(1), ..., 0x, y X (1)) =Y (?) (18.6)

2. Leave the f out and as in Sect. 18.2 denote the values X;(¢) and Y(t) by variables
X;and Y

cY(wX],yXl,...,ka,ka): Y (187)
For the n states X1, ..., X, of the model, equilibria for the network are described
by solutions Xy, ..., Xn of the following set of n equilibrium equations:
cx (0x, x, X1, -+, 0x, x, X0) = Xy
ey, (wx, x, X1, ..., 0x, x, X)) =X, (18.8)

3. If possible, solve these equations mathematically in an explicit analytical form:
for each state X; a mathematical formula X; = ... in terms of the network char-
acteristics of the model (connection weights and parameters in the combination
function cy; (..), such as scaling factors '\ or the steepness ¢ and threshold T in a
logistic sum combination function); more than one solution is possible. If that’s
not possible symbolically, use a numerical solver to find a solution.

4. Generate a simulation

5. Identify equilibrium values in this simulation
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6. If for all states Y the predicted value Y from a solution of the equilibrium
equations equals the value for Y obtained from the simulation (for example,
with a deviation < 1072), then this test succeeds, otherwise it fails

7. If this test fails, then it has to be explored where the error can be found.

As an illustration, for the example shown in Fig. 18.3 (using the sum function), the
equations for all states found in step 2 are as shown in Table 18.3. In Sect. 18.5 it is
shown how they can be solved easily by using a symbolic linear solver.

Note that sometimes the method can also be applied to part of a network that
concerns states that all have a stationary point simultaneously. In subsequent sections,
it will be illustrated how this method based on solving the equilibrium equations
works for a number of cases, not only for cases with linear combinations functions,
but also for cases with nonlinear combination functions. In particular, the following
examples of this are addressed in subsequent sections:

e for linear combination functions
— a (scaled) sum combination function (Sect. 18.5)

e for nonlinear combination functions

for Euclidean combination functions (Sect. 18.6)

for geometric combination functions (Sect. 18.7)

— for self-model states for the Hebbian learning principle (Sect. 18.8)

for self-model states for the bonding by homophily principle (Sect. 18.8).

For the cases described in Sects. 18.5-18.8 below, explicit symbolic expressions
are found for the (predicted) equilibrium values in terms of the network charac-
teristics such as connection weights @ and combination function parameters as
scaling factors '\, persistence factors . and tipping points T (so, for these no specific
simulation values are needed at forehand).

However, note that there are also cases in which explicit symbolic solutions cannot
be determined, for example, when logistic combination functions are used. In such
cases an explicit analytical solution by a more generic expression which depends,
as a function, on the network characteristics (as enabled by method in the current
section) cannot be obtained. In these cases equilibria can still be determined for
specific cases either by numerically solving the equations by some numerical approx-
imation method, or by the substitution method discussed in Sect. 18.3. In addition,
for some classes of (linear and nonlinear) combination functions, general theorems
can be found relating equilibria to network characteristics that can be applied (as
will be shown in Sects. 18.9-18.12).
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18.5 Using a Linear Solver to Symbolically Solve Linear
Equilibrium Equations

In this section it will be illustrated how the analysis method described in Sect. 18.4
can be used for linear combination functions thereby using a symbolic linear equation
solver. Linear equations with parameters can be solved symbolically in an automated
manner by such a symbolic linear solver, for example, the WIMS Linear Solver freely
available online at URL.
https://wims.univ-cotedazur.fr/wims/en_tool~linear~linsolver.en.html

Recall the linear equations from Sect. 18.4, Table 18.3. When the  is replaced by
w, they can directly be copied as input for the WIMS Linear Solver, resulting in the
upper picture in Fig. 18.5. Note that the network characteristics ®sensing and so on and
the constant stimulus value a have to be entered in the slot for equation parameters
below the main slot for the equations; this prevents the solver to mistakenly consider
them as variables instead of parameters of the equations.

Summarizing, by this symbolic solver the equilibrium values for all states have
been expressed in terms of the value a of the external state ws,; and the connection
weights (apparently assuming @amplifying @predicting 7 1, but as @amplitying = 0.5 and
®Wpredicting = 1 1n the example simulation this is fulfilled) a shown in Table 18.4. For
example, if the external stimulus has level a = 1 this becomes:

X =1

X = ®sensing

X3 = representing Wsensing

Xy = ®responding wrepreseming(’)sensing/(l - wamplifyingwpredicting)

X 5= wprediclingwrespondingwrepresentingwsensing/ (1 — ®amplifying wpredicting)

X 6 = Wexecuting @predicting @responding Wrepresenting Wsensing / ( 1 - ®amplifying wpredicting)

Moreover, if all connection weights are 1, except that @responding = 0.5 and ®amplifying
= 0.5, as in the example simulation shown in Fig. 18.4, the values all become 1.
Indeed, in the example simulation in Fig. 18.4 it can be seen that in the time period
that the world state has value @ = 1 all values go to 1. The solution of the equilib-
rium equations in terms of the connection weights can be used to predict that when

Table 18':,5 . Qvervww O,f State nr | State name | Equilibrium equation
linear equilibrium equations
for the example of Figs. 18.3 X1 WS Xi=a
and 18.4 X2 SS¢ ®sensing X1 =X,
X3 SISy @representing X2 =X3
X4 PSa ®responding X3+ ®amplifying X5 =Xy
Xs SIS, ®predicting X4=Xs
X6 €Sq Wexecuting X5 =X¢
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8 WSEnsing Wrepresenting wrespondng wamplifyir

You have entered the system
Xi - a
wsensing X; — X = 0
wrepresenting X X3 o
wresponding X3 + wamplifving Xs - X, = [1]
- Xs + wpredicting X, = 0
wexecuting Xy - Xe = 1]
) This system has a unique solution, which is: x1 = a, x2 = a*wsensing, x3 = a*wrepresenting*wsensing, x4 = -
a i 1), %5= -8 1), 26 =-

awexscuting“wpredicting wsensing wpredicting-1)

m loaded with the same system v _with inlegral method ~

Fig. 18.5 Upper picture: the input interface of the Linear Solver after copying the linear equations

in it. Lower picture, the provided output after running the solver; the solutions are in the shaded
area

Table 18.4 Overview of the solutions for the linear equilibrium equations for the example of
Figs. 18.3 and 18.4

State nr State name Solutions

X WSy Xi=a

X> SSg X, = ®sensing d

X3 SIS X3 = Orepresenting Psensing &

X4 PSa X4 = @responding @Wrepresenting wsensinga/ (1 - ®Wamplifying wpredicting)

Xs SIS, X5 = @predicting @responding Wrepresenting Wsensing &/ (1 — Wamplifying
W@predicting)

X6 €Sq X6 = Wexecuting @predicting @responding @representing @sensing al(l —
@amplifying Ppredicting)
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the connection weights have different values, also these equilibrium values will be
different. Similarly, it can be seen that within the time period that the world state has
value a = 0 all values go to 0, which is also indicated by the above expressions for
the solutions when a = 0 is substituted.

18.6 Solving Nonlinear Equilibrium Equations
for Euclidean Functions

It turns out that in certain cases a linear solver also can be used to solve nonlinear
equilibrium equations. The idea is then to transform nonlinear equations in some
way into linear equations that can be solved by a linear solver, after which the found
solutions are transformed back. This will be illustrated in particular for equilibrium
equations involving the euclidean combination function and the geometric combi-
nation function. In the current section, the euclidean function eucl,,  is addressed,

which is defined by
JViE v
eucl, ,(Vi,..., Vp) = ,/% (18.9)

An equilibrium equation involving this combination function for a state ¥ = X;

typically is of the form
JVE+ .+ V]
X;= /% (18.10)

where V; = wy,, x; Xi(t) are single impacts
Assume all values are nonnegative. By applying the n’" power, this can be rewritten
into

X% = (o, Xi 4.+ @y Xi /N (18.11)

Now take ¥; = X' (with inverse relation X; = </Y;) and rewrite the above equation
into a linear equation in Y;; this obtains

Yy = (0%, x, Y1 +...+ &Y x Y/

A =@y Vil g Y (18.12)

J J

For the example network model for n = 2; for state X, this is the following
equation
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 (@responcing X3)% + (@ampitying X5)2) /% = Xa (18.13)
By applying squares this can be rewritten as
(@responding X3)° + (@ampiitying X5)°)/ ™ = X3 (18.14)
Then using variable Y; = X ;2 this becomes a linear equation in the Y;:

2
(wresponding 3+ w

amphfyngs)/k =Yy (18.15)

Similarly, the set of all equations becomes as shown in Table 18.5. This transforms
the quadratic equations in the X; into linear equations in Y;. As in Sect. 18.5, these
linear equations can be solved symbolically by the WIMS Linear Solver. In Fig. 18.6
itis shown how this set of equations is entered in this Linear Solver and (in the shaded
lower area) what solutions are found. These solutions are (note that a is used as a
parameter for an assumed stimulus level represented by X ) translated back from the
Y, to the solutions in terms of the X; as follows:

X f =a?

X% = (")gensinga2

X% = (‘)Eepresentingwsz‘ensinga2

Xé% = ('orzespondingwrzepresentingwsensmga /()" wampllfymgwiredlctmg)

Xg = (‘)lzaredictingw?espondingw?epresenling(’osensmga / ()" amphfymg> leredICtlng)

Xg = (’)zxecuting(’)Iz)redictingwrzespondingwrzepresemingwsemmga /()" wamphtymg(")lz)redlctmg)

Therefore, the solutions are obtained by applying the square root on these expressions
(all is assumed nonnegative here); see Table 18.6. This provides explicit predictions
for the equilibrium values that are reached.

In particular, for all connection weights 1 except ®responding aNd @Wamplifying Which
are 0.5 and N = 0.5, the predicted values are X; = a for all i, which is confirmed by
example simulations performed.

Table 18.5 Overview of

. ey . State nr | State name | Equilibrium equation
linear equilibrium equations

for the example of Fig. 18.3 Yy WSy Yi=Y

with f:uclidean combination Y, S84 wsensingz Yi=Y,

functions Y3 SISy @representingz Y,=73
Yy PSa Oresponding2Y'3 + @amplifying> ¥5 = N Y4
Ys SIS, wpredictingz Yey=VYs5

2
Ye €Sq Wexecuting” ¥'5 = Yo
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Linear solver

This application solves your linear systems

= inlegral method type equabions in one block,
= matrix method enter the coefficient matrix and the column of constants,
= indeadual mathod type coefficients one by one

The e 5 actually under integral methed. Chck on thi abov links 10 change the mathed

Enter your system {wile one equation per line

Yi=a*2

wsansing*2*Y1=Y2

wrepresenting*2"Y2 = Y3

wresponding*2*Y3 + wamplifying*2*¥5 = lambda"Y4
wpredicting"2"Y4 = Y5

wexecuting*2°Y5 = Y&

If your system confains transcendental functions, the other input methods ane prefermed. You may put paramelers info your
system. In this case, please give the names of your paramelers here, so thal they wil nol be taken o be variables

a ! ! W
“You have entered the system
Y, = a?
wsensing® ¥, - Y; = 1]
wrepresenting® ¥ — Y: = 1]
ponding® ¥y + lifying? ¥ —lambda¥; = 0
- Y: + wpredicting® ¥ = 0
wexecuting® ¥y Ya 1]
6 Thes system has a unique solution, which i y1 = 82, y2 = a*2"wsensing"2, y3 = a"2 Twsensing'2, yd = &' 2 2"waensng"2
I(lamida Lwpredicting*2), y5 = a*2 2 2 2*wsensing*2 I(lambda-wampliying* 2" wpredicting*2), y6 =
e wpredicting*2 2 “wsensing*2 /(lambd, 2*wpredicting®2)

Ioaded with the same system » _with integral method =

Fig. 18.6 Using the WIMS Linear Solver to solve the nonlinear equilibrium equations for Euclidean
functions used for aggregation within the example network

Table 18.6 Overview of the solutions for the Euclidean equilibrium equations for the example of
Figs. 18.3 and 18.4

State nr | State name | Solutions

X WS X1 =a

X2 SS¢ X2 = Osensing @

X3 SI'Sg X3 = @representing Wsensing @

X4 PSa X4 = @responding @representing @sensing al ~/ (O wamplifyingZ
‘!)predictingz)

Xs STSe X5 = Wpredicting ®responding Wrepresenting Wsensing alNf (N — (l)zamplifying
wzpredicting)

X6 €Sq X6 = Wexecuting @predicting @responding @representing ®sensing al «/ (O
wamplifying2 (*)prediclingz)
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18.7 Solving Nonlinear Equilibrium Equations
for Geometric Functions

In this section the geometric combination function sgeomean, is addressed:

IVi...V,
sgeomean, (V, ..., V;) = ! IT]( (18.16)

An equilibrium equation involving this geometric combination function for state Y
= X; typically is of the form

V...V,
X; = *IT" (18.17)

where V; = wy, x, X;(¢) are single impacts. Assume all values are positive. By
applying the k" power and the natural log function, this can be rewritten into

X]; = ((“)Xl,XjXI ‘e ka,Xij)/’)"
XX]; = (’)X],X/XI .o .(I)Xk,X/Xk
log(XXf-) = log(wx, x, X1 ... wx, x;Xk)

log(}) + klog(X ;) = log(wx, x,) +log(X1) + ... + log(wx, x,) + log(Xy)
(18.18)

Now taking Y; = log(X;) (with inverse relation X ; = exp(Y;)) this can be rewritten
into a linear equation in Y; as follows

IOg()\.) + kYJ = IOg((J.)XI’X/.) + Y1 +...+ 10g(‘ﬂxk,x,) + Yk
Yi+...+ Y —kY; =log(\) — (log(wy, x,) + ...+ log(wx, x,))
Yi+...+Y— kY, = 10g()./((n)xlyxj ce. ka,Xj)) (18.19)

As an illustration, assume in the example of Fig. 18.3 for ps, (which is X4) the
combination function sgeomean,, is used, with k = 2 and X = 0.5 and for the other
states X», X3 X5 X, the function sgeomean, (V) is used, with \ = 1, which is the
identity function. Then the equation for X, becomes

Y3 + YS - 2Y4 = log()"/(wrespondingwamplifying)) (1820)
Using Y; = log(X;) for all states all equations are transformed into the set of linear

equations shown in Table 18.7. Again applying the Linear Solver to them, as shown
in Fig. 18.7, provides the following solutions:
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Table 18.7 Overview of linear equilibrium equations for the example of Fig. 18.3 with geometric
combination functions

State nr State name Equilibrium equation

Y WS Y=Y,

Y $Ss log(@sensing) + Y1 =112

Y3 STS; log(®representing) + Y2 = Y3

Yy PSa Y3 + Y5 — 2¥4 = log(\/(®responding @amplifying))
Ys SIS, log(@predicting) + Y4 = Y5

Yo €8q log(Wexecuting) + ¥s = Ye

Aflenbion Wims has detectied an unfecognized vanabli of Funclion NAMe Logeeoecut ing iIN YOUT fomMmula. A typo?

Hint. Wan to enler x%7 Type =2 of x**2.

Please always use " for multiplication, and always enclose function arguments in parentheses. For xparts. If yeu donl vant wims b inlerprete your expression. 52art [t with he sing :5.”

You have entered the System

6 This system has a unique solubon, which is: y1 = loga, y2 =

v
h - %

Y. - Y

loga

= —logwsensing
= —logwrepresenting
+ ¥ -2¥, = b
Ys + Y logwpredicting
- Yy = —logwexecuting
loga, y3= g8, y4 =
2" ting+loga-b, y6 =

cling+ioga-b, y5 =

m loaded with the same system » _with integral method =

1g+iog

b

Fig. 18.7 Using the WIMS Linear Solver to solve the nonlinear equilibrium equations for weighted
geometric functions used for aggregation within the example network

b = 1og(\/(@responding @amplifying))

log(X,) = log(a)

log(X2) = log(wsensing) + log(a)

log(X3) = 10g(Wrepresenting) + 102(@sensing) + log(a)

log(X4) = log(®esponding) + 102(@representing) + 10Z(@sensing) + log(a) — b

log(Xs) = 2log(®predicting) + 10€(@representing) + 10€(@sensing) + log(a) — b

log(X6) = 10g(Wexecuting) + 210Z(@predicting) + 10 (@representing) + 10Z(Dsensing)
+ log(a) — b

Therefore, the solutions for the X; are obtained by substituting

1Og ()‘-/ (wresponding wamplifying))

For b and applying the standard exponential function; see Table 18.8.
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Table 18.8 Overview of the solutions for the geometric equilibrium equations for the example of
Figs. 18.3 and 18.4

State nr | State name | Solutions

X1 WSy X1 =a

X2 SSg Xy = Wgensing 4

X3 SIS X3 = Wrepresenting Wsensing®

X4 PSa X4 = Wresponding @representing Wsensing Wresponding @Wamplifying al'n

Xs STSe X5 = (ﬂpredictingz @representing @sensing @responding @amplifying 7N

X6 €Sq X6 = (’)cxcculingwprcdictingz Wrepresenting ®sensing @responding @amplifying @ M

Substituting 0.5 for ®responding> @amplifying. and A, and 1 for the other connection
weights again provides X; = a for all i, which again is confirmed by example
simulations.

18.8 Solving Nonlinear Equilibrium Equations
for Examples of Self-Model States

Note that as self-modeling networks are networks, in principle the methods and
concepts from this entire chapter apply to them too. This will be illustrated in the
current section, in particular for the method of solving stationary point or equilibrium
equations applied to self-model states. In Sects. 18.6 and 18.7 examples of nonlinear
functions were addressed by transforming their equilibrium equations into linear
equations. Such a transformation is not always possible. Nevertheless, in some cases
nonlinear equations can still be solved without being able to transform them into
linear equations. In this section two of such cases are discussed, applied to self-model
states for adaptive connections.

18.8.1 Solving Nonlinear Equations for Self-Model States
Jor Hebbian Learning

Hebbian learning is often summarised in a simplified form as.

Neurons that fire together, wire together.
(Hebb 1949; Keysers and Gazzola 2014; Shatz 1992)

In relation to this, for Hebbian learning the combination function hebb,,(..) is often
used; it is defined by

hebb, (V;, Vo, W) = V, V(1 — W) + uW (18.21)
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Here p is the persistence parameter, V| stands for X;(z), V; for Y(t) and W for the
self-model state Wy, y(¢) for connection weight wy, y(¢). The parameter persistence
parameter describes in how far a learnt connection persists over time. Full persistence
is indicated by p = 1 and full extinction takes place for . = 0. [fO<p < 1, then a
fraction | of what was learned persists and a fraction 1-p of extinction takes place
per time unit. For example, if p = 0.95, then 5% of the learned value is lost per
time unit. In the first part of the formula, the expression V'V, models the condition
‘neurons that fire together’, and the factor (1-W) takes care that the connection weight
stays in the [0, 1] interval.

In Box 18.1 it is shown how a stationary point equation for this combination
function can be analysed by expressing W in terms of V, V; and . For example, it
is found that when p < 1, in an equilibrium state the value of W is always < 1. For
more options for Hebbian learning functions and their analysis, see (Treur 2020a),
Chap. 14.

Box 18.1 Analysis of the stationary point equation for a Hebbian learning
function.

For a stationary point, applying criterion (2) provides the following stationary
point equation for the above Hebbian learning combination function:
W = hebb, (Vi, Vo, W) = ViV, = W) +pW &

W=ViV, =ViL,W+pW &
WAd+viva—p)=ViVa &
ViV,

S m+ViVa
For example

e When . = 1 (no extinction) and V| and V, are nonzero, then W = 1

e When both V| and V, have value 1, then W = ﬁ

18.8.2 Solving the Nonlinear Equations for Self-Model
States for Bonding by Homophily

Bonding by homophily is often summarised as

Birds of a feather flock together.
(McPherson et al. 2001)

For the bonding by homophily principle from (Treur 2016), Chapter 11, an option
for the combination function is the simple linear homophily function slhomog <(..):

slhomo, (Vi, Vo, W) =W +a(t— |V = Vo)1 = W)W (18.22)



18 Where is This Leading Me: Stationary Point and Equilibrium Analysis ... 511

Here o is the homophily modulation factor, and t the tipping point. The part
(t = IV = V;l) models the condition ‘birds of a feather’: this part is positive if
the difference between V| and V is less than the tipping point t (‘birds of a feather’
holds) and negative when this difference is more than t (‘birds of a feather’ does
not hold). The factor (1 — W)W takes care that W stays within the [0, 1] interval. As
long as W is not O or 1, in the first case by the combination function a positive term
is added to W, so the connection weight will increase; in the second case a negative
term is added, so the connection weight will decrease.

In Box 18.2 it is shown how a stationary point equation for this combination
function can be analysed. It is found that usually a form of clustering takes place. In
(Treur 2020a), Chapter 13 more options for functions for bonding by homophily are
analysed.

Box 18.2 Analysis of the stationary point equation for a simple linear function
for bonding by homophily.

For the combination function for bonding based on homophily case, for a
stationary point applying the criterion (2) provides the following stationary
point equation (assuming o > 0):

W =slhomog (Vy, Vo, W) =W +a(x— |V — Vo)A - W)W &
at—|Vi—=-WV)A-W)W=0 <
W=0 o W=1 or Vi— WV ==<

As in simulations the third option here often turns out to be not attracting, this
shows that in an equilibrium a form of clustering is achieved with connection
weights 1 between states within one cluster and connection weights 0 between
states in different clusters.

18.9 General Equilibrium Analysis for a Class of Nonlinear
Functions

In this section the analysis is addressed not at the level of specific network structures
and implied within-network dynamics but at a more abstract level of properties of
network structures and properties of within-network dynamics implied by them; see
Fig. 18.8.

In Sects. 18.7 and 18.8 a specific approach was followed that for specific combina-
tion functions chosen, obtains detailed formulae for the predicted equilibrium values
in terms of the network characteristics. In contrast, in the current section a general
perspective is followed and theorems are discussed for a large class of nonlinear and
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Properties of ‘ Properties of
Network Structure Characteristics Within-Network Dynamics
Network Structure Characteristics ‘ Within-Network Dynamics

Fig. 18.8 Relating properties of within-network dynamics to properties of network structure

linear functions that have been found (Treur 2020b). This general perspective makes
use of the notion of (strongly connected) component of a network; this is a maximal
subnetwork C such that every node within C can be reached from every other node
via a path following the direction of the connections; e.g., (Bloem et al. 2006; Harary
et al. 1965; Lacki 2013; Wijs et al. 2016). These components form a partition of the
set of nodes of the network. This is illustrated in Fig. 18.9 by an example network
borrowed from (Treur 2020a), where the components are C; to Cy.

As another illustration, consider the example of a mental network model with
connectivity depicted in Fig. 18.3. In Fig. 18.10, the components of this network
are shown: from left to right components C; to Cs. In (Treur 2020b) the notion of
stratification was introduced for such a partition of a network so that each component
gets a level (or stratum) assigned. In this case, following the components in the
direction of the connections the levels are 0 to 4 as indicated in Fig. 18.10 from left
to right. Note that in the general case, by the stratification multiple components can

Fig. 18.9 Strongly
connected components for
the example network model
from (Treur 2020a) and their
stratification levels

Cy

\\ level 2
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| - s, X, - £, - SN, 4-PRa Xe -5
O Osensing Y Orepresenting ) Oresponding ™\ @executing f)
»(_ »(_

N

@amplifying

Cy C, C; C, \Xs/s18, Cs

level 0 level 1 level 2 level 3 level 4

Fig. 18.10 Strongly connected components for the example network model of Fig. 18.3 and their
stratification levels

get the same level. For example, in Fig. 18.9 there are two different components C;
and C, that each has no incoming connection, then both components are at level 0;
see also (Treur 2020b). In Fig. 18.9, component Cj is at level 1 and component C4 at
level 2 (because C4 has an incoming connection from a level 1 component, namely
Cs).

Based on the levels defined by this notion of stratification, a number of general
theorems and corollaria have been found and proven as presented in (Treur 2020a);
see also (Treur 2020b), Chaps. 12 and 15. For aggregation, these results are not
limited to linear functions and for connectivity no condition at all is demanded;
some of the main results are the following. The definitions are as follows.

Definition (weakly scalar-free and scalar-free functions) Consider functions f: R¥
— R and 6: R — R for some subset RCR which is R or R..

(a) A function f: R* — R is called weakly scalar-free for function 6 if for all V,
..., Vi € Rand all « € R it holds

f(OlV],...,Ole) =9(O[)f(V1,..., Vk)

(b) A function f: R¥ — R is called scalar-free if forall Vy, ...,V e Rand all @ €
R it holds

f@Vy,...,aVi)y=af(Vi,..., Vi)
(c) A function f: R¥ — R is called strictly (monotonically) increasing if for all

Ui, ..., U, V1, ..., Vi € Rsuch that U; <V, for alli and U; < V; for at least
one j it holds

f(Ul,...,Uk) < f(Vl,...,Vk)

(d)  Afunctionf: R* — R used as combination function for a state Y in a network is
called normalised if flw1, ..., wx) = 1, where the w’s are the weights of the
incoming connections of Y in the network.



514 J. Treur

Theorem 1 (Equilibrium values related to strongly connected components) If the
following aggregation conditions are fulfilled

e The combination functions are normalised, scalar-free and strictly increasing
then in an achieved equilibrium:

(a) Inany level O component C

e All states have the same equilibrium value V
e This V is between the highest and lowest initial value of states within C

(b) If for any level i > 0 component C the components C1,.., Cy are the strongly
connected components from which C gets an incoming connection, then

e If all states in Cy,.., Cy have the same equilibrium value V, then also all
states in C have this same equilibrium value V

e The equilibrium values of the states in C are between the highest and lowest
equilibrium values of the states in C4,.., Cy

The following corollary can be immediately derived from Theorem 1.

Corollary 1 (dependence of all equilibrium values on the values in level O
components)
If the following aggregation conditions are fulfilled

e The combination functions are normalised, scalar-free and strictly increasing
then in an achieved equilibrium:

(a) If all states in all level O components C have the same equilibrium value V,
then all states of the whole network have that same equilibrium value V
(b) The equilibrium values of all states in the network

e are between the highest and lowest equilibrium values of the states in the
level O components

e are between the highest and lowest initial values of the states in the level O
components

For a strongly connected network (consisting of only one component, which then
is a level 0 component), the following is obtained as a special case of the above:

Corollary 2 (strongly connected networks)
If the following connectivity and aggregation conditions are fulfilled

e The network is strongly connected
e The combination functions are normalised, scalar-free and strictly increasing

then in an achieved equilibrium:

e All states have the same equilibrium value V
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e This equilibrium value V is between the highest and lowest initial values of the
states

Given that in the example network model there is only one level 0 component
with constant value a, by Theorem 1 or Corollary 1 above it can be concluded that
all states will have equilibrium value a, as long as the aggregation conditions are
fulfilled.

In this section a specific class of linear and nonlinear functions has been identified
(strictly increasing, scalar-free, and normalised) which all share a similar mathemat-
ical analysis for equilibria of network models using such functions. It is sometimes
believed that for dynamical models the borderline between linear and nonlinear
functions is also the borderline between well-analyzable behavior and less well-
analyzable behavior. In contrast to this, for contagion in social networks it has been
found here that this borderline between well-analyzable behavior and less well-
analyzable behavior lies somewhere within the domain of nonlinear functions: itis not
between linear and nonlinear functions but between one class (of strictly increasing,
scalar-free, normalised functions) covering both linear and nonlinear functions and
another subclass of the class of nonlinear functions not satisfying these conditions. In
the next two sections this class of functions is explored in some more mathematical
detail.

18.10 Additive, Multiplicative, Log-like and Exp-like
Functions

In this section a few basic types of functions needed in Sect. 18.11 and further are
briefly reviewed. Proofs can be found in the Appendix. Below, the subset R C R used
as domain for the considered functions 6 in principle will be R or an interval within
R of the form R,y = (0, 00), although in some cases also other intervals may be
considered. Note that the symbol o is used to denote function composition (g o f is
read for functions f and g as ‘g over f” or ‘g onf’). Sometimes it is left out: gf means
g o f The domain of a function f is denoted by Dom(f’) and the range f{Dom(f)) by
Range(f).

Definition (additive, multiplicative, log-like, exp-like)

(a) A function 8: R — R is called additive if 6(o + B) = 6(a) + 6(B) for all «, B
€R

(b) A function 6: R — R is called multiplicative if O(a8) = 0(x)0(B) for all «, B
ER

(c) A function 6: R — R is called log-like if 0(aB) = 0(a)+0(B) forall o, B € R

(d) A function 6: R — R is called exp-like if O(a+8) = 6(a)0(B) for all a, B € R

(e) The standard (natural, based on the number e) exponential and logarithmic
functions will be denoted by exp and log, respectively.



516 J. Treur

Note that multiplicative and log-like functions are typically used for domains R
that are closed under multiplication and division such as R = R, whereas additive
and exp-like functions are typically used for domains R that are closed under addition
and subtraction such as R = R.

Proposition 1 (relating additive, multiplicative, log-like, and exp-like functions) Let
6: R — S be any function for a finite or infinite interval R in R, then the following
hold:

(a) If 6 is multiplicative and S € R, then log o 9 is log-like.

(b) If R C R,y and ¥ is log-like, then 6 o exp is additive.

(c) If @ is exp-like, then log o @ is additive.

(d) If 6 is multiplicative and S C R, then log o 6 o exp is additive.

(e) For any multiplicative function such that 6(«) = 0 for some « # 0, it holds
that 6(«) = 0 for all «. For any nonzero multiplicative function 6 it holds 6(1)
=1and f(a ') = O(a)”! for all .

(f) If a multiplicative 6 is injective on Dom(6), then it has an inverse 6 —1 with
Dom(# ~') = Range(#) and Range(d ~!) = Dom(6); this inverse # ~! is also
multiplicative.

The following theorem provides simple characterisations of the different types of
functions defined above.

Theorem 2 (characterisation of additive, multiplicative, log-like and exp-like)
Let 8: R — R be continuous. Then the following hold.

(a) Assume R C R is closed under addition and subtraction with 1 € R, then it
holds:
0 is additive < for some ¢ € R for all X it holds 8(X) =c X.

(b) Assume R C R, is closed under multiplication and division with e € R, then
it holds:
6 is multiplicative < for some ¢ € R for all X it holds 6(X) = X°.

(c) Assume R C R, is closed under multiplication and division with e € R, then
it holds:
0 is log-like < for some ¢ € R for all X it holds 6(X) = ¢ log(X).

(d) Assume R = R is closed under addition and subtraction with 1 € R, then it
holds:
0 is exp-like <>for some ¢ € R for all X it holds 8(X) = exp(cX).
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18.11 Weakly Scalar-Free and Scalar-Free Functions

Whether or not combination functions are scalar-free is an important factor deter-
mining whether or not by social contagion all members of a well-connected social
network converge to the same level of emotion, opinion, information, belief, inten-
tion, or any other mental or physical state; e.g., (Treur 2020a) and (Treur 2020b),
Chaps. 11 and 12. The class of scalar-free functions includes all linear functions but
goes far beyond the class of linear functions: a number of types of nonlinear functions
are known that are scalar-free, such as the Euclidean functions and geometric mean
functions (as will be defined below). However, it is not exactly clear how far exactly
this class of scalar-free functions reaches. To get some more insight in this, in this
section some further analysis is made of scalar-free functions, thereby also using a
weakened variant of them called weakly scalar-free functions.
The following basic properties can easily be verified:

Proposition 2 (scalar-free and strictly increasing functions)

(a) Any function composition of scalar-free functions is scalar-free

(b)  Any function composition of strictly increasing functions is strictly increasing

(c) All linear functions with positive coefficients are scalar-free and strictly
increasing

(d) Any scalar-free functionf is weakly scalar-free for 6 = id, the identity function.

Examples (weakly scalar-free functions) There are many examples of weakly scalar-
free functions. For example, the following functions on proper domains are weakly
scalar-free

fvy=vt
f(Vl,...,Vk)=V1*...*Vk (1823)

These are both weakly scalar-free with function

0(a) = oF (18.24)
The example
fV1, Vo, V3) = wiViVo + wo Vo Vs + w3 VsV (18.25)
is weakly scalar-free with function
0(a) =a’ (18.26)

Definition (Cartesian product function) For functions 61,..,0;: R — R their cartesian

product function.
X*_,6; : R* — R¥is defined by
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XE6i(Vi, o Vi) = (01(V), ., B(Vi))

When all 6; are equal to one 6, this cartesian product function X;-1%6; is also
denoted by X*@, and then is also called a cartesian power function of 6.

The following theorem describes some properties of scalar-free and weakly scalar-
free functions. Again, proofs can be found in the Appendix.

Theorem 3 (relating weakly scalar-free and scalar-free functions)
Consider functions f: R¥ — R and 6: R — R for some subset RCR which is R
or R.g.

(a) If a nonzero function f is weakly scalar-free for function 6, then 6 is
multiplicative.

If, moreover, f is (strictly) monotonically increasing and has at least one positive
value, then 6 is also (strictly) monotonically increasing.

Therefore for the strict monotonically increasing case, 6 is injective and has an
inverse 67! on Range(6), which is also multiplicative.

(b)  Any nonzero multiplicative function 6 is weakly scalar-free for itself.
(c) For any weakly scalar-free function f for 6 the following are equivalent:

(i) Range(f) € Range(0)
(ii)) Forall Vy, ..., V} an « exists such that flaVy, ...,aV;) =1

(d)  Foreach weakly scalar-free function f: R* — R for any injective 6, the function
g:Range(9)* — Rdefinedby g =f X*0 ~!is scalar-free. If, moreover, Range(f)
C Range(6), then also the function #: R* — R defined by & = 0~f is scalar-
free. For strictly increasing f and 6, these functions g,/ are strictly increasing
too.

(e) For each set of strictly increasing and weakly scalar-free functions f;: R —
R for the same strictly increasing 6, for any linear combination f of the f;
with positive coefficients, the function g: R* — R defined by g = f Xk~ is
strictly increasing and scalar-free. If, moreover, Range(f) < Range(6), then
also the function h: R¥ — R defined by & = #~'f is strictly increasing and
scalar-free.

(f) Iff: R* — Ris scalar-free, f: R — R is multiplicative and g = f o X*6: R¢ —
R, then g is weakly scalar-free for 6. This holds in particular if f is linear.

Examples (from weakly scalar-free to scalar-free functions) From Theorem 3d it
follows that for the function f of (18.25) and 6 of (18.26) the function

g(Vi, Vo, Vi) = 07V £ (V) Vo, V) = Vw Vi % Vo - wa Vo Vs + w3 Vs % V)
(18.27)

is scalar-free. Also, by Theorem 3e the function
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B(Vi, Va, V) = [V Vo o Vs JOn Vi Vo wa Vo o Vs £ ws Vs V) |/
(18.28)

is scalar-free.

18.12 Scalar-Free Functions based on Function Conjugates

In this section it is analysed how from given scalar-free functions other scalar-free
functions can be obtained by applying some transformation. The type of transfor-
mation applied can be interpreted as a form of scale transformation or coordinate
transformation. It is done by generating conjugates of scalar-free functions defined as
follows. This perspective provides an explanation of what was achieved in Sects. 18.6
and 18.7 where nonlinear equations were transformed into linear equations.

Definition (function conjugates). Let subsets R, S C R be given. The function g: S
— S is a (function) conjugate of f: R* — R by 6 if 8: § — R is a bijective function
and

g=0"1o foXo

The following proposition describes in some more depth how a function f and its
conjugates g relate to each other.

Proposition 3 (function conjugate operator) Let subsets R, S € R be given, and
functions g: S¥ — S, f: R* — R, and bijective 8: S — R. Then the following hold:

(a) Then the following are equivalent:
(i) g 1is a function conjugate of f by 6
(i) The following commutation rules for 6, f and g hold:
0g = rx*o
(b) If a)(i) and (ii) hold, then for any g such an f is unique and can be denoted
by f = Sy(g) for a function conjugate operator Sy; similarly, g = Sy-1(f) for
function conjugate operator Syp-1, so it holds:
0g = Sp()X"0
07 f = Sy (fHxke!

These operators Sy and Sy-1 are each other’s inverse and they preserve function
addition and composition: for all functions f, g, f1, f2, g1 and g, of proper types it
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holds

So-180(g) = g

SoSe-1(f) = f

So (81 + g2) = Se(g1) + Sp(g2)
Sp(g1 0 82) = Sp(g1) o Se(g2)
So-1(f1 + f2) = Sp-1 (f1) + So-1(f2)
So-1(f1 0 f2) = Se-1(f1) 0 Sg-1(f2)

Moreover, when conjugate operators Sp, and Sy, for 6, and 6, are applied in turn, it
holds

S5,6,(8) = S5, 56, (8) S, (X 02) Xk, X 0, ' Xk ! forall g
If in addition, 6 and 6, commute (i.e., 0102 = 6,01), then Sy, Sp, = Sp,0,:

S@l S92 (8) = S9192 (g) forall 8
The condition that 8; and 6, commute is always fullfilled when 6, and 6, are both
multiplicative, both additive, or both log-like or exp-like.

Definition (weighted Euclidean and geometric functions)

(a) A function g is a weighted euclidean function of order n if

e(Vis ... V) = \/wlv," bWy

For some weights wy,.., wi. A weighted euclidean function is normalised if g(V, ...,
V)=V forall V, i.e., if the sum of its weights is 1, in which case it is called a weighted
euclidean average function. A weighted euclidean function of order n = 1 is called
a linear function.

(b) A function g is a weighted geometric function if
gV, .. Vi) =V vyt

For some weights wy,.., wy. A weighted geometric function is normalised if g(V,
..., V)=V forall V, i.e., if the sum of its weights is 1, in which case it is called a
weighted geometric mean function.

In this section, it is established that the above-defined nonlinear functions are
scalar-free. Note that the scaled euclidean function eucl,, of order # is a special
case of a weighted euclidean function. Moreover, the scaled geometric function
sgeomean, is a special case of a weighted geometric function with all weights
1, whereas sgeomean, for '\ # 1 is not a weighted geometric function itself but
sgeomean, is a constant factor ¢ = 1/+/\ times the weighted geometric function
sgeomean; .

First, in a more general setting this will be addressed for weighted euclidean
functions. Moreover, it is analysed how weighted euclidean functions can be related
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to linear functions: it turns out that they can be interpreted as conjugates of linear
functions via some multiplicative function 6. This is explained by the following
theorem.

Theorem 4 (from scalar-free functions to scalar-free conjugates by multiplicative
0)

(a) For any scalar-free function f: R¥ — R with R = R, all of its conjugates
0 ~' o f o0 X*6 by a multiplicative 8: R — R are also scalar-free.

(b) More specifically, for any scalar-free function f, for any positive real number
n the function g defined by

g(Vl""vvk): nf(Vln"‘.,an)

is a conjugate # ~! o f o X*6 of f by the multiplicative function #: X — X" and
therefore is also scalar-free.

(c) All weighted euclidean functions are conjugates of linear functions by a multi-
plicative function 6 and therefore are scalar-free. In particular, this holds for
all functions eucl,, , .

As an illustration of Theorem 4, the function eucl,, , can be written as a conjugate
function of a linear function as follows:

eucl,, =607 o f o X0 (18.29)
where 0(X) = X" and
S, V=W 4. 4+ V) /X (18.30)
This can be verified as follows:

6 o foXO(Vi,.... Vi) =60"" 0 f(V', ..., V)
=07 (V' + ...+ VH/N)

=V + . VDA

This describes the function transformation underlying the equation transformation
that has been used in Sect. 18.6 to transform the nonlinear euclidean equilibrium
equations into linear equations.

Next, in a more general setting in Theorem 5 it is established that weighted
geometric functions are scalar-free and how they can be related to linear functions.
Again, it turns out that they can be considered conjugates of linear functions, this
time not via a multiplicative function but via a log-like function 6. This is explained
by the following:
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Theorem 5 (from linear to scalar-free conjugates by log-like 6)

(a) For any linear function with sum of coefficients 1 all of its conjugates
6 ~! o f o X*6 by a log-like 6 are scalar-free.

(b) More specifically, for any linear function f with sum of coefficients 1, the
function g defined by

gV, ..., Vi) = exp(f(log(Vy), ..., log(Vi)))

is a conjugate @ ~! o f o X*@ of a linear function by the standard log-like function 6
= log and therefore is scalar-free.

(c) All weighted geometric functions are conjugates of a linear function by a log-
like function 6 and therefore are scalar-free. In particular, this also holds for
all functions sgeomean, .

As anillustration of Theorem 4, the function sgeomean; can be written as a conjugate
function of a linear function as follows:

sgeomean, =60~ o f o X*0 (18.31)
Holds for 6 = log and
S, V=W +...+ V) /k (18.32)
This can be verified as follows:

0 o foXrO(Vy,..., Vi) =607 o flog(Vh), ..., log(Vi))

=07 ((log(V}) + ... +log(Vi))/k)
exp((og(Vy) + ... +1log(Vi))/ k)
exp(log(Vy ... Vi) /k)
exp(log(Vj ... Vk))l/k

= (V... V)UK
=JYVi...V,
= sgeomean, (Vy, ..., Vy)

This shows in Theorem 4c) why sgeomean, is a conjugate of a linear function and
therefore is scalar-free. Given this, the scaled geometric mean function sgeomean,
for any \ can be written as

sgeomean, — C sgeomean;

with a constant factor ¢ = 1/+/\ and therefore
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sgeomean, = cf ' o f o X'

Therefore, also sgeomean,_is scalar-free. This describes the function transformation
underlying the equation transformation that has been used in Sect. 18.7 to transform
the nonlinear geometric equilibrium equations into linear equations.

18.13 Appendix: Proofs

In this section proofs for Proposition 1 and Theorems 2 to 5 from Sects. 18.10-18.12
can be found.

18.13.1 Additive, Multiplicative, Log-Like and Exp-Like
Functions

Proposition 1 (relating additive, multiplicative, log-like, and exp-like functions) Let
6: R — R be any function for a finite or infinite interval R in R, then the following
hold:

(a) If 6 is multiplicative, then log o 0 is log-like.

(b) If 0 is log-like, then 8 o exp is additive.

(c) If 6 is exp-like, then log o 6 is additive.

(d) If 6 is multiplicative, then log o 6 o exp is additive.

(e) For any multiplicative function such that 6(«) = 0 for some « 7 0, it holds
that 6(«) = 0 for all «. For any nonzero multiplicative function 6 it holds 6(1)
=1andf(x ') =0(a)! for all a.

(f) If 6 is multiplicative then 6(1) = 1 and (a ~!) = O(ar)~!. If a multiplicative @
is injective on Dom(6), then it has an inverse # ~! with Dom(f ~!) = Range(6)
and Range(6 ~!) = Dom(0); this inverse 8 ! is also multiplicative.

Proof

(a) This follows from
log(0(aB)) = log(B(x)0(B)) = log(6(x)) + log(6(B))
(b) This follows from
0 (exp(a + B)) = O (exp(a)exp(B)) = 0(exp(e)) + 0 (exp(B))
(c) This follows from

log(6(ex + B)) = log(0(x)0(B)) = log(0(a)) + log(6(B))
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(d) This immediately follows from a) and b).

(e) Suppose O(a) = 0 for some a 7 0, then for any g it holds 8(8) = O(afa~l) =
6(a)f(Ba~") = 0. Next, for any nonzero 6 it holds (1) = 6(1?) = 6(1)?;
as it cannot be 0 from this it follows that (1) = 1. The last part follows from
O™ =0a™) =6(1) = 1.

(f) Choose any o/, B’ € Range(0), then o' = () and B’ = 6(8) for some «,8 €
Dom(8). Then this follows from

0~ (a'B)=0""O@(B) =0""(0@B) =aBf =00 (B
[

Theorem 2 (characterisation of additive, multiplicative, log-like and exp-like
functions) Let 0: R — R be continuous. Then the following hold.

(a) Assume R C R is closed under addition and subtraction with 1 € R, then it
holds.
0 is additive < for some ¢ € R for all X it holds 8(X) = ¢ X.
(b) Assume R C R, is closed under multiplication and division with e € R, then
it holds.
0 is multiplicative < for some ¢ € R for all X it holds 8(X) = X°.
(c) Assume R C R, is closed under multiplication and division with e € R, then
it holds.
6 is log-like < for some c € R for all X it holds 6(X) = c log(X).
(d) Assume R = R is closed under addition and subtraction with 1 € R, then it
holds.
0 is exp-like < for some ¢ € R for all X it holds 6(X) = exp(cX).

Proof Note that all implications from right to left are easy to verify. The opposite
implications can be found as follows.

(a) Notethat0=1-1 € R and 8(0) = 0 as from additivity it follows
0(0) =004 0) =26(0)

Therefore for any ¢ € R it holds (X) = cX for X = 0. Now, first for positive rational
numbers X = p/q € R with p, g € N with p, g > 0, from additivity it follows

q0(X) =06(gp/q) = 6(p) = po(1)
And therefore
0(X) =cX

where ¢ = 6(1). Moreover, for any negative rational number X = - p/g € R with p, g
> 0 it holds
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0(=p/q) +0(p/q) =60(0)=0

And therefore

0(X) =0(-p/q) = —-0(p/q) = —cp/q =cX
This proves that 8(X) = cX for all rational numbers X.

Next, as any real number X is the limit of a sequence r,,, n € N of rational numbers
and both 6 and the function X — cX are continuous it holds

0(X)=0(lim r,) = lim 8(r,) = lim cr, =c lim r, = cX
n—0oQ n—oo n—0oQ n—0oQ

(b) Note that R’ = log(R) is closed under addition and subtraction and 1 = log(e)
€ R'. By Proposition 1d) the function log o 6 o exp on R’ is additive. Therefore,
by a) it follows that there is a ¢ € R such that for any X € R for ¥ = log(X) it
holds

logofoexp(Y)=cY
From this it follows

exp(log o 0 o exp(Y)) = exp(cY)
0 oexp(Y) = exp(cY)

0 o exp(Y) = exp(Y)*

0(X) =X

(¢) Note that R" = log(R) is closed under addition and subtraction and 1 = log(e)
€ R'. By Proposition 1b) the function 6 o exp is additive on R'. Therefore, by
a) it follows that there is a ¢ € R such that for any X € R for ¥ = log(X) it
holds

Ooexp(Y)=cY
0 o exp(log(X)) = clog(X)
0(X) = clog(X)

(d) By Proposition 1c) the function log o 6 is additive. Therefore, by a) it follows
that there is a ¢ € R such that for all X € R it holds

logo8(X) =cX
exp(log o (X)) = exp(cX)
0(X) = exp(cX)
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18.13.2 Weakly Scalar-Free And Scalar-Free Functions

Theorem 3 (relating weakly scalar-free and scalar-free functions)
Consider functions f: R¥ — R and #: R — R for some subset RCR which is R or
Ryo.

(a) If a nonzero function f is weakly scalar-free for function 6, then 6 is multi-
plicative. If, moreover, f is (strictly) monotonically increasing and has at least
one positive value, then 6 is also (strictly) monotonically increasing. Therefore
for the strict monotonically increasing case, € is injective and has an inverse
67! on Range(#), which is also multiplicative.

(b)  Any nonzero multiplicative function 6 is weakly scalar-free for itself.
(c) For any weakly scalar-free function f for 6 the following are equivalent:

(iii) Range(f) € Range(6)
(iv) Forall Vi, ..., Vi an « exists such that flaV, ..., aVy) =1

(d) Foreach weakly scalar-free function f: R* — R for any injective 6, the function
g:Range(9)* — R defined by g =f X¥0~! is scalar-free. If, moreover, Range(f)
C Range(6), then also the function #: R* — R defined by & = 0~f is scalar-
free. For strictly increasing f and 6, these functions g,/ are strictly increasing
too.

(e) For each set of strictly increasing and weakly scalar-free functions f;: R —
R for the same strictly increasing 6, for any linear combination f of the f;
with positive coefficients, the function g: R* — R defined by g = f X*6~! is
strictly increasing and scalar-free. If, moreover, Range(f) € Range(9), then
also the function 4: R* — R defined by & = #~f is strictly increasing and
scalar-free.

(f) Iff: R* — Ris scalar-free, f: R — R is multiplicative and g = f o X*6: R¢ —
R, then g is weakly scalar-free for6. This holds in particular if f is linear.

Proof
(@) Suppose f(Vy,..., Vi) # 0, then from

O@B) f(Vi,....Vi) = f(aBVi,...,aBVy) = 0()f(BVi,...,BVk) =
0@)0(B) f(Vi,..., Vi)

it follows that 8 is multiplicative.

Suppose, moreover, f is (strictly) monotonically increasing and positive for at least
one point f(Vy, ..., V;) > 0 and o < § then from

0@ f(Vi,....,Vi) = flaVi,...,aVi) < f(BV1,...,BVi) =0(B) f(V1,..., Vi)

it follows that 0(«) < 6(p); it works similarly for the strict condition.

(b)  This follows from 6 (xB) = 0(x)0(B).
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(c) (1) = (i) Conversely suppose Range(f) € Range(9), then for any Vi, ..., Vi
it holds.

fiVi, ..., Vi) € Range(9).
fiVi, ..., Vi) =0(B) for some B € Dom(0).
Then

0B) " f(Vi, ..., Vi) =1

Now pick @ = 8 ~!, then it follows.
flavi,...;aVy) = 0@f(Vi,....V) = 6B HfV,....V) =
OB f(Vi,..., Vi) =1
(i) = (i) Suppose for any given V1, ..., V; an « exists such that flaVy, ..., aVy) =
1, then:
fWi Vo= fleaVi,.. a7 laV) =0@ ) f@Vi,...,aV)
=0(a"") € Range(0)

(d) For g the first part follows from

glaVy,....,aVy) = fO V), ...,0 (aWV))
= O (@0 V), ..., 07 (@0~ (Vi)
=00 () fO' V1), ..., 07 (V)

=af O (V1),....07 (Vi)
=ag(Vy,..., Vi)

And for i from

h@Vi,...,aV) =07 (FaVi,...,aV))
=07 'O@@) f(Vi,..., Vo)
=070 (f(V1,.... Vb))

=af0 ' (f(Vi, ..., V)
:Olh(vl, ey Vk)

The second part follows from (a).

(e) This follows from (d) and (a).
(f) This follows from.
gaVy,...,aVy) = f@@@V)),...,0@Vy))
= f(O@)O(V1), ..., 0(@)8(Vi))
=0(@) f(OV1),...,0(Vk))
=0()g(Vi,...., Vp)
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18.13.3 Creating Scalar-Free Functions Based
on Conjugates

Proposition 3 (function conjugate operator) Let subsets R, S € R be given, and
functions g: S¥ — S, f: R* — R, and bijective #: S — R. Then the following hold:

(a) Then the following are equivalent:

(i) g is a function conjugate of f by 0
(i) The following commutation rules for 6, f and g hold:

0g = X0
(b) If a)(i) and (ii) hold, then for any g such an f is unique and can be denoted

by f = S¢(g) for a function conjugate operator Sy; similarly, g = Sp-1(f) for
function conjugate operator Sy-1, so it holds:

g = Sy(g)X*0
07 f = Sp (fHXko™!

These operators Sy and Sy-1 are each other’s inverse and they preserve function
addition and composition: for all f, g, f1, f2, g1 and g, of proper types it holds

So-180(8) = g

SoSe-1(f) = f

Sp(g1 + 82) = Sp(g1) + Se(g2)
So(81 0 82) = Sp(81) © Sp(g2)
So-1(f1 + f2) = Se-1 (f1) + So-1(f2)
So-1(f1 0 f2) = Se-1(f1) 0 Sg-1(f2)

Moreover, when conjugate operators S, and Sp, for 8 and 6, are applied in
turn, it holds.

S6,6,(8) = S5, S5, () So, (X 0)X* 01X 05 Xko; ! for all g.
If in addition, 6 and 6, commute (i.e., 810, = 6,601), then Sy, Sg, = Sp,0,:

SO] SGz (g) = S0102 (g) for all 8-
The condition that 6, and 8, commute is always fullfilled when 6, and 8, are
both multiplicative, both additive, or both log-like or exp-like.

Proof

(a) (i) = (ii) This follows from.

0g =007 o foXo = foXko



18 Where is This Leading Me: Stationary Point and Equilibrium Analysis ... 529
and
071 f =07 FXkoxXke! = gXko!
(i) = (1) This follows from
g=0""9g=0"0foXo

(b) First, suppose Og = f1Xk0 = £,Xk0, then from 6 bijective it follows f| = f».
Then an operator Sy exists and it holds

0g = Ss(g)X"60
07 f = Sy (f)Xko™!

Furthermore, consider

0(g1 + g2) = So(g1 + g2)X"6
0(g1 + 82) = 0g1 +0g2 = So(g1)X 0 + Sp(g2)X 0 = (Sy(g1) + So(g2))X 0

Then,

So(g1 + g2)X*0 = (Sp(g1) + Sp(g2))X*6
So(g1 + 82) = So(g1) + So(g2)

Also,

0(g108) = Sp(g1 0g)X0
(0g1) 0 82 = Sp(g1)X 1082 = Sp(g1)Ss(g2)X "0

Here k 1k, = k; therefore,
So(g1082) = Se(g1) 0 Sp(g2)

And the same applies to 6!

When conjugate operators Sy, and Sy, for 8, and 6, are applied in turn, it holds

(0162)g = Sp,6,(8)X50102 = Sp,0,(2)X 0, X 0,
01(628) = 0156, (8)X 0> = Sy, (Ss, (8) X 02) X560, = Sp, S, (2) e, (X 02) X6,

Therefore

So,6,(8) X" 01 X560, = Sp, Sp, (g)Sp, (X 02)X" 6,
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0,0, (8)X 01 = Sp, S, () Sp, (X*02)X* 0, X 05!
So6,(8) = So, Sa,(2) S, (X 02) Xk, X 0,1 X0

If 6, and 6, commute, then Sp, (X*6,) = X*6, and therefore, this becomes

So6,(8) = S, Se, (8)X 0. X" 0, Xk 0, 1 Xk0,7!
59192 (g) = 591 592 (g)

From Theorem 2 it follows that the condition that #; and 6, commute is always
fullfilled when 0; and 0, are both multiplicative, both additive, or both log-like or
exp-like. By applying this to ; = 6 and #, = 6 ~! which also commute, it follows
that Sy and Sy-1 are inverses of each other (here id indicates the identity mapping):

Sp-180(8) = Sp-19(g) = Sia(g) = id(g)
S So-1(f) = Spo-1(f) = Sia(f) =1id(f)

Theorem 4 (from scalar-free functions to scalar-free conjugates by multiplicative
0)

(a) For any scalar-free function f: R — R with R = R-, all of its conjugates by
a multiplicative 8: R — R are also scalar-free.

(b) More specifically, for any scalar-free function f, for any positive real number
n the function g defined by

g(Vl,...,Vk)zm

Is a conjugate of f by the multiplicative function 8: X — X" and therefore is also
scalar-free.

(c) All weighted euclidean functions are conjugates of linear functions by a multi-
plicative function 6 and therefore are scalar-free. In particular, this holds for
all functions eucl,, , (..).

Proof
(@) Iff(Vy,..., V) scalar-free and 6 multiplicative and g =6~' o f o xX*9, ie.,

gWVi, ..., Vi) =07 (FOVY), ..., 0(Vp)
Then:

gaVy,...,aV) =071 (FO@V)),...,0@V)))
=07 (fO@OV)),...,0(@)0(Vy))
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=07 @@ FOV),...,0(Vi)
=071 0@ (fFOVY),...,0(V0))
= O(g(Vl, ey Vk)

Therefore g is scalar-free.

(b)  Substitute 6(X) = X" and 6~ (X) = X/? | then

gVi, . V) =07 fOVY),....,0(V)) = fFVE, ..., Vi)

Then by (a) this function is scalar-free.

(c) When starting with a linear function in b), you get the general format of a
weighted Euclidean function g.

gVi, ..., V) =07 (fOVD),....0(V))
=071 (fFOVE, L V)
=07 V. w V)

= \r/leln +...+kakn

Theorem 5 (from linear to scalar-free conjugates by log-like 6)

(a) For any linear function with sum of coefficients 1 all of its conjugates by a
log-like 6 are scalar-free.

(b) More specifically, for any linear function f with sum of coefficients 1 the
function g defined by

gV, ..., Vi) = exp(f (log(V1), ..., log(Vi)))

is a conjugate of a linear function by the standard log-like function 6 = log
and therefore is scalar-free.

(c) All weighted geometric functions are conjugates of a linear function by a log-
like function 6 and therefore are scalar-free. In particular, this also holds for
all functions sgeomean, (..).

Proof

(@ If fiVy, ..., Vi) linear with sum of coefficients 1 and 6 log-like and
g=0"ofoXk0,ie.,

Vi, ..., V) =07 (fOVD), ..., 0(Vi))
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Then g is scalar-free:

glaVy,...,aVy) = Q*I(f(e(avl), ..., 0@W)
= Qfl(f(e(a) +6(Vy),...,0(@) +6(Vy)
=07 (fO@).....0@@)+ fOMV),....0(Vi)
=07'(fO@),....0@)*0~ (fFOVD),....0(Vi)))
=07 '@@)xg(Vi,..., Vo)
=ag(Vy,..., Vi)

®) If
SV, ooV =wiVi+..+w Vi
Then

gWi, ..., Vi) = expwi log(V1) + ... + wyi log(Vi))
exp(log(V,"") + ... 4+ log(V,""))
exp(log(V,"' ... V"))
=V

(c) Thisimmediately follows from b). As sgeomean, (..) is the weighted geometric
function sgeomean; (..) times a constant factor, it is also scalar-free. |l

18.14 Discussion

The contents of this chapter are based on parts of Treur (2016, 2018, 2021) and Treur
(2020b), Ch 12. In this chapter it was discussed how mathematical analysis can be
used to find out some properties of the dynamics of a network model. By comparing
such properties found by mathematical analysis and properties observed in simulation
experiments, verification can be done of whether an implemented network model is
correct with respect to its design specification. If the mathematical analysis expects a
certain property but an example simulation does not satisfy this property, this should
be a reason to inspect the implementation of the model and correct errors (and/or
check whether the mathematical analysis is correct). This option for evaluation and
feedback can be very useful during a development process of a network model.
Useful mathematical techniques for such types of analysis in general have been
around already for quite some time; e.g., (Brauer and Nohel 1969; Lotka 1924;
Picard 1891; Poincaré 1881, 1892). Mathematical analysis may not always be easy.
The more easy options are when linear functions (for example, scaled sum combi-
nation functions) are used so that linear equilibrium equations occur that by using
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a linear solver in principle can be solved symbolically, thereby obtaining expres-
sions for equilibrium values in terms of the characteristics of the network model. On
the other hand, equilibrium equations involving logistic functions cannot be solved
symbolically in that way. Nevertheless, for such cases still specific instances can be
addressed: as shown in Sect. 18.2, verification of a network model does not depend
exclusively on finding explicit symbolic solutions of the equilibrium equations. For
verification purposes, it is sufficient if the equilibrium equations have been identi-
fied, which is always possible using the criterion based on the standard difference
or differential equation used for network models here. Then, for any simulation,
observed equilibrium values can be substituted in these equations and by this it is
checked whether they satisfy the equations.

To analyse and predict at forehand from its structure what behaviour a given
network model will eventually show can in general be a more challenging issue. For
example, do all states in a social network model converge to the same value? Some
earlier results address the case of acyclic, fully connected or strongly connected
networks and for linear combination functions only; e.g., (Bosse et al. 2015). It is
often believed that when nonlinear functions are used, such results cannot be found
anymore. Also, networks that are not strongly connected are usually not addressed
by analysis as they are assumed to be more difficult to handle. This chapter discussed
more recently found much more general results showing what is still possible beyond
the case of linear combination functions (for aggregation) and also beyond the case of
strongly connected networks (for connectivity). These general results relate network
behaviour to the network structure characteristics of two types in particular:

e Network connectivity characteristics in terms of the network’s strongly connected
components and their mutual connections and the stratification they induce

e Network aggregation characteristics in terms of the combination functions used
to aggregate multiple incoming connections (in particular, monotonicity, scalar-
freeness and normalisation).

The first item makes the network analysis approach applicable to any type
of network connectivity, thus going beyond the limitation to strongly connected
networks or acyclic networks. The second item makes the network analysis approach
applicable to a wider class of combination functions (most of which are nonlinear)
going beyond the limitation to linear functions. For some specific types of nonlinear
functions in this class (weighted Euclidean functions and weighted geometric func-
tions), it has been shown how they can be transformed (by conjugates) into linear
functions and how after such a transformation linear equilibrium equations are
obtained that can be solved easily. Also, for some other types of nonlinear func-
tions it was shown how they can be handled: functions for Hebbian learning and
functions for bonding by homophily as used for connectivity self-model states in
self-modeling networks.

So, it was shown how, in contrast to often held beliefs, certain classes of nonlinear
functions used for aggregation in network models enable analysis of the emerging
within-network dynamics as easily as linear functions do. The chapter uses elements
from Treur (2020a) and (2020b), Chapters 11 and 12, but also introduces a number of
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new concepts and methods for this type of network analysis, such as weakly scalar-
free function, conjugate functions and the use of a linear solver to solve nonlinear
equations. These new concepts and methods enable to get more insight in some of
the types of nonlinear functions for which network analysis by solving equilibrium
equations is well-feasible.

From scalar-free functions in a combinatorial manner new scalar-free functions
can be generated easily, using (1) linear combinations of them, (2) function compo-
sitions of them, and (3) conjugates of them. By iteratively combining these three
methods, scalar-free functions can be built of arbitrarily high complexity. This shows
that there is a very large space of such nonlinear functions, which still are well-suitable
for analysis. However, no complete classification of all possible types of nonlinear
functions that are easy to handle (e.g., because of being scalar-free) has been obtained
yet; there are still some remaining challenges for this.
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