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1
I N T R O D U C T I O N

The contextualization of information is imperative for people to be able to process the
massive amount of information currently available online. Context is often expressed
by a specific event taking place, by identifying its properties such as participating
people, organizations, locations, time frames, as well as perceived relevance, salience,
and evoked sentiments. However, the multitude of data streams used to mention
events provide an inconceivable amount of information redundancy and perspectives.
This aspect poses challenges to both humans, i.e., to reduce the information overload
and consume the meaningful information, and machines, i.e., to generate a concise
overview of the events. For machines to generate such overviews, they need to be
taught to understand events. In this thesis, we investigate how events are represented
and perceived across data modalities and data sources. To address the three angles of
events, i.e., vagueness, multiple perspectives, and multiple granularities, we leverage
the diversity and harness the disagreement among information extraction tools output
and crowd annotators. We start this introduction by motivating our approach and
providing related work in the areas of information extraction and crowdsourcing
methodologies for event understanding. Finally, we introduce the research questions
studied in this thesis and our contributions.

This chapter is based on the following publication: Machine-Crowd Annotation Work-
flow for Event Understanding Across Collections and Domains in the Proceedings of the
13th European Semantic Web Conference, 2016. [97]

1.1 motivation

With the progress of the Web, significant amounts of information become available
online. The information ranges from different data types such as news articles, tweets,
cultural heritage objects to audio-visual archives, among others, and across various
distribution channels such as traditional or social media. This democratization of
information [183] poses a lot of challenges for search engines, information retrieval
systems, and natural language processing systems, as they need to (1) extract mean-
ingful information from any modality (i.e., text, image, video) and (2) synthesize
streams of data and information from various channels to provide succinct pieces
of relevant information that answer the demands of end-users. Thus, we argue that
several needs and requirements are introduced or emphasized by this prominent flow
of information: (1) identifying meaningful pieces of information that provide sufficient
context for end-users, (2) interpreting the information gain of each additional data
stream or modality, and (3) generating a relevant, concise and representative summary
of all the information requested.

Events play an important role in understanding and contextualizing information, as
well as influencing human interpretation. Nevertheless, while essential for querying,
perceiving and consuming the meaning of the information surrounding us, events are
complex entities by definition. Therefore, we need to understand what an event is, how
to describe an event, and to what extent a document is useful, meaningful or relevant
for a given event or topic. Typically, events create context by introducing related
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2 introduction

properties or entities such as participants involved, locations where the event takes
place or the period when the event takes place. The event space is typically represented
in different data streams and channels. More precisely, it is likely that an event is
mentioned both in news articles and tweets, as well as in textual and audio-visual
media. Hence, besides relevance, we need to extend the event understanding with
salience and novelty features (i.e., to minimize redundancy) and subjective semantics
such as sentiments and sentiment intensities (i.e., to account for multiple and diverse
perspectives).

The information extraction and processing communities recognize the importance
of events [79, 146]. While the accuracy of the natural language processing (NLP)
tools for extracting named entities (NE) is continuously improving, their performance
in detecting events is still poor. The reasons are three-fold: (1) events are vague,
(2) events carry multiple perspectives and (3) events have different granularity. The
mainstream procedure for event annotation is through experts. However, even experts
disagree to large extents. To overcome this, people create strict annotation guidelines,
which instead make the task rigid and hardly adaptable to other domains. This
over-generalization does not deal with the intrinsic ambiguity, the multitude of
interpretations and perspectives of the language. Thus, many NLP tools suffer from a
lack of training and evaluation data [119], as well as a lack of understanding language
ambiguity. Setting up annotation tasks is also time and cost-consuming due to both
the length of the process and the costs associated with the experts. The constant lack
of training data and the disagreement among expert annotators is also a downfall
for increasing the performance of tools to automatically assess event novelty [191],
identify documents that are relevant for a given event or topic [207] or even to cluster
events (e.g., Google News1).

In recent years, crowdsourcing has emerged as a reliable, time and cost-efficient
alternative to employing domain experts for gathering semantic annotations [178].
The collection of large scale human annotations has also been facilitated by many
crowdsourcing platforms, such as Amazon Mechanical Turk2, FigureEight (currently
known as Appen3 and formerly known as CrowdFlower), Prolific4, among others.
Some major crowdsourcing bottlenecks, however, are that most practices are not
systematic and sustainable, while state-of-the-art methods are only developed for a
specific domain or input. Furthermore, typical solutions for assessing the quality of
crowdsourced data are typically based on the hypothesis [155] that there is only one
correct answer. While crowdsourcing approaches have been extensively used to gather
ground truth data for many domains and tasks, this did not change the assumption
that there is only one correct answer. Thus, the variety of perspectives, interpretations,
and language ambiguity are still not considered. This, however, contradicts with the
three angles of events, i.e., vagueness, multiple perspectives, and multiple granularities,
and with the latent ambiguity in natural language.

The CrowdTruth methodology [12, 13, 68] has been proposed to address these
issues by promoting the idea that disagreement among annotators is signal instead
of noise. More precisely, disagreement between workers is a signal for identifying
low-quality workers, ambiguous annotation targets, and capturing and understanding
the ambiguity in the annotated data. The CrowdTruth methodology uses the triangle

1 https://news.google.com

2 https://www.mturk.com

3 https://appen.com

4 https://www.prolific.co

https://news.google.com
https://www.mturk.com
https://appen.com
https://www.prolific.co


1.2 related work 3

of disagreement as a model to represent the three main components of crowdsourcing
systems — input units, workers, and target annotations. The model is based on existing
literature, namely the triangle of reference [122]. Using this triangle, CrowdTruth
expresses how ambiguity in any corner disseminates and influences the other two
corners. For example, unclear or difficult input units are more prone to generate
disagreement among workers, which is not equivalent to low-quality workers. Based
on such observations, the CrowdTruth methodology consists of a set of quality metrics
and best practices to aggregate crowd annotations and interpret the agreement among
annotators such that ambiguity in the task is preserved.

In this thesis, we apply the CrowdTruth methodology in the context of event under-
standing to address the three angles of events, i.e., vagueness, multiple perspectives,
and multiple granularities. We define events as something that happened, is happening or
will happen, thus, using minimum restrictions. The primary purpose and focus is to
gain event understanding by exploring event streams with regard to (1) surface form,
i.e., event granularity — or how events are shown or depicted; (2) space or properties,
i.e., people, organizations, locations, time periods; (3) relevance, i.e., the most represen-
tative event properties, sentences or documents; (4) subjective perspectives, i.e., the
sentiment an event or event property triggers; (5) novelty and salience, i.e., new or
notable event features. Our experimental workflow builds on (1) machine-optimized
stages where the data is pre-processed and pre-annotated with semantics and (2)
diversity-driven crowd annotation of event semantics ground truth.

This thesis investigates how events are perceived and represented across data modal-
ities (e.g., text, video) and sources (e.g., news articles, tweets, video broadcasts). On the
one hand, we harness the inter-annotator disagreement and show that disagreement
among crowd annotators is not necessarily synonymous with low-quality annotations
but a more truthful representation of the range of perspectives and interpretations
expressed by events in natural language. On the other hand, we leverage diversity
both in crowds and machines and propose a methodology for deriving the optimal
annotation guidelines and templates for collecting event-driven ground truth data. We
translated the data we gathered through experiments into a diversity-driven events
ground truth used for training and evaluating an event extraction model. In summary,
we integrated machines and humans in a systematic way, i.e., with a focus on exper-
imental methodologies and a sustainable way, i.e., with a focus on reusability and
replicability of data, code and results.

1.2 related work

In this section, we review related literature in the area of event understanding by
focusing on four main areas. First, we explore information extraction techniques
with a focus on event extraction and event properties extraction. Second, we review
crowdsourcing approaches for event understanding. Then, we present an overview of
existing methods for improving the quality of crowdsourcing annotations through data
collection methods and aggregation techniques. Finally, we review several applications
in which the process of event understanding is a suitable solution to account for
users’ needs and preferences in their online information exploration. We conducted
this overview by reviewing papers published across several main fields, namely
human-centered computing, information extraction and semantic web. Below, we provide a
comprehensive list of the most reviewed venues for each of the fields. Note, however,
that the list provided is not exhaustive.
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• human-centered computing: the reviewed literature was mainly published in human
computation and crowdsourcing venues, as well as in human-computer interaction
venues; the main venues include the Conference on Human Computation and
Crowdsourcing (HCOMP), the Journal of Human Computation (HCJournal),
the ACM Transactions on Interactive Intelligent Systems (TiiS) journal, the Con-
ference on Human Factors in Computing Systems (CHI), the ACM Conference
on Computer-Supported Cooperative Work and Social Computing (CSCW), the
Conference on User Modeling, Adaptation and Personalization (UMAP), and
the Conference on Intelligent User Interfaces (IUI);

• information extraction: the reviewed literature includes published literature in the
area of natural language processing and machine learning; the main venues include
the Annual Meeting of the Association for Computational Linguistics (ACL), the
Conference on Empirical Methods in Natural Language Processing (EMNLP),
the Language Resources and Evaluation Conference (LREC), the International
Workshop on Semantic Evaluation (SemEval), the International ACM SIGIR
Conference on Research and Development in Information Retrieval (SIGIR), the
Conference on Information and Knowledge Management (CIKM), and European
Conference on Information Retrieval (ECIR);

• semantic web: the main venues include the International Semantic Web Conference
(ISWC), the Extended Semantic Web Conference (ESWC), and the Semantic Web
Journal (SWJ).

1.2.1 Information Extraction for Event Understanding

In the literature, the process of detecting and extracting events presents high interest.
The research focused on this topic covers multiple tasks, among others: event detection,
event-related entities extraction or named entity extraction (i.e., locations, time periods,
people, organizations, among others), temporal event ordering, event causal relation
extraction, relevance, sentiment and novelty detection. In terms of extracting event-
related entities, i.e., named entities, many off-the-shelf information extraction tools
have been proposed so far [79]. Among them, we name a few that reached state-of-
the-art performance: NERD-ML5, TextRazor6, THD7, DBpediaSpotlight8, FOX9 [174],
Watson Natural Language Understanding10, and Google Cloud Natural Language11.
However, state-of-the-art named entity extractors [79] are developed using different al-
gorithms and training data, making each targeted for specific named entity recognition
and classification tasks or more reliable on particular data [171].

Chen et al. [46] show that evaluating agreement among extractors is effective: entities
missed by one extractor can be found by others. Thus, the annotation of texts with
heterogeneous topics and formats benefits from integrating multiple information
extraction tools [46, 89]. Nevertheless, semantic annotation of texts with heterogeneous
topics, like news articles or TV-news bulletins is challenging, due to difficulties in
training a single extractor to perform well across domains and different types of

5 http://nerd.eurecom.fr

6 https://www.textrazor.com

7 http://ner.vse.cz/thd/

8 http://dbpedia-spotlight.github.io/demo/

9 https://aksw.org/Projects/FOX.html

10 https://www.ibm.com/cloud/watson-natural-language-understanding

11 https://cloud.google.com/natural-language

http://nerd.eurecom.fr
https://www.textrazor.com
http://ner.vse.cz/thd/
http://dbpedia-spotlight.github.io/demo/
https://aksw.org/Projects/FOX.html
https://www.ibm.com/cloud/watson-natural-language-understanding
https://cloud.google.com/natural-language
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data. Among the off-the-shelf named entity extraction tools mentioned above, NERD-
ML [72] is a named entity recognition tool unifier, which leverages the output of
several named entity recognition tools. In the literature, agreement among NER tools
is well captured by majority vote systems [125]. However, the evaluation of different
extractor results will show disagreement and selecting only the named entities that the
majority agrees on could cut off relevant information such as information supported
by only one extractor and cases with more than one solution. In our research, we take
advantage of the disagreement among named entity recognition tools as an alternative
to a majority vote approach. In addition to combining the output of several named
entity recognition tools, we also capture human-driven preferences to identify and
correct mistakes of such tools and ultimately create a more reliable ground truth of
event-related corpora.

Existing off-the-shelf named entity recognition tools such as OpenCalais12, FRED13,
DBpediaSpotlight14, Google Cloud Natural Language15 also focus on event extraction.
Event extraction, however, is less often addressed by off-the-shelf tools. Moreover,
when off-the-shelf tools address event extraction, they mainly focus on named or
historical events, such as, for instance, “World War II”, instead of considering a “walk”
or a “protest” as an event. Nevertheless, one drawback of these supervised machine
learning tools is the need for manually annotated data [47], which we discuss in detail
in the next section, Section 1.2.2. To be precise, for each new domain or data type, new
annotation guidelines and corpora need to be created. However, reusing a previously
trained system on a different dataset is still a challenging problem in both supervised
and unsupervised settings [20, 36, 96], due to interoperability issues.

In this thesis, we explore and advance existing work on identifying and analyzing
disagreement among event extraction systems [35], by focusing on potential consis-
tency and completeness issues in existing corpora, namely TempEval-3 [203], which is
based on the TimeML mark-up language [182]. We address the issues of consistency
and completeness in several crowdsourcing studies„ and we use the newly generated
event ground truth dataset to train and evaluate an existing event extraction system,
namely ClearTK [21], which achieved an F1-scores of 78.81 in the TempEval-3 Tem-
poral Annotation challenge. Event extraction using the TempEval-2 and -3 datasets
has been addressed by several supervised models and in several evaluation tasks
and challenges, in particular, the TempEval-2 and 3 Temporal Annotation tasks [165,
203], which ran at the International Workshop on Semantic Evaluation (SemEval). The
best performing system of the TempEval-2 task edition was the TIPSem system [137],
which achieved an F1-score of 82.89 on the English version of the TempEval-2 dataset
by using a Conditional Random Fields (CRF) machine learning technique [129], in
combination with semantic role labelling. In the TempEval-3 task edition, the ATT1
system [113] achieved an F1-score of 81.05 by using semantic and syntactic information
in a Maximum Entropy classifier.

Furthermore, in this thesis, we combine the power of machines and humans in
machine-human workflows for event understanding. More precisely, we use state-of-
the-art machine processing tools to simplify the workflows and take advantage of tasks
where machines perform well. We pre-process the input data for crowd annotators and
provide more suitable input for annotation. For instance, in Chapter 4 and Chapter 5,

12 http://viewer.opencalais.com/

13 http://wit.istc.cnr.it/stlab-tools/fred

14 http://dbpedia-spotlight.github.io/demo/

15 https://cloud.google.com/natural-language

http://viewer.opencalais.com/
http://wit.istc.cnr.it/stlab-tools/fred
http://dbpedia-spotlight.github.io/demo/
https://cloud.google.com/natural-language
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we use state-of-the-art named entity recognition and event extraction tools to provide
the crowd with a list of events and event-related properties to validate in a closed
annotation task, instead of designing an open-ended, more time-consuming task,
where crowd annotators need to annotate such properties without any input.

1.2.2 Human-annotation for Event Understanding

The computational linguistics, natural language processing and information retrieval
communities make use of large language resources to develop and benchmark sys-
tems for various tasks such as event extraction [35], medical relation extraction [67],
semantic frame annotation [66], named entity recognition and linking [173], topical
relevance [51], among others. Typically, such language resources and corpora are cre-
ated by expert annotators, following precise and extensive annotation guidelines [192].
In terms of events, there are a number of event-annotated corpora, such as TempEval-
3 [203], ACE 2005 Multilingual Training Corpus [212], EventCorefBank [19], to name
a few. Although many of these existing event-annotated corpora share content, i.e.,
documents can be found across corpora, several differences among them have been
identified [192] in terms of (1) what constitutes an event, (2) what was the purpose
of creating the corpora, and (3) which event-related aspects are captured. These dif-
ferences could potentially arise from strict annotation guidelines. Such annotations
guidelines, however, can not necessarily deal with the latent ambiguity of natural
language [13] and could provide an untruthful belief that disagreement is unlikely
to occur. Furthermore, constantly creating new annotation guidelines and standards
or adapting existing ones could decrease the interoperability among language cor-
pora [95]. In is generally less likely for several language corpora to be used for the
same task, without preliminary processing.

The work of Snow et al. [189] was one of the first to show that even a low num-
ber of crowd annotators can perform just as well as expert annotators on a variety
of natural language tasks, such as affect recognition, word similarity, recognizing
textual entailment, temporal event ordering, and word sense disambiguation. Since
then, crowdsourcing approaches have proved to be a reliable, cost and time-efficient
alternative to gather ground truth annotations for an even wider variety of tasks and
domains. Finin et al. [75] and Fromreide, Hovy, and Søgaard [77] annotated named
entities in tweets on both Amazon Mechanical Turk and CrowdFlower (currently
known as Appen), while Kairam and Heer [114] focused on annotating named entities
in both tweets and Wikipedia sentences. Semantic relations between entities have
been similarly captured in crowdsourcing studies [65], simultaneously showing that
disagreement among annotators is a powerful tool for identifying and correcting
distant supervision data. Crowdsourcing proved to be a cheap, quick, and reliable
alternative for assessing documents’ relevance regarding a topic in several TREC
annotation tasks, such as, for instance, the TREC Novelty Task [5, 85]. Chang, Amershi,
and Kamar [44] show that, even in crowdsourcing setups, limiting the annotation
guidelines and allowing for annotators disagreement is beneficial for identifying
potentially ambiguous or uncertain cases in the annotated data. Similarly, in the medi-
cal domain, Dumitrache, Aroyo, and Welty [67] use simple, unrestrictive annotation
guidelines to collect ground truth annotations for medical relations. They show that by
capturing the inter-annotator disagreement among crowd annotators, they can collect
a ground truth dataset to train a machine learning classifier that performs just as well
as when trained on an expert-annotated dataset.
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Event annotation through crowdsourcing studies has been less researched compared
to other event-related tasks. Two main approaches are more often identified, namely
(1) validation of events and (2) annotation of events in a free form. In the studies
performed by Lee et al. [132] and Sprugnoli and Lenci [195], the crowd annotators
were asked to validate one event at a time or to identify the main event mentioned in
a tweet from a list of predefined options Dumitrache et al. [69]. Interestingly, Lee et al.
[132] chose to deal with difficult event cases by providing a large number of examples,
namely 25 examples, and instructing the crowd annotators to consider events all
difficult instances, i.e., even when it is not very clear whether the word refers to an
event. In several other studies [23, 37, 69], the crowd annotators are asked to highlight
in a text, in a free form, all the events that are mentioned. These studies conclude that
the crowd annotators are able to identify events in various textual datasets, such as
news article sentences and video descriptions and languages, namely English and
Dutch. Furthermore, their open-ended setups highlighted the high disagreement levels
between crowd annotators and the need to understand the characteristics of events,
diversity, multitude of perspectives, and multiple granularities.

In this thesis, we experiment with several crowdsourcing tasks for understanding
events, from annotating the span referring to the event to annotating event-related
properties, building a relevant corpus for an event, and studying salience features.
Although the approaches mentioned in this review yield good results, their crowd-
sourcing methods lack a well-defined methodology to assess crowd workers and
the inherent language ambiguity. Thus, differently from the work presented in this
section, we perform extensive small scale pilot experiments in which we experiment
with several annotation templates, instructions, and annotation targets to identify the
optimal crowdsourcing settings. Similarly, as in the work proposed by Aroyo and
Welty [13] and Chang, Amershi, and Kamar [44], we experiment with several simple,
unrestrictive annotation guidelines that foster annotators’ disagreement to capture
events’ diversity, their multitude of perspectives, and multiple granularities.

1.2.3 Optimization for Crowdsourcing Strategies

Our research focuses on two optimization strands for crowdsourcing strategies, namely,
to improve the quality of crowdsourcing annotations through data collection practices
and aggregation techniques. These research directions are still essential given that
collecting high-quality annotations is still a challenging task [59, 63, 94]. Moreover,
the challenge of collecting high-quality crowd annotations is even more prevalent in
areas or domains where it is expected that annotators need some degree of know-
ledge or expertise to provide high-quality annotations [31], as in the case of topical
relevance [6, 116], medical relation extraction [64], or event annotation [195]. Thus,
research in the crowdsourcing area extensively focused on evaluating and improving
the crowdsourced annotations.

In terms of data collection, several crowdsourcing approaches focused on improving
the clarity of the task design and instructions. Kittur et al. [121] proposed a set of
design goals to aid researchers in designing and motivating their research in the
field of crowdsourcing. Gadiraju, Yang, and Bozzon [78] surveyed crowd workers to
understand how they perceive the clarity of a large and diverse set of tasks published
on Amazon Mechanical Turk, in terms of the goal of the task and the steps that need
to be followed. They found that instructions are perceived as moderately clear and that
the degree of clarity in the goal and the steps of the task are correlated with the overall
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clarity of the task. In practice, Wu and Quinn [220] studied the worker perception
on the task design clarity by applying a set of task instructions mutations, which
follow best practices for designing clear task instructions. Among other observations,
they found that crowd annotators are less likely to accept a task with longer, more
extensive instructions.

Additionally, the design of the task and template can also have an impact on the
ability of the workers to perform the task [120], and proved to be an essential factor
for crowd workers to abandon the task [87]. Kittur, Chi, and Suh [120] suggest adding
control questions in the task which are easy to validate, to design the task in such a
manner that the completion of the task would have similar durations in case of faithful
and unfaithful annotators, and to use various measurements to evaluate the annotators,
especially in the case of subjective judgments. More recently, Kutlu et al. [128] showed
that asking crowd annotators to motivate their answers both increases the quality
of the annotations and can be further used as input in various classifications tasks,
such as, for instance, passage retrieval. Other crowdsourcing practices for improving
data collection focused on incentivizing the crowd annotators [92] and modeling the
task difficulty and complexity [144, 223], as well as enhancing the annotation task in
terms of capturing the correct answer most appropriately, i.e., binary, ternary, gradient,
magnitude estimation, among others [131, 175].

Our line of work addresses the quality of crowdsourcing annotations through several
data collection practices instead of single directions. On the one hand, we propose a
methodology to empirically derive the optimal annotation guidelines and templates,
which we apply on several crowdsourcing tasks, such as topical relevance and event
annotation. On the other hand, similarly, as in the works proposed by Kittur, Chi,
and Suh [120] and Kutlu et al. [128], we design annotation tasks that are balanced in
terms of the work that needs to be performed by the crowd annotators and ask crowd
annotators to motivate their answers.

Typically, the quality of expert annotations is evaluated based on inter-rater reli-
ability scores, such as Cohen’s k [52], Fleiss’ k [76] or Krippendorff’s a [126]. For
many language corpora, however, the inter-rater reliability scores are rather low [37],
which could arise from, for instance, the difficulty of following precise annotation
guidelines, the latent language ambiguity, or the difference in perspectives among
annotators. Disagreement in crowdsourcing was commonly handled through majority
vote decisions, where the answer with the most votes is considered correct [69]. The
large adoption of majority vote as an aggregation and quality assurance strategy was
strongly fostered by the assumption that every annotation sample has only one correct
answer [155]. More recently, however, a large body of research identified disagreement
as being related not necessarily to low quality annotations and low-quality annota-
tors, but to several other reasons such as ambiguous or unclear input, ambiguous
target annotations, various worker types and perspective differences, ambiguous label
guidelines, among others [12, 44, 114, 215]. In general, aggregation techniques that
model workers’ behaviour or workers’ disagreement prove to perform better than
the majority vote in a variety of tasks [69, 93, 158]. Hovy et al. [93] proposed MACE
(Multi-Annotator Competence Estimation), a system which uses an item-response
model to identify the trustworthiness level of crowd annotators and predict the correct
answer for each annotation instance. [158] compared six Bayesian models for aggregat-
ing crowdsourcing annotations which consider various degrees of annotators’ abilities,
items’ difficulties, and the combination of the two. Their results suggest that in the
majority of the cases, the majority vote approach is outperformed by these models.
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In this thesis, we model crowdsourcing annotations and tasks based on the Crowd-
Truth metrics and methodology [12, 13, 68]. CrowdTruth harnesses the disagreement
among crowd annotators rather than discarding it. This provides us with the method-
ological ground to better understand events, capture their diverse interpretations, the
multitude of perspectives, and multiple granularities.

1.2.4 Applications

The Web has offered people a medium to share, interact and retrieve relevant in-
formation. However, even though people are surrounded with effortless access to
information, consuming this information is not a trivial task. This is particularly
relevant in the case of social media platforms that provide a rich source of information
from diverse users, news outlets that publish online their news articles and broad-
casts, and cultural heritage and audio-visual institutions, which make their collections
publicly available online. In this context, the process we proposed in this thesis for
understanding events, focusing on mentioned or described events, their space and
properties, salience and relevance ranges, facilitates a good contextualization of infor-
mation. Conversely, a better understanding of events and their properties helps users
explore the vast information space online.

Extensive research is performed on event summarization [40, 213, 222], narrative
creation [118], event novelty [200], and event sentiment analysis [16, 156, 168]. In [213],
the authors use the tweets that are linked to a news article to identify a set of highlights
in the news article — by hypothesizing that the most relevant tweets of an article
contain the most important information that is mentioned. However, this method has
a very restrictive set of tweets that are considered relevant, i.e., only the tweets that
are linked to the article. Chabchoub, Gagnon, and Zouaq [39] focus on generating
real-time summaries from tweets describing “sport” events, which could be shown as
search results.

Novelty detection in texts is well studied, as an extensive literature study [206]
shows. In general, the task of novelty detection consists of two steps: identifying
relevant text snippets for a given event and then ranking them based on how much
new information they contain [73, 226]. In the computational linguistics domain,
several approaches for identifying relevant text snippets have been proposed, such
as Local Context Analysis (LCA) [73], word similarity feature combined with part-of-
speech (POS) tagging, Latent Semantic Analysis (LSA) and enrichment with semantic
relations from WordNet [88], among others. Moreover, another dimension of event
novelty can be expressed through the perceived sentiment or changes in the perceived
sentiment. Nevertheless, the task of sentiment analysis has been well-studied in
literature [16, 156, 168]. More recent research has proposed a new application task for
event understanding, namely event and entity salience, which aims to assign a salience
score to each entity in a document [70]. Salience is defined in line with the definition
of Boguraev and Kennedy [26], namely discourse objects which have a prominent
position in the focus of attention of the speaker/hearer.

A good event understanding is also necessary for creating narratives, which can
support media scholars and general audiences in their online explorations of cultural
heritage collections. However, to better support their users [25], cultural heritage
institutions transformed their traditional task of information interpreters to the task
of information providers [153]. Our work on event understanding was applied to
such an application, namely the DIVE+ tool [25], a linked-data digital collection
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browser aimed at providing integrated and interactive access to multimedia objects
from various heterogeneous online collections. DIVE+16 uses a digital hermeneutics
approach [204], where historical events and event narratives provide context for
searching, browsing and presenting heterogeneous collection of objects [24]. The
integrated online collections are enriched with open linked data vocabularies focusing
on events, people, locations and general concepts depicted or associated with them.
Through the use and understanding of events, the goal of the DIVE+ platform was
to support digital humanities scholars and the general audience with an interest in
history and cultural heritage objects in their online explorations.

There is also an immense need for audio-visual collection owners to rethink the
access strategies to their collections to take full advantage of the open Web infrastruc-
ture. Since the number of videos available online continues to grow, they also become
less findable and more difficult to assess as being relevant because a limited amount
of videos have proper categorization, tags, annotations, or relevance assessment [199].
In the literature, video annotation or tagging is considered a necessary aspect for a
variety of tasks, such as, (1) to identify video hotspots where particular concepts are
depicted [7], (2) to facilitate the search and retrieval of relevant videos [184], (3) to en-
rich the content of videos with relevant material [154, 176], (4) to facilitate the creation
of video summaries that cover the most relevant and representative concepts depicted
in the video [115, 186]. Just as for textual sources, the creation of video summaries
would facilitate the browsing and consumption of videos, in general. However, this
implies a good understanding of the video itself, what is shown or talked about in
the video, and how relevant and representative are the concepts (events, people, loca-
tions, among others) that appear or are mentioned in the video are. Ultimately, such
understanding of a video could also facilitate the creation of personalized information
summarization, as in the case of the ANSES system [159]. More precisely, when using
ANSES, users can inspect a quick overview of the broadcast’s content, which consists
of a list of organizations, persons, locations and dates extracted from the broadcast’s
subtitles. In this thesis, we further show the applicability of our information contextu-
alization through events, participating entities, and relevance estimations in the area
of explainability and offering users support in assessing the representativeness of such
video summaries compared to the original video.

1.3 research questions

The research presented in this thesis builds upon the limitations of existing approaches
on understanding, gathering and detecting event semantics, presented in Section 1.2.
Furthermore, we define the main research question: can diversity in crowds and machines
improve machine understanding of events and their characteristics?. The research novelty
is two-fold: (1) a context-sensitive approach to study and understand events, i.e., we
do not study events in isolation, but we study their properties as well (participating
actors, locations, relevant information, salient information); (2) a diversity-driven
methodology for gathering event and event-related ground truth, generalizable across
domains and data modalities. In this thesis, the main research question is addressed
with the following sub-questions:

• RQ1: Can leveraging diversity in relevance annotation improve the reliability of event-
related corpora?

16 http://diveplus.beeldengeluid.nl

http://diveplus.beeldengeluid.nl
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In Chapter 3, we study the topical relevance, i.e., building a relevant corpus
for a topic or an event, from a user perspective, by addressing the problems
of subjectivity and ambiguity. We compare our approach and results with the
established TREC annotation guidelines and results. The comparison is based on
a series of crowdsourcing pilots experimenting with variables, such as relevance
scale, document granularity, annotation template, and the number of workers.
We show that the aggregation of relevance on the paragraph level results in a
better relevance accuracy than the assessment done at the full document level.
Furthermore, collecting binary relevance judgments instead of ternary relevance
judgments results in higher accuracy. Finally, the crowdsourced annotation tasks
provided a more accurate document relevance ranking than a single assessor
relevance label. This chapter is based on the following publication:

– Studying topical relevance with evidence-based crowdsourcing in the Proceedings
of the 27th ACM International Conference on Information and Know-
ledge Management, 2018, and was co-authored by Giannis Haralabopoulos,
Dan Li, Christophe Van Gysel, Zoltán Szlávik, Elena Simperl, Evangelos
Kanoulas and Lora Aroyo. [102].

• RQ2: Can harnessing diversity in machines and crowds improve the utility of event-
related corpora?

Chapter 4 explores this research question by focusing on identifying event
properties, such as people, locations, organizations, and roles in Wikipedia
sentences. The mainstream approach to gathering ground truth data for NER
tools is through experts. Experts, however, typically use over-specified annotation
guidelines to increase the inter-annotator agreement among them. Thus, while
there is an increasing number of hybrid, human-machine NER approaches, they
still suffer from the lack of understanding the inherent ambiguity of language.
We propose a hybrid multi-machine-crowd approach where state-of-the-art NER
tools are combined, and their aggregated output is validated and improved
through crowdsourcing. We perform the crowdsourcing experiments in the
context of the CrowdTruth approach [103] and methodology [13], which aims
at capturing the latent language ambiguity through disagreement. On the one
hand, when leveraging the diversity among NER tools, we show a significant
improvement over state-of-the-art NER tools. On the other hand, we show that
the crowd, by harnessing the inter-annotator disagreement, is able to spot and
correct the mistakes of the NER tools by reducing the total number of false
positive cases. Gathering a crowd-driven ground truth that harnesses diversity,
perspectives, and granularities proves to be a more reliable way of creating a
ground truth when dealing with the natural language ambiguity and the overall
task ambiguity. This chapter is based on the following publication:

– Harnessing Diversity in Crowds and Machines for Better NER Performance in
the Proceedings of the 14th Extended Semantic Web Conference, 2017, and
was co-authored by Lora Aroyo. [98]

In Chapter 5 we address this research question by studying the consistency and
completeness of expert-annotated datasets for events and time expressions. Then,
we propose a data-agnostic validation methodology of such datasets in terms of
consistency and completeness. We show that by combining the power of crowds
and machines, we can correct and extend current expert-annotated datasets of



12 introduction

events. Finally, we show the benefit of using crowd-annotated events to train
and evaluate a state-of-the-art event extraction system. Our results show that
crowd-annotated events increase the performance of the system by at least 5.3%.
This chapter is based on the following publication:

– Validation methodology for expert-annotated datasets: Event annotation case study
in the Proceedings of the 2nd Conference on Language, Data and Know-
ledge, 2019, and was co-authored by Lora Aroyo. [99]

• RQ3: Can leveraging crowd diversity in salience annotations improve event understand-
ing?

In Chapter 6 we address this research question to acquire empirical insights for
identifying salience features in tweets and news about a target event, i.e., the
event of “whaling”. We consider events as prime factors to query for informa-
tion and generate meaningful context. Thus, we first derive a methodology to
identify such features by building up a knowledge space of the event enriched
with relevant phrases, sentiments and ranked by their novelty. We applied this
methodology to tweets, and we have performed preliminary work towards
adapting it to news articles. We show that crowdsourcing text relevance, senti-
ments and novelty (1) can be a primary step in identifying salient information,
and (2) provides a deeper and more precise understanding of the data at hand
compared to state-of-the-art approaches. This chapter is based on the following
publication:

– Crowdsourcing Salient Information from Tweets and News in the Proceedings of
the Tenth International Conference on Language Resources and Evaluation,
LREC 2016, and was co-authored by Tommaso Caselli and Lora Aroyo. [101]

• RQ4: Can leveraging event understanding ease the creation of audio-visual narratives
and summaries explanations?

In Chapter 7, we take a digital hermeneutics approach to understand what are
the visual attributes and semantics that drive the creation of narratives. We
present insights from a nichesourcing study in which humanities scholars remix
keyframes and video fragments into micro-narratives i.e., (sequences of) GIFs.
We show that humanities scholars need rich enrichments of AV datasets to
facilitate the creation of narratives. In addition, deep, rich semantic enrichment
is required to cover both implicit and explicit video concepts and perspectives.

In Chapter 8, we present empirical results on the utility of different types of visual
explanations to achieve transparency for end-users on how representative video
summaries are, with respect to the original video. We consider four types of
video summary explanations, which use in different ways the concepts extracted
from the original video subtitles and the video stream, and their prominence. The
explanations are generated to meet target user preferences and express different
dimensions of transparency: concept prominence, semantic coverage, distance and
quantity of coverage. We show that explanations representing all dimensions
have the highest utility for transparency, and consequently, for understanding
the representativeness of video summaries. These chapters are based on the
following publications:

– A Study of Narrative Creation by Means of Crowds and Niches in the Proceedings
of the sixth AAAI Conference on Human Computation and Crowdsourcing
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(HCOMP), 2018 - Works in Progress and Demonstration Papers Track, and
was co-authored by Sabrina Sauer and Lora Aroyo. [104]

– Eliciting User Preferences for Personalized Explanations for Video Summaries in
the Proceedings of the 28th ACM Conference on User Modeling, Adaptation
and Personalization, UMAP 2020, and was co-authored by Nava Tintarev
and Lora Aroyo. [105]

1.4 contributions

In this thesis, besides answering the research questions in Section 1.3, we make
the following contributions in terms of (1) methodologies for efficient, reliable, and
generalizable collection of crowdsourced annotations and (2) open-source metrics for
analyzing crowdsourced annotations, datasets, and processing and analyses scripts
and notebooks:

• In Chapter 2, we introduce the CrowdTruth methodology and metrics that cap-
ture and interpret the inter-annotator disagreement among crowd annotators.
The implementation of the metrics is published as an open-source software pack-
age https://github.com/CrowdTruth/CrowdTruth-core, which is also available
for installation in the Python Package Index17. The CrowdTruth metrics offer
support for a variety of crowdsourcing tasks, in and across several domains. To
facilitate the usage of the metrics, we also provide a tutorial18. The tutorial aims
to provide a clear indication of how inter-annotator disagreement appears in
crowdsourcing due to the task design, ambiguous data, and crowd annotators
with varying degrees of skills and reliability. Furthermore, we provide several
examples of crowdsourcing templates in this tutorial, with various visual designs
and user interactions, to foster the diversity of opinions among crowd annotators.
Finally, we show how to apply the CrowdTruth metrics to a variety of use cases
and crowdsourcing templates. Chapter 2 is based on the following publications:

– Crowdtruth: Machine-human computation framework for harnessing disagreement
in gathering annotated data in the Proceedings of the 13th International Se-
mantic Web Conference, 2014, and was co-authored by Khalid Khamkham,
Tatiana Cristea, Anca Dumitrache, Arne Rutjes, Jelle van der Ploeg, Lukasz
Romaszko, Robert-Jan Sips and Lora Aroyo. [103]

– CrowdTruth 2.0: Quality Metrics for Crowdsourcing with Disagreement, co-
authored by Anca Dumitrache, Benjamin Timmermans, Lora Aroyo and
Chris Welty [68], published as a technical report.

• In Chapter 3, we introduce a methodology for empirically deriving the optimal
annotation guidelines and templates for the task of topical relevance. The goal of
the methodology is to define the crowdsourcing template that provides the best
crowd annotations to gather human relevance annotations at scale efficiently. We
also show the applicability of the methodology for the identification of events and
time expressions, in Chapter 5.

• In Chapter 5, we introduce a data-agnostic validation methodology for studying
the consistency and completeness of expert-annotated datasets. We apply the

17 https://pypi.org/project/CrowdTruth/

18 https://github.com/CrowdTruth/CrowdTruth-core/tree/master/tutorial

https://github.com/CrowdTruth/CrowdTruth-core
https://pypi.org/project/CrowdTruth/
https://github.com/CrowdTruth/CrowdTruth-core/tree/master/tutorial
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proposed methodology on several expert-annotated datasets for events and time
expressions. The methodology has been published in the following publications:

– Validation methodology for expert-annotated datasets: Event annotation case study
in the Proceedings of the 2nd Conference on Language, Data and Know-
ledge, 2019, and was co-authored by Lora Aroyo. [99]

– Resource Interoperability for Sustainable Benchmarking: The Case of Events in
the Proceedings of the Eleventh International Conference on Language
Resources and Evaluation, 2018, and was co-authored by Chantal van Son,
Roser Morante, Lora Aroyo, and Piek Vossen. [192]

• In Chapter 6, we introduce a methodology for identifying the topic space of the
“whaling” event by obtaining a diverse set of entities and features that can be
associated with salient information. We derived the methodology to obtain such
features from streams of tweets, and we have performed initial steps to apply it
to news streams.

• We contribute several datasets, together with the aggregated and analyzed crowd-
sourcing annotations. Furthermore, in line with recently proposed guidelines for
performing crowdsourcing experiments and to better support the reproducibil-
ity of our crowdsourcing experiments [167], all our crowdsourcing annotation
templates, crowdsourcing annotations, and processing and analysis scripts are
made publicly available online.

– a dataset of 155 Wikipedia sentences annotated with entities of type place,
person, organization and role: https://github.com/CrowdTruth/Crowdsour-\
cing-NamedEntities-GoldStandard by both crowds and a set of five state-
of-the-art named entity recognition tools, namely NERD-ML19, TextRazor20,
THD21, DBpediaSpotlight22, and SemiTags23 (Chapter 4);

– an annotated test collection for topical relevance consisting of 23,554 English
topic-document pairs that cover 250 topics annotated and ranked based on
their topical relevance that is aligned with the NIST annotation guidelines:
https://github.com/CrowdTruth/NYT-Crowdsourcing-Topical-Relevance
(Chapter 3);

– a dataset of 4,202 crowd-annotated English sentences from the TempEval-
3 Gold and TempEval-3 Platinum datasets with events and 121 crowd-
annotated sentences from the TempEval-3 Platinum dataset with time
expressions: https://github.com/CrowdTruth/Event-Extraction (Chap-
ter 5);

– a dataset of 29 news articles and 996 tweets in English regarding “whaling
events”, annotated with entities and features that can be associated with
salient information, such as relevance, sentiment and intensity: https:
//github.com/CrowdTruth/Salience-In-News-And-Tweets (Chapter 6);

– a dataset of 9 narratives created by millenials, in order to understand
the generation of narratives; the narratives are analyzed from three per-

19 http://nerd.eurecom.fr

20 https://www.textrazor.com

21 https://ner.vse.cz/thd/

22 http://dbpedia-spotlight.github.io/demo/

23 https://nlp.vse.cz/SemiTags/

https://github.com/CrowdTruth/NYT-Crowdsourcing-Topical-Relevance
https://github.com/CrowdTruth/Event-Extraction
https://github.com/CrowdTruth/Salience-In-News-And-Tweets
https://github.com/CrowdTruth/Salience-In-News-And-Tweets
http://nerd.eurecom.fr
https://www.textrazor.com
https://ner.vse.cz/thd/
http://dbpedia-spotlight.github.io/demo/
https://nlp.vse.cz/SemiTags/
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spectives - data, narrative and semantics: https://github.com/oana-inel/
Remixing-Audio-Visual-Archives (Chapter 7);

– a corpus of 3,200 visual explanations (four explanations per video summary,
with different levels of transparency); results from two user studies evaluating
the utility of four types of visual explanations which are modeled based on
user preferences and along four dimensions of transparency to understand
the representativeness of video summaries: https://github.com/oana-inel/
FAIRView-VideoSummaryExplanations (Chapter 8).

https://github.com/oana-inel/Remixing-Audio-Visual-Archives
https://github.com/oana-inel/Remixing-Audio-Visual-Archives
https://github.com/oana-inel/FAIRView-VideoSummaryExplanations
https://github.com/oana-inel/FAIRView-VideoSummaryExplanations




2
C R O W D T R U T H : H A R N E S S I N G C R O W D D I V E R S I T Y

Typically, crowdsourcing-based approaches to gather annotated data use inter-annotator
agreement as a measure of quality. However, in many domains, the data is ambigu-
ous, and data samples might have many perspectives. This chapter presents the
two versions of the CrowdTruth metrics, that capture and interpret inter-annotator
disagreement in crowdsourcing annotations. Due to their ability to capture diverse
crowd annotators’ perspectives and opinions, in this thesis, we apply the CrowdTruth
metrics on several event understanding tasks. Instead of the traditional inter-annotator
agreement, CrowdTruth uses the disagreement among crowd annotators as a use-
ful signal to evaluate the quality, ambiguity, and vagueness of data. Version 1.0 of
CrowdTruth implements the “disagreement metrics” that help to support deep anal-
ysis of the quality and semantics of the crowdsourcing data. Version 1.0 is mostly
applicable to closed tasks (i.e., tasks for which the answer space is already knows).
The novelty in version 2.0 of CrowdTruth consists in modeling the inter-dependency
between the three main components of a crowdsourcing system – worker, input
data, and annotation. The goal of the metrics is to capture the degree of ambiguity
in each of these three components. The version 1.0 of the metrics is available on-
line at https://github.com/CrowdTruth/CrowdTruth, while version 2.0 is available at
https://github.com/CrowdTruth/CrowdTruth-core.

This chapter is based on the following publications:

• Crowdtruth: Machine-human computation framework for harnessing disagreement in
gathering annotated data in the Proceedings of the 13th International Semantic
Web Conference, 2014, and was co-authored by Khalid Khamkham, Tatiana
Cristea, Anca Dumitrache, Arne Rutjes, Jelle van der Ploeg, Lukasz Romaszko,
Robert-Jan Sips and Lora Aroyo. [103]

• CrowdTruth 2.0: Quality Metrics for Crowdsourcing with Disagreement, co-authored
by Anca Dumitrache, Benjamin Timmermans, Lora Aroyo and Chris Welty [68],
published as a technical report.

2.1 introduction

The unprecedented amount of information available on the Web in terms of text,
images, and videos opens incredible opportunities and challenges for machines to
interpret such data adequately. Machines are typically good in handling massive scale,
e.g., indexing large amounts of data, and humans in interpreting texts, images and
audio-visual content. Automated approaches for semantic interpretation are typically
founded on a very simple, straightforward notion of truth. In reality, however, the
principled approach is that truth is not universal and is strongly influenced by human
perspectives and the quality of the sources. The Semantic Web had already made a
significant leap by adding both diversity and machine-readable semantics of data
on the Web. However, the scale of the Web provides unlimited amounts of new
perspectives and interpretation contexts.
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The process of gathering ground truth data through human annotation is a major
bottleneck in the use of machine learning methods. Crowdsourcing-based approaches
have become now a mainstream process in the attempt to solve the issues related
to the volume of data and lack of annotators. In artificial intelligence (AI), this has
become a scalable way to gather cheaper annotated data for gold standards used
to train and evaluate machine learning systems. In natural language understanding
(NLP), crowdsourcing has been used for nearly a decade, as the low-level language
understanding tasks map well into crowdsourcing micro-tasks. However, as we have
observed previously [13], the introduction of crowdsourcing has not fundamentally
changed the way gold standards are created; in particular, humans are still asked to
provide a semantic interpretation of some data, with the explicit assumption that there
is one correct interpretation.

Previous work has introduced the CrowdTruth methodology, a novel approach for gather-
ing annotated data from the crowd. The methodology is inspired by the simple intuition
that human interpretation is subjective [10] and the observation that disagreement
is a natural product of having multiple people perform annotation tasks. Previous
experiments performed [10] also found that inter-annotator disagreement is usually
never captured, either because the number of annotators is too small to capture the
full diversity of opinion or because the crowd data is aggregated with metrics that
enforce consensus, such as majority vote. These practices create artificial data that is
neither general nor reflects the ambiguity inherent in the data. Thus, the diversity of
interpretation and perspectives is still not taken into consideration.

Therefore, disagreement can provide useful information about the task, a particular
annotation unit, or a worker. We proposed rejecting the traditional notion of ground
truth in gold-standard annotation, in which annotation tasks are viewed as having a
single correct answer, and we adopted a disagreement-based crowd truth [11] instead.
In [9, 10, 100, 190], we have validated CrowdTruth in the context of measuring the
quality of workers, annotation units, and tasks. We showed experimental evidence
that these measures are inter-dependent and that existing crowdsourcing approaches
that measure only worker quality are missing important information, as not all
sentences are created equal. We refer to these measures as CrowdTruth metrics version
1.0. Version 1.0. of the CrowdTruth metrics have been applied to several use cases
presented in this thesis: event properties annotation in Chapter 4 and event salience
understanding in Chapter 6.

In this chapter, we also introduce the second version of the CrowdTruth metrics –
CrowdTruth version 2.0 – a set of metrics that capture and interpret inter-annotator
disagreement in crowdsourcing annotation tasks. As opposed to version 1.0. of the
CrowdTruth metrics, published in [103], the latest version models the inter-dependency
between the three main components of a crowdsourcing system – worker, input data, and
annotation. This update is based on the intuition that disagreement caused by low-
quality workers should not be interpreted as the data being ambiguous, but also that
ambiguous input data should not be interpreted as such due to the low quality of
the workers. Similarly, version 2.0. of the CrowdTruth metrics have been applied to
several use cases presented in this thesis: event and temporal expression annotation in
Chapter 5 and topical relevance in Chapter 3.

This chapter presents the definitions of the CrowdTruth metrics 2.0 and the theo-
retical motivations of the updates based on the previous version 1.0. The code of the
implementation of the metrics is available on the CrowdTruth Github1. The 2.0 version

1 https://github.com/CrowdTruth/CrowdTruth-core

https://github.com/CrowdTruth/CrowdTruth-core
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of the metrics has already been applied successfully to a number of use cases which
are published in this thesis, e.g., topical relevance [102] (Chapter 3), event and temporal
expression annotation [99] (Chapter 5), among others, as well as in other publications,
e.g., semantic frame disambiguation [66], relation extraction from sentences [65].

In the remainder of the chapter, we first introduce in Section 2.2 the initial use
cases that were considered when developing version 1.0 of the CrowdTruth metrics. In
Section 2.3 we introduce the CrowdTruth methodology. More specifically, we describe
the method to formalize the output from the crowd annotators into annotation vectors
and the computation of the quality scores for media units, workers and annotations. We
make explicit here differences between version 1.0 and version 2.0 of the CrowdTruth
metrics. Finally, in Section 2.4 we describe related work and in Section 2.5 we conclude.

2.2 use cases

Before diving into the CrowdTruth metrics, we introduce several use cases in the
context of which version 1.0 of metrics has been developed and tested. To ensure di-
versity in the data, each use case introduces either a new domain, content modality, or
annotation task. These use cases are the building block for developing the CrowdTruth
metrics and methodology:

• IBM Watson medical text annotation for relation extraction (RelEx)

• IBM Watson medical text annotation for factor span extraction (Fact-
Span)

• IBM Watson newspapers text annotation for event extraction (MRP-Events)

• Sound & Vision video annotation for event extraction (NISV-Events)

• Rijksmuseum image annotation for flower names extraction (Rijks-Flowers)

Figure 1: CrowdTruth annotation workflows for text, images and videos

The first illustration of how CrowdTruth works can be observed in the RelEx and
FactSpan use cases. The reason for this is that the main experiments initiating the
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development of CrowdTruth were focused on providing a gold standard to the IBM
Watson system for relation and factor extraction in medical texts. For this, we have
defined (as depicted in Figure 1) workflow A, where medical sentences are shown
to the crowd for annotation in three micro-tasks. In this thesis, however, we have
extensively experimented with newspaper texts and annotations for events and named
entity extraction (workflow B). Finally, workflows C and D show the annotation tasks
on Rijksmuseum Amsterdam images and Sound & Vision videos we have performed
within the context of two research projects.

The CrowdTruth use cases introduce about 14 distinct annotation templates across
three content modalities (e.g., text, images, videos) and three domains (e.g., medical,
news, culture). Each of those templates also has several variations, depending on the
target result quality. To see a more detailed description of all tasks and their templates,
visit this page: http://crowdtruth.org/templates/examples.

2.2.1 Medical Text Annotation: IBM Watson Medical Use Cases

• FactSpan: Correction Factor Span. The crowd is given a sentence with two
highlighted f actors. For each factor, the crowd is asked to determine whether
it is complete. If it is not, the workers highlight the words in the sentence that
would complete the factor.

• RelEx: Relation Type Identification. The crowd is given a sentence with two
highlighted f actors and a set of 12 target relationtypes. The crowd is asked to
select all relation types that are expressed in the sentence between the given
factors.

• RelDir: Relation Direction Identification. The crowd is given the output of
RelEx - a sentence, two highlighted f actors, and a relation between the factors -
and are asked to choose the direction of the relation. Since this is an easy task,
we use golden units to keep the workers honest.

• RelExDir: Relation Extraction & Direction Identification. The crowd is given
the combined task of relation extraction and direction on the output from
FactSpan. As with RelEx, the workers are shown a sentence with the two
highlighted f actors from the FactSpan task and then are asked to select all
relations that apply between them. On each selected relation, its direction is also
asked.

2.2.2 Newspaper Text Annotation: IBM Watson MRP Use Case

• EventEx: Event and Event Type Identification. The crowd is given a sentence
with a highlighted putativeevent and is asked whether it refers to an event. For
each event the crowd is asked to choose the event type expressed in the sentence
from an EventType taxonomy (see Table 1).

• LocEx, TimeEx, PartEx: Event Location, Participants & Time Identification.
The crowd is given a sentence with a highlighted event from the EventEx output,
and is asked (1) to indicate whether the sentence contains location, time or
participant for this event, (2) to highlight the words in text that refer to those
and (3) to select their types (see Table 1).

http://crowdtruth.org/templates/examples
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Table 1: Event role fillers taxonomies

Role Filler Taxonomy

Event Purpose, Arriving or Departing, Motion, Communication, Usage, Judg-
ment, Leadership, Success or Failure, Sending or Receiving, Action,
Attack, Political

Location Geographical - Continent, Country, Region, City, State, Area on Land -
Valley, Island, Mountain, Beach, Forest, Park, Area on Water - Ocean,
River, Lake, Sea, Road/Railroad - Road, Street, Railroad, Tunnel, Build-
ing - Educational, Government, Residence, Commercial, Industrial,
Military, Religious

Period Before, During, After, Repetitive, Timestamp, Date, Century, Year, Week,
Day, Part of Day

Participants Person, Organization, Geographical Region, Nation, Object

2.2.3 Video Annotation: Sound & Vision Use Case

• DescEventEx: Event Identification in Video Description. In the pre-processing
named entity are extracted from the video description text. The crowd is asked
to confirm or reject any machine annotations on this text, and highlight all the
events and their role fillers.

• VidEventEx: Event Identification in Video. The crowd is given a video or a
video segment and is asked to annotate events that are depicted, i.e., literally
mentioned in the video, or associated, i.e., related to some spoken events/role
fillers in the video.

2.2.4 Image Annotation: Rijksmuseum Amsterdam Use Case

• FlowerEx: Depicted Flower Identification with Bounding Box. In the pre-
processing, we identify the images with the highest chance of depicting flowers.
We ask the crowd to identify all the flowers in them (by surrounding each flower
with a box), and to fill in their names, the total number of flowers and the
number of different flower types depicted.

2.3 crowdtruth methodology

The CrowdTruth methodology consists of a set of quality metrics and best practices
to aggregate inter-annotator agreement such that ambiguity in the task is preserved.
The methodology uses the triangle of disagreement model (based on the triangle
reference [122]) to represent the crowdsourcing system and its three main components
– input media units (or simply media units), workers, and annotations (Figure 2). The
input media units, workers, and annotations are central to crowdsourcing processes
and refer to the main components of a crowdsourcing task: what is annotated (the
input media unit could be expressed through a sentence, an image or a video, as
shown in Section 2.2), by whom (workers or annotators), and how (annotations,



22 crowdtruth : harnessing crowd diversity

annotation scheme or target labels assigned to the input media unit). The triangle
model expresses how ambiguity in any of the corners disseminates and influences the
other components of the triangle. For example, an unclear sentence or an ambiguous
annotation scheme would cause more disagreement between workers [12], and thus,
both need to be accounted for when measuring the quality of the workers.

Figure 2: Triangle of disagreement

The CrowdTruth methodology calculates quality metrics for workers, media units
and annotations. The novel contribution of version 2.0 is that the way how ambiguity
propagates between the three components of the crowdsourcing system has been made explicit in
the quality formulas of the components. For example, the quality of a worker is weighted
by the quality of the media units the worker has annotated and the quality of the
annotations in the task.

This section describes the two steps of the CrowdTruth methodology:

1. formalizing the output from crowd tasks into annotation vectors;

2. calculating quality scores over the annotation vectors using disagreement met-

rics.

Figure 3: Example of closed and open tasks, together with the vector representations of the
crowd answers.
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2.3.1 Building the Annotation Vectors

In order to measure the quality of the crowdsourced data, we need to formalize crowd
annotations into a vector space representation. Such vector space representation is
the building block for both versions of the CrowdTruth metrics. For closed tasks, the
annotation vector contains the given answer options in the task template, which the
crowd can choose from. For example, the template of a closed task can be composed of
a multiple-choice question, which appears as a list checkboxes or radio buttons, thus,
having a finite list of options to choose from. Figure 3 shows an example of a closed
and an open task, also indicating what the media units and annotations are for both
cases.

While for closed tasks the number of elements in the annotation vector is known
in advance, for open-ended tasks the number of elements in the annotation vector can
only be determined when all the judgments for a media unit have been gathered. An
example of such a task can be highlighting words or word phrases in a sentence or
as an input text field where the workers can introduce keywords. In this case, the
answer space is composed of all the unique keywords from all the workers that solved
that media unit. As a consequence, all the media units in a closed task have the same
answers space, while for open-ended tasks, the answer space is different across all the
media units. Although the answer space for open-ended tasks is not known from the
beginning, it still can be further processed in a finite answer space.

In the annotation vector, each answer option is a boolean value, showing whether the
worker annotated that answer or not. This allows the annotations of each worker on a
given media unit to be aggregated, resulting in a media unit vector that represents for
each option how often it was annotated. Figure 3 shows how the worker and media
unit vectors are formed for both a closed and an open task.

2.3.2 Disagreement Metrics

Using the vector representations, we calculate three core metrics that capture the me-

dia unit quality, worker quality and annotation quality. These metrics are mutually
dependent (e.g., the media unit quality is weighted by the annotation quality and
worker quality), based on the idea from the triangle of disagreement that ambiguity in
any of the corners disseminates and influences the other components of the triangle.
The mutual dependence requires an iterative dynamic programming approach, calcu-
lating the metrics in a loop until we reach convergence. All the metrics have scores
in the [0, 1] interval, with 0 meaning low quality and 1 meaning high quality. Before
starting the iterative dynamic programming approach, we initialize the quality metrics
with 1, as we assume that workers, media units and annotations have maximum
quality.

To define the CrowdTruth metrics, we introduce the following notation:

• workers(u) : all workers that annotate media unit u;

• units(i) : all input media units annotated by worker i;

• WorkVec(i, u) : annotations of worker i on media unit u as a binary vector;

• MediaUnitVec(s) = Âi2workers(s) WorkVec(i, s), where s is an input media unit.

Below, we introduce the CrowdTruth metrics for media units, workers and annota-
tions. We also make explicit the differences between version 1.0 and version 2.0. To
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calculate the agreement between two workers on the same media unit, we compute the
cosine similarity over the two worker vectors. Such a rule applies in both version 1.0
and version 2.0 of the CrowdTruth metrics. However, in version 2.0 of the CrowdTruth
metrics, compared to version 1.0, in order to reflect the dependency of the agreement
on the degree of clarity of the annotations, we compute Wcos, the weighted version of
the cosine similarity. Below, we first exemplify the generic Wcos formula:

Wcos(x, y, w) =
Âi x(i) y(i) w(i)p

(Âi x2(i) w(i)) (Âi y2(i) w(i))
, (1)

8i - vector elements.

The Annotation Quality Score (AQS), which will be described in more detail at
the end of the section, is used as the weight w, in formula (1). For open-ended
tasks, where annotation quality cannot be calculated across multiple media units, we
consider annotation quality equal to 1 (the maximum value) in all cases. Thus, in
formula (2), we instantiate the weighed cosine similarity formula, as applied in our
CrowdTruth metrics 2.0. Given two worker vectors, v1 and v2 on the same media unit,
the formula for the weighted cosine similarity score is:

Wcos(v1, v2, AQS(a)) =
Âa v1(a) v2(a) AQS(a)q

(Âa v2
1(a) AQS(a)) (Âa v2

2(a) AQS(a))
, (2)

8a - annotation.

The Media Unit Quality Score (UQS) expresses the overall worker agreement over
one media unit. In version 1.0 of the CrowdTruth metrics, the UQS is defined for
each unit as the maximum annotation score for that media unit. If all the workers
selected the same annotation for a media unit, the maximum annotation score will be
1, indicating a clear media unit.

In version 2.0, given an input media unit u, UQS(u) is computed as the average co-
sine similarity between all worker vectors, weighted by the worker quality (WQS) and
annotation quality (AQS). Through the weighted average, workers and annotations
with lower quality will have less of an impact on the final score. The formula used in
its calculation is:

UQS(u) =

Â
i,j

WorkVecWcos(i, j, u) WQS(i) WQS(j)

Â
i,j

WQS(i) WQS(j)
, (3)

WorkVecWcos(i, j, u) =Wcos(WorkVec(i, u), WorkVec(j, u), AQS(u)), (4)
8i, j 2 workers(u), i 6= j

The Worker Quality Score (WQS) is only computed in CrowdTruth version 2.0 and
measures the overall agreement of one crowd worker with the other workers. Given a
worker i, WQS(i) is the product of 2 separate metrics - the worker-worker agreement
WWA(i) and the worker-media unit agreement WUA(i). In CrowdTruth version 1.0,
the worker-worker agreement WWA(i) and the worker-media unit agreement WUA(i)
are computed independently.
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WQS(i) = WUA(i) WWA(i). (5)

The Worker-Worker Agreement (WWA) for a given worker i measures the average
pairwise agreement between i and all other workers across all media units they an-
notated in common, indicating how close a worker performs compared to workers
solving the same task. The metric gives an indication as to whether there are consis-
tently like-minded workers. This is useful for identifying communities of thought.
WWA(i) is the average cosine distance between the annotations of a worker i and all
other workers that have worked on the same media units as worker i, weighted by the
worker and annotation qualities. In CrowdTruth version 2.0, through the weighted
average, workers and annotations with lower quality will have less of an impact on
the final score of the given worker.

WWA(i) =

Â
j,u

WorkVecWcos(i, j, u) WQS(j) UQS(u)

Â
j,u

WQS(j) UQS(u)
, (6)

8j 2 workers(u 2 units(i)), i 6= j.

The Worker-Media Unit Agreement (WUA) measures the similarity between the
annotations of a worker and the aggregated annotations of the rest of the workers.
In contrast to WWA, which calculates agreement with individual workers, WUA
calculates the agreement with the consensus over all workers. WUA(i) is the average
cosine distance between the annotations of a worker i and all annotations for the
media units they have worked on, weighted by the media unit (UQS) and annotation
quality (AQS). Similarly, in CrowdTruth version 2.0, through the weighted average,
media units and annotations with lower quality will have less of an impact on the
final score.

WUA(i) =

Â
u2units(i)

WorkUnitWcos(u, i) UQS(u)

Â
u2units(i)

UQS(u)
(7)

WorkUnitWcos(u, i) =Wcos(WorkVec(i, u), (8)
MediaUnitVec(u)�WorkVec(i, u), AQS(u))

The Annotation Quality Score (AQS) measures the agreement over an annotation
in all media units that it appears. Therefore, it is only applicable to closed tasks, where
the same annotation set is used for all input media units. It is based on Pa(i|j), the
probability that if a worker j annotates a in a media unit, worker i will also annotate it.

Pa(i|j) =

Â
u

WorkVec(i, u)(a) WorkVec(j, u)(a) UQS(u)

Â
u

WorkVec(j, u)(a) UQS(u)
, (9)

8u 2 units(i) \ units(j).
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In CrowdTruth version 2.0, given an annotation a, AQS(a) is the weighted average
of Pa(i|j) for all possible pairs of workers i and j. Through the weighted average, input
media units and workers with lower quality will have less of an impact on the final
score of the annotation.

AQS(a) =

Â
i,j

WQS(i) WQS(j) Pa(i|j)

Â
i,j

WQS(i) WQS(j)
, (10)

8i, j workers, i 6= j.

In CrowdTruth version 1.0., the aforementioned formulas are not inter-dependent
and can be computed in any order. Furthermore, the worker metrics and the media
unit workers are used to identify and filter out workers and units with low quality.
In CrowdTruth version 2.0, the formulas for media unit, worker and annotation
quality are all mutually dependent. To calculate them, we apply an iterative dynamic
programming approach. First, we initialize each quality metric with the score for
maximum quality (i.e., equal to 1). Then we repeatedly re-calculate the quality metrics
until each of the values stabilizes. We assess this by calculating the sum of variations
between iterations for all quality values and checking until it drops under a set
threshold of t.

The final metric we calculate is the Media Unit - Annotation Score (UAS) – the
degree of clarity with which an annotation is expressed in a unit. It can also be
perceived as the probability of the media unit to express a given annotation. In
CrowdTruth version 1.0, UAS is measured for each annotation on each media unit
as the cosine of the unit vector for the annotation with the MediaUnit vector. A unit
vector is defined as a vector in which only the component for annotation a is 1, and
the rest are 0.

In CrowdTruth 2.0, given an annotation a and a media unit u, UAS(u, a) is the ratio
of the number of workers that picked annotation u over all workers that annotated
the unit, weighted by the worker quality.

UAS(u, a) =

Â
i2workers(u)

WorkVec(i, u)(a) WQS(i)

Â
i2workers(u)

WQS(i)
(11)

2.4 related work

The amount of knowledge that crowdsourcing platforms like Appen2 or Amazon
Mechanical Turk hold fostered a great advancement in human computation [166].
Although the existing paid platforms manage to ease human computation, it has
been argued that their utility as a general-purpose computation platform still needs
improvement [151]. Therefore, a lot of research has been focused on identifying spam in
crowdsourcing annotations. Although a commonly used algorithm for removing spam
workers is the majority decision [91], according to Raykar et al. [169] it is not an optimal
approach as it assumes all workers to be equally good. Alternatively, expectation
maximization [56] estimates individual error rates of workers. First, it infers the correct

2 Formerly known as FigureEight and CrowdFlower
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answer for each unit and then compares each worker answer to the one inferred to be
correct. However, [190] shows that some tasks can have multiple good answers, while
most spam or low-quality workers typically select multiple answers. For this type
of problem, some disagreement metrics [11] have been developed, based on workers
annotations (e.g., agreement on the same unit, agreement over all the units) and their
behaviour (e.g., repetitive answers, number of annotations).

The literature on alternative crowdsourcing aggregation metrics typically focuses
on analyzing worker performance – identifying spam workers [27, 107, 120], and
analyzing workers’ performance for quality control and optimization of the crowd-
sourcing processes [188]. [219] and [214] have used a latent variable model for task
difficulty, as well as latent variables to measure the skill of each annotator, to optimize
crowdsourcing for image labels. [216] use on-the-job learning with Bayesian decision
theory to assign the most appropriate workers for each task, for both text and image
annotation. Finally, [162] show that the surprisingly popular crowd choice (i.e., the
answer that most workers thought would not be picked by other workers, even though
it is correct) gave better results than the majority vote for a variety of tasks with
unambiguous ground truths (state capitals, trivia questions and price of artworks).

These methods were developed only for closed tasks, primarily dealing with classi-
fication. However, the novel approach of CrowdTruth allows the exploration of both
closed and open-ended tasks. Furthermore, our focus is on modeling ambiguity as
a latent variable in the crowdsourcing system, as well as its role in generating inter-
annotator disagreement, which these approaches currently do not take into account.
The most similar to our approach is the work by [45], who propose a novel set of
agreement metrics for relevance scales that allow for some disagreement.

2.5 conclusion

In this chapter, we presented work on the CrowdTruth metrics, that capture and
interpret inter-annotator disagreement in crowdsourcing. Typically crowdsourcing-
based approaches to gather annotated data use inter-annotator agreement as a measure
of quality. However, in many domains, there is ambiguity in the data, as well as a
multitude of perspectives of the information examples. The CrowdTruth methodology
for gathering annotated data rejects the notion that human interpretation can have
a single ground truth, and instead, is based on the observation that disagreement
between annotators can signal low quality. Thus, the latest version of the CrowdTruth
metrics, version 2.0, models the inter-dependency between the three main components
of a crowdsourcing system – worker, input data, and annotation.

We have presented the definitions and formulas of several CrowdTruth metrics,
including the three core metrics measuring the quality of workers, annotations, and
input media units. The metrics are based on the idea of the triangle of disagreement,
expressing how ambiguity in any of the corners disseminates and influences the
other components of the triangle. Because of this, disagreement caused by low-quality
workers should not be interpreted as the data being ambiguous. Similarly, ambiguous
input data should not be interpreted as due to the low quality of the workers. The
metrics have already been applied successfully to several use cases in this thesis -
topic relevance [102] in Chapter 3, event annotation [99] in Chapter 5, as well as in
other publications - semantic frame disambiguation [66], relation extraction from
sentences [65], among others.
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M E T H O D O L O G Y: C R O W D S O U R C I N G W I T H D I V E R S I T Y

Information Retrieval systems rely on large test collections to measure their effective-
ness in retrieving relevant documents. While the demand is high, creating such test
collections is laborious due to the large amounts of data that need to be annotated
and the intrinsic subjectivity of the task itself. In this chapter, we study the topical
relevance from a user perspective by addressing the problems of subjectivity and
ambiguity. More precisely, we leverage diversity in relevance annotation to understand
how it can improve the reliability of topical relevance or event-related corpora. We
compare our approach and results with the established TREC annotation guidelines
and results. The comparison is based on a series of crowdsourcing pilots experi-
menting with variables, such as relevance scale, document granularity, annotation
template, and the number of workers. Our results show there is a correlation between
relevance assessment accuracy and smaller document granularity, i.e., the aggregation
of relevance on paragraph-level results in a better relevance accuracy, compared to the
assessment done at the level of the full document. As expected, our results also show
that collecting binary relevance judgments results in a higher accuracy compared to
the ternary scale used in the TREC annotation guidelines. Finally, the crowdsourced
annotation tasks provided a more accurate document relevance ranking than a single
assessor relevance label. This work resulted in a reliable test collection around the
TREC Common Core track.

This chapter was published as Studying topical relevance with evidence-based crowd-
sourcing in the Proceedings of the 27th ACM International Conference on Information
and Knowledge Management, 2018, and was co-authored by Giannis Haralabopoulos,
Dan Li, Christophe Van Gysel, Zoltán Szlávik, Elena Simperl, Evangelos Kanoulas and
Lora Aroyo [102].

3.1 introduction

Information retrieval (IR) systems depend on test collections to evaluate their per-
formance on retrieving relevant documents [180]. The effectiveness of these systems
is typically measured with regard to topical relevance, which indicates whether a
document is relevant to a topic or a search query. Many times these topics or search
queries refer to events, thus our motivation of building such test collections and iden-
tifying relevant documents. Due to the massive and continuously growing amount of
information and document availability, the need for large volumes of manual topical
relevance annotations is increasing. Smaller scale test collections are also needed and
can be reused across tasks or systems [33]. Nonetheless, the creation of a topical
relevance dataset requires expert annotations, and the demand for expert annotators
is rising.

Research indicates that the relevance assessment task is highly prone to disagree-
ment between judges [207, 208] and very expensive [152]. The Text Retrieval Conference
(TREC)1, a well-established workshop series that provides large test collections for

1 http://trec.nist.gov
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IR communities, is regularly in need of such judges. The test collections of these
workshops are judged by the National Institute of Standards and Technology2 (NIST)
assessors. However, NIST typically employs one or, very rarely, two assessors per
topic [85]. Thus, the task accommodates a single viewpoint. Through crowdsourcing,
we have access to a high number of annotators [4, 5, 85, 147], but little has been done to
deal with the inherent ambiguity of the topical relevance task. Alonso and Mizzaro [6]
found that the crowd relevance labels contradict the labels given by experts. However,
individual worker judgments are still combined, without accounting for disagreement
and ambiguity, by using majority vote or expectation maximization algorithms [147].

In this chapter, we focus on understanding how we can improve the accuracy and the
reliability of topical relevance assessment by studying the elements of the annotation
process: (i) relevance scale, (ii) annotation guidelines, (iii) document granularity in
comparative settings between NIST assessors and crowd annotators. In other words,
our guiding research questions are:

RQ1 Can we improve the accuracy of topical relevance assessment by adapting anno-
tation guidelines and document granularity?

RQ2 Can we improve the reliability of the topical relevance assessment by ensuring
consistency of annotator input, with optimal relevance annotation scale?

We tackle these research questions from a user-centric perspective, by focusing on
how people assign relevance to a document with regard to a given topic. We adapt
existing annotation practices of NIST assessors, and execute the adapted annotation
task with crowd workers on FigureEight3 (formerly known as CrowdFlower) in a
variety of settings guided by four hypotheses (see Section 3.4.1). Our methodology
addresses the problem of ambiguity by capturing the diverse opinions of annotators
and uses the disagreement among them to define novel quality measures.

The main contributions4 of this chapter are:

• a methodology for topical relevance assessment consisting of empirically derived
annotation guidelines and templates;

• relevance metrics that harness the diverse opinions and disagreement among the
annotators to produce a relevance ranking for topic-document pairs;

• annotated test collection for topical relevance consisting of 23,554 English topic-
document pairs that cover 250 topics annotated and ranked based on their
topical relevance that is aligned with the NIST annotation guidelines.

The chapter is structured as follows. Section 3.2 presents the state-of-the-art for
annotating topical relevance. Section 3.3 describes the dataset used in the experiments
and the human annotators. Section 3.4 outlines the relevance assessment methodology.
Further, Section 3.5 presents the crowdsourcing results of the pilot experiments,
while Section 3.6 presents the results of the main crowdsourcing experiments. Finally,
Section 3.7 concludes with the main findings of the study.

2 https://www.nist.gov

3 https://www.figure-eight.com

4 The crowdsourced topical relevance annotations and the analysis are available at https://github.com/
CrowdTruth/NYT-Crowdsourcing-Topical-Relevance

https://www.nist.gov
https://www.figure-eight.com
https://github.com/CrowdTruth/NYT-Crowdsourcing-Topical-Relevance
https://github.com/CrowdTruth/NYT-Crowdsourcing-Topical-Relevance
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3.2 related work

In this section, we review annotation practices for topical relevance via experts (Sec-
tion 3.2.1) and crowds (Section 3.2.2). The most common way of annotating topical
relevance is by using various ordinal scales: binary relevance scale [210], ternary rele-
vance scale [53, 208], 4-point relevance scale [147, 194] or 6-point relevance scale [53],
among others [197]. Even though there is a multitude of scales to choose from, Tang,
Jr., and Vevea [197] showed that there is no universal scale to fit all cases. Maddalena
et al. [140] assign topical relevance to a set of documents using a magnitude estima-
tion technique: the annotators assign relevance numbers that depict their perceived
relevance over the documents. While the approach is intuitive, the annotator precision
in choosing the ratios can be influenced by individual subjectivity in a significant
way. In this chapter, we experiment with various annotation practices at the level of
the whole document, but also at the level of document paragraphs. We use a binary
relevance scale to annotate each paragraph of a document, which we later aggregate
to compute a ranked list of documents and assign a binary and a ternary relevance
label at the document level.

3.2.1 Experts-based Topical Relevance

In IR, test collections for topical relevance are typically created by NIST employed
assessors [85, 152, 207]. The assessors receive a set of annotation guidelines to ensure
a uniform understanding of the relevance annotation task. Bailey et al. [14] and
Damessie et al. [55] identify three types of relevance judgments: (i) gold, from topic
originators and subject experts, (ii) silver, from subject experts that are not topic
originators, and (iii) bronze, from neither topic originator nor subject experts. Their
experimental results suggest that bronze judges are still under-performing when
compared to gold and silver TREC assessors. However, according to Dumitrache,
Aroyo, and Welty [67] and Dumitrache et al. [69], bronze annotators can perform at
least as well as subject experts on a variety of tasks and domains. In our study, we
consider that gold or silver annotations can exhibit subjective insights. We believe
that people who are familiar with the topic, or the subject, can introduce bias, while
people that may not necessarily have prior experience or knowledge about them
can accurately assess relevance. Disagreement in such cases can be a result of an
ambiguous topic, document, or even annotation task design. Unlike NIST [85, 152,
207], we obtain topical relevance judgments from non-expert crowd workers.

3.2.2 Crowdsourcing-based Topical Relevance

Extensive studies have been published, comparing the relevance annotations of NIST
assessors to non-experts such as volunteers or crowd workers [3, 6, 50, 147]. As we
mention in Section 3.5, the main finding of these papers is on par with our finding,
i.e., the relevance annotations of TREC assessors are prone to inconsistencies, and they
do not always capture the most suitable relevance label. Furthermore, Al-Maskari,
Sanderson, and Clough [3] show that the ambiguity of a topic highly influences the
level of agreement among annotators.

In addition, current research in topical relevance assessment addresses the role of
ambiguity. Barrón-Cedeño et al. [17] investigate ambiguity in the context of ranking
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comments based on their relevance. They note that relevance can not be expressed as a
boolean variable: it is not either relevant or not relevant, but there are also ambiguous
instances. On a binary relevance scale, Alonso and Mizzaro [6] show that there is a
higher disagreement at the level of relevant topic-document pairs than at the level of
not relevant topic-document pairs and argue that the number of judgments requested
per topic-document pair influences the performance. The latter proved to be true in a
variety of natural language processing tasks [189], as well. Furthermore, due to the
"liberal" notion of relevance in TREC, Sormunen [194] argues the suitability of binary
relevance scales and proposes the study of graded relevance scales. In other domains
(e.g., the medical domain), restricting the annotation guidelines and making them very
precise and over-specified, showed an increase in inter-annotator disagreement [10].

While the majority of research in this field aims at replicating the task of NIST
assessors with crowd workers, Alonso and Mizzaro [5], McDonnell et al. [147], and
Trotman, Pharo, and Jenkinson [202] marginally address the topical relevance at
the level of document paragraphs instead of full documents. Previously, Callan [30]
and White, Ruthven, and Jose [218] showed that with the increase of documents’
length, it becomes natural to retrieve relevant documents by looking at their passages
and respectively at their sentences, but no crowdsourcing topical relevance study
confirmed their hypotheses. McDonnell et al. [147] report on a set of three pilot
crowdsourcing tasks that also investigate the role of rationale in assessing the topical
relevance. Although similar in nature to our methodology, their approach does not
focus on understanding the performance impact of the relevance scale. Our main
relevance assessment experiment emerges from the observations shaped during the
pilot studies, while the main experiment reported in [147] does not follow the pilots.

3.3 dataset and human annotators

In our study we used a subset of the NYTimes Corpus5 that covers the 250 TREC
Robust Track [209] topics. The topic-document pairs were selected from the documents
of the participating teams in the TREC 2017 Core Track [2]. In total, we annotated
23,554 topic-document pairs from 250 topics (see main experiment in Table 2), covering
short documents. We express the document length as bins - documents in bin1 have
between 0 and 500 words and documents in bin2 have between 501 and 1,000 words.
Only a fraction of the data was annotated by NIST, i.e., 5,946 documents from 50 topics
(929 highly relevant, 1,421 relevant and 3,596 not relevant), while the entire dataset
was annotated by crowd workers, see Table 3.

Table 2: Dataset overview of pilot and main crowdsourcing experiments

Exp.
Type

#Topics #Doc
#Doc.

per
Topic

Document
Length

NIST Assessors’ Document
Relevance Distribution

Reviewers’ Document
Relevance Distribution

Highly Not Highly Not
Bin1 Bin2 Relevant Relevant Relevant Relevant Relevant Relevant

Pilot 10 120 12 90 30 25 30 65 27 40 53

Main 250 23,554 ⇡94 10,979 12,575 929 1,421 3,596 - - -

For the small scale crowdsourcing annotation pilots we used a subset of 120 topic-
document pairs annotated by NIST (see pilot experiment in Table 2). The 120 topic-
document pairs were selected as follows. We randomly selected ten topics, and for

5 https://catalog.ldc.upenn.edu/ldc2008t19

https://catalog.ldc.upenn.edu/ldc2008t19
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each topic, we sampled 12 short documents (bin1 and bin2) such that for each topic
there was at least one document relevant or highly relevant and at least one document
not relevant. Thus, the documents’ relevance distribution is 25 highly relevant, 30
relevant and 65 not relevant.

Table 3: Human annotators used in our annotation experiments: NIST assessors, crowd workers
and reviewers.

Human
Annotators

Exp.
Type

Topics Topic-Doc
Pairs

Annotators /
Topic-Doc Pair

Crowd
Pilot 10 120 15
Main 250 23,554 7

NIST
Pilot 10 120 1 or 2
Main 50 5,948 1 or 2

Reviewer
Pilot 10 120 3
Main - - -

We consider three types of human annotators: crowd workers, NIST assessors and
quality reviewers (see Table 3). Each topic-document pair was annotated by one or
two NIST assessors. Our empirical evaluation of the annotated corpus exposed some
ambiguous relevance judgments of the NIST assessors (see Section 3.5). Therefore, to
verify the reliability of our results, three authors of the paper in which this chapter
was published acted as independent annotators (reviewers) and annotated the topic-
document pairs used in the pilot studies using the ternary relevance scale. The
reviewers were familiar with the NIST annotation guidelines, but they did not know
the relevance value provided by the NIST assessors. The reviewers annotated the
topic-document pairs independently, using their judgment and given the definition
of each relevance value. We employed the reviewers in order to properly understand
the reliability of the crowd on judging topical relevance and the degree of ambiguity
inherent in this task.

3.4 relevance assessment methodology

Our topical relevance assessment methodology is empirically derived through a
series of crowdsourcing experiments aiming at an optimal combination of annotation
template, setup and quality metrics to gather topical relevance annotations. Our goal
is to define the crowdsourcing template that provides the best crowd annotations to
efficiently gather human relevance annotations at scale. The methodology follows the
steps below:

• crowdsourcing data collection: we performed eight small scale crowdsourcing ex-
periments on FigureEight with different crowdsourcing templates (Section 3.4.1);

• crowdsourcing data analysis: we adapted the CrowdTruth metrics [12, 68], pre-
sented in Chapter 2 of this thesis, to evaluate and compare the crowd annotations
with the NIST annotations (Section 3.4.2);
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Table 4: Overview of crowdsourcing experiments to derive optimal annotation settings and
template

Type Experiment

Input Data Crowdsourcing Annotation Template
Topic
Doc
Pairs

Doc
Len.

Relevance Annotation Values
Document

Granularity

Document
Paragraph

Order
Annotation

Pilot

3P-Doc-NoHigh 120
Bin1
Bin2

3-point scale (Highly Relevant,
Relevant, Not Relevant)

Full
Document

- Relevance Value

3P-Doc-High 120
Bin1
Bin2

3-point scale (Highly Relevant,
Relevant, Not Relevant)

Full
Document

- Relevance Value +
Text Highlight

2P-Doc-NoHigh 120
Bin1
Bin2

2-point scale
(Relevant, Not Relevant)

Full
Document

- Relevance Value

2P-Doc-High 120
Bin1
Bin2

2-point scale
(Relevant, Not Relevant)

Full
Document

- Relevance Value +
Text Highlight

2P-OrdPar-NoHigh 116
Bin1
Bin2

2-point scale
(Relevant, Not Relevant)

Document
Paragraphs

Ordered Relevance Value

2P-OrdPar-High 116
Bin1
Bin2

2-point scale
(Relevant, Not Relevant)

Document
Paragraphs

Ordered Relevance Value +
Text Highlight

2P-RndPar-NoHigh 116
Bin1
Bin2

2-point scale
(Relevant, Not Relevant)

Document
Paragraphs

Random Relevance Value

2P-RndPar-High 116
Bin1
Bin2

2-point scale
(Relevant, Not Relevant)

Document
Paragraphs

Random Relevance Value +
Text Highlight

Main 2P-RndPar-High 23,554
Bin1
Bin2

2-point scale
(Relevant, Not Relevant)

Document
Paragraphs

Random Relevance Value +
Text Highlight

• evaluate results of NIST and crowd: we performed a manual evaluation of the
experiments in order to understand how well each type of annotators performs
(Section 3.3, Section 3.5.1);

• rank documents according to their topical relevance: we aggregated the crowd anno-
tations to rank and also to derive optimal thresholds for labeling the relevance
of a document to a topic (Section 3.4.3).

3.4.1 Crowdsourcing Experiments

To answer the two research questions introduced in Section 3.1, we performed eight
pilot studies (Section 3.4.1.1) and one main experiment (Section 3.4.1.2) guided by the
following hypotheses:

H1.1 (accuracy) Using text highlighting to motivate the relevance choice increases the
accuracy of the results.

H1.2 (accuracy) Assigning topical relevance at the level of document paragraphs
instead of full documents increases the accuracy of the results.

H2.1 (reliability) The 2-point relevance annotation scale assigns more reliable rele-
vance values of documents to topics.

H2.2 (annotation settings) Large amounts of crowd workers
perform as well as or better than NIST assessors.
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3.4.1.1 Crowdsourcing Pilot Studies

We performed eight crowdsourcing pilots on FigureEight in which we experimented
with various annotation templates6 and settings, as shown in Table 4. In the annotation
template of each pilot, we tested different combinations of the following variables:
(1) relevance scale (3-point and 2-point scales); (2) annotation guidelines (relevance value,
text highlight to motivate the relevance value); (3) document granularity (full document,
ordered and randomized document paragraphs); (4) number of crowd annotators per
topic-document pair (from 3 to 15 annotators). In each pilot, we used 120 topic-document
pairs (TDP) covering short documents (bin1 and bin2) and requested 15 annotations
for each TDP. The workers were level 2 contributors (experienced, higher accuracy
contributors) according to FigureEight and were located in English-speaking countries
(US, UK, CAN, AUS).

The annotation guidelines for the crowd did not provide any definition of the
relevance values. Since relevance is usually internalized differently by every person,
we aimed to allow for meaningful disagreement and not bias crowd workers. The
crowd was given a topic description and either the full content of a document or the
list of paragraphs in the document. The crowd was asked to either choose the most
appropriate relevance value for the document or each paragraph or to choose the most
appropriate relevance value for the document or each paragraph and motivate their
choice by highlighting relevant word phrases. The crowd annotations for each pilot
were compared with the NIST and the reviewers’ annotations to allow us to choose
the best performing annotation setup and template, with which we performed the
main annotation experiment on the main dataset introduced in Section 3.3.

3.4.1.2 Crowdsourcing Main Experiment

The main experiment replicates the 2P-RndPar-High (Table 4, last row) annotation
template. Since this is a large scale experiment, to keep the cost within a reasonable
margin, we only asked for seven annotations per TDP.

3.4.2 Crowdsourcing Data Analysis

We evaluated the outcome of the crowdsourcing tasks, i.e., the quality of each worker,
the clarity of each TDP and the frequency of each relevance value, by applying
the disagreement-aware methodology CrowdTruth [12, 68]. CrowdTruth models the
inter-annotator disagreement using the triangle of reference [122], where the corners
are represented by workers, TDP and relevance annotation values. The underlying
assumption is that ambiguity in any of the corners disseminates and influences the
other corners of the triangle. For example, an unclear TDP or an ambiguous relevance
value can cause more disagreement between workers [68], and thus, both need to be
accounted for when measuring the quality of the workers. Thus, in this chapter, we
used version 2.0. of the CrowdTruth metrics [68]. Following, we introduce CrowdTruth
main concepts and metrics:

• WorkerVect(i,u): models the assessment of worker i on the TDP u as a binary vec-
tor. The length of the vector is equal to the total number of possible annotations
(i.e., relevance values) shown to the worker. If the worker selects an annotation
value a, its corresponding element is marked with 1, and 0 otherwise.

6 Available at: https://github.com/CrowdTruth/NYT-Crowdsourcing-Topical-Relevance

https://github.com/CrowdTruth/NYT-Crowdsourcing-Topical-Relevance
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• TDPVect(u) = Âi e workers(u) WorkerVect(i, u): computed for every TDP as the
sum of all WorkerVect for that TDP.

• TDP-RelVal score: expresses the likelihood of each relevance value (RelVal) a to
be expressed by the TDP u. The TDP-RelVal score is computed as the ratio of
workers that picked the relevance value a over all the workers that annotated
the TDP u, weighted by the worker quality.

The worker quality is the product of two metrics, i.e., the Worker-TDP agreement and
the Worker-Worker agreement. The Worker-TDP agreement indicates how much a worker
i agrees with the rest of the workers; it is computed as the average cosine distance
between the WorkerVect(i,u) and the sum of all the other workers j WorkerVect(j,u) that
annotated TDP u. The Worker-Worker agreement is a pair-wise comparison between
every two workers that participated in the task. The metric indicates how close a
worker performs compared to the rest of the workers and is computed as the average
cosine distance between the annotations of a worker i and all other workers that have
worked on the same TDP as worker i. Therefore, the annotations with lower quality
(i.e., submitted by workers with lower quality scores) have less of an impact on the
final results.

3.4.3 Quality of Crowd Annotations

Following the preliminaries from Section 3.4.2 we compared the crowd performance
against the NIST assessments and the reviewers’ annotations. For each TDP, i.e. topic-
document pair, we gathered 15 crowd annotations. Each crowd annotation on a TDP
is stored as a vector of relevance values, WorkerVect, which has a variable number
of elements based on the document granularity and the relevance annotation values
used in the annotation template:

• For the 3-point scale relevance on full documents: the WorkerVect has three
elements - highly relevant, relevant and not relevant;

• For the 2-point scale relevance on full documents: the WorkerVect has two
elements - relevant and not relevant;

• For the 2-point scale relevance on document paragraphs: the WorkerVect has
the number of elements equal to the number of paragraphs in the document
+ the value ["none"] (e.g., a document that is split in 10 paragraphs requires 11
elements).

All elements of a WorkerVect are initially set to 0. The elements of a WorkerVect that
are picked by the worker are assigned a value of 1. As defined in Section 3.4.2, we use
the sum of these vectors to compute the TDP-RelVal score. For the pilots that require
the annotation of the full document, the TDP-RelVal score indicates the likelihood of
each possible relevance annotation value or scale. Therefore, we compute a TDP-RelVal
for each possible relevance annotation value.

For the pilots that require the annotation of document paragraphs, the TDP-RelVal
score indicates the relevance likelihood of each paragraph. To compute the relevance
score of the full document to the topic, we need a second aggregation step. We experi-
mented with multiple aggregation methods for defining such relevance score using the
TDP-RelVal score of each paragraph. The variations were based on permutations of the
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Algorithm 1 Algorithm to Define Relevance Thresholds

1: t1  min(S)

2: tn  max(S)

3: f1(To) 0
4: i 1
5: while i  n do

6: Calculate f1(ti):
7: if f1(ti) � f1(To) then

8: f1(To) f1(ti)

9: To  ti

10: i = i + 1

following: (1) Max, mean, median calculations, (2) All paragraphs, top n paragraphs,
first n paragraphs, (3) Exclude, include zero values. The [max, mean, median] calcula-
tions correspond to the selection of the TDP-RelVal score for each TDP. The [all, top,
first] paragraphs denote the selection of all paragraphs, the most relevant paragraphs
based on their TDP-RelVal score, the first paragraphs in order of appearance in the
document. The inclusion or exclusion of zeroes refers to the elements of the vector
with TDP-RelVal score = 0, and whether they were kept or dropped before computing
the final relevance score.

To summarize, in the pilots that annotate the relevance of document paragraphs we
obtain a TDP-RelVal score between [0,1], i.e., each TDP is ranked based on its topical
relevance. To align with the NIST assessors who assign a relevance value (highly
relevant, relevant, not relevant) to each TDP, we experimentally determine optimal
thresholds for these relevance scores to categorize the given TDP according to NIST.
We obtained the appropriate thresholds using a heuristic method based on the final
relevance score TDP-RelVal. The thresholds are evaluated via the F1-score that factors
the selected (predicted) relevance values and the reviewers (true) relevance values
for each TDP. The heuristic method calculates the F1-scores for all possible sets of
thresholds and selects the best performing set based on the highest F1-score, i.e., the
highest F1-score of identifying relevant and not relevant TDP.

The algorithmic formulation is as follows. For each aggregation method, let C be
the number of relevance values, S = (s1, s2, ..., sn) the set of relevance scores for each
TDP in the corpus, T = (t1, t2, ..., tn) an ordered set of thresholds and f1(T) the F1-
score (micro- and macro-F1 score where the classes are not relevant, (highly) relevant)
for thresholds T. We define a set of optimal thresholds To with cardinality C � 1
that fulfills: f1(To) � f1(T), 8 T. Further, we use Algorithm 1 to obtain the optimal
thresholds To. The aggregation that proved to provide the best relevance score for
each TDP is equal to the max(TDP-RelVal) of all the document paragraphs. We report
on the exact performance in Section 3.5.

3.5 results on crowdsourcing pilots

In the crowdsourcing annotation pilots we gathered 14,160 judgments from 221 unique
crowd workers. The cost of these experiments was $340. We analyzed and compared
the crowd outcome using the methodology described in Section 3.4.2 and Section 3.4.3.
We report on the performance of the crowd and NIST assessors in each pilot using
binary and ternary relevance values. Thus, we evaluate both the crowd and NIST
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annotations against the reviewers’ annotations. For each pilot, we identify the best
TDP-RelVal score threshold and the F1-score at this threshold. For the pilots annotating
relevance at the paragraphs level, we assign relevance values (highly relevant, relevant,
not relevant) based on various thresholds of the TDP relevance score. Each relevance
label has a lower bound threshold and an upper bound threshold. Naturally, for
highly relevant documents, the upper bound approaches 1.0 and for not relevant
documents, the lower bound approaches 0.0. The exact thresholds are computed using
Algorithm 1, as explained in Section 3.4.3. Table 5 and Table 6 report on these values
that are further analyzed in the remainder of the section.

Our main findings, in line with our four hypotheses, are:

• NIST assessors do not always capture the most suitable relevance label for a
TDP, but the crowd is able to identify it when a sufficient number of annotations
are gathered (H2.2);

• The crowd workers are more accurate when they are asked to provide a reason
for their relevance choice (H1.1);

• The assessment of topical relevance at the level of document paragraphs increases
the accuracy of the results (H1.2);

• The ternary relevance scale is more ambiguous than the binary relevance scale
and the relevance rank, i.e., when the TDP is assigned a relevance score instead
of a relevance label (H2.1);

Table 5: Crowd and NIST results given the highest F1 TDP-RelVal score threshold (@T) for
binary relevance. The values in bold show the best performance and the cases where
the crowd performs significantly better (according to McNemar’s test) than the NIST
assessors for the given setup.

Relevant Not Relevant
@T F1 @T F1

NIST Assessors - 0.80 - 0.79

3P-Doc-NoHigh-merged �0.79 0.85 <0.79 0.81

3P-Doc-High-merged �0.68 0.91 <0.68 0.90

2P-Doc-NoHigh �0.82 0.90 <0.82 0.88

2P-Doc-High �0.90 0.85 <0.90 0.84

2P-OrdPar-NoHigh �0.78 0.92 <0.78 0.91

2P-OrdPar-High �0.62 0.93 <0.62 0.90

2P-RndPar-NoHigh �0.65 0.90 <0.74 0.87

2P-RndPar-High �0.47 0.95 <0.47 0.94
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Table 6: Crowd and NIST results given the highest F1 TDP-RelVal score threshold (@T) for
ternary relevance. The values in bold show the best performance and the cases where
the crowd performs significantly better (according to McNemar’s test) than the NIST
assessors for the given setup.

Highly
Relevant

Relevant Not
Relevant

@T F1 @T F1 @T F1

NIST Assessors - 0.57 - 0.45 - 0.79

3P-Doc-NoHigh 0.40 0.57 0.30 0.63 0.30 0.86

3P-Doc-High 0.30 0.69 0.40 0.64 0.40 0.92

2P-OrdPar-
NoHigh

�0.94 0.58 0.78-0.94 0.22 0.78 0.91

2P-OrdPar-High �0.84 0.56 0.62-0.84 0.40 0.62 0.90

2P-RndPar-
NoHigh

�0.91 0.55 0.69-0.91 0.35 0.69 0.87

2P-RndPar-High �0.63 0.66 0.47-0.63 0.56 0.47 0.94

3.5.1 NIST Assessors vs. Reviewers

First, the three reviewers assessed the relevance of each TDP independently and then
they discussed the TDP cases on which they highly disagreed, in order to reach a
consensus. We measured the inter-rater reliability for the three reviewers using Fleiss’
k7, before and after reaching a consensus. Before the discussion, the three reviewers
had a moderate agreement with k = 0.48 for ternary relevance and a substantial
agreement with k = 0.67 for binary relevance. After the discussions, their overall
agreement improved: k = 0.67 for ternary relevance and k = 0.79 for binary relevance.
Although the final agreement among the three reviewers is substantial for both binary
and ternary relevance, we acknowledge that topical relevance is difficult, ambiguous,
prone to inconsistencies and that each annotator subjectively interprets relevance. The
last two columns of Table 2 and Figure 4 show the comparison between NIST and
reviewers annotations, after reaching a consensus. The inter-rater agreement between
the NIST assessors and the combined annotations of the reviewers using Cohen’s
k8 was equal to 0.37 for ternary relevance and 0.58 for binary relevance before the
reviewers’ discussion and 0.44 for ternary relevance and 0.60 for binary relevance after
the reviewers’ discussion. Therefore, the agreement between NIST and reviewers is
moderate.

The main diagonal in Figure 4 shows that there are 78 TDP on which the reviewers
agree with NIST and 42 TDP on which they do not agree with NIST. There are 6 TDP
that NIST labeled as highly relevant or relevant, and the reviewers as not relevant.
On 18 TDP, they disagree whether a document is highly relevant or just relevant to a
topic and on 18 TDP they disagree whether a document is relevant or not relevant at
all to a topic. We emphasize that a single annotator, as in the case of NIST assessors,

7 https://en.wikipedia.org/wiki/Fleiss%27_kappa

8 https://en.wikipedia.org/wiki/Cohen%27s_kappa

https://en.wikipedia.org/wiki/Fleiss%27_kappa
https://en.wikipedia.org/wiki/Cohen%27s_kappa
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Figure 4: Comparison between NIST assessors’ document relevance and reviewers’ document
relevance

can not capture the entire truth. Our observation is also confirmed in various other
topical relevance studies [6, 147]. This, together with the F1 performance of the crowd
(Table 5 and Table 6), shows that the crowd can identify the ambiguous cases where
a single NIST assessor is not sufficient and to correctly label the relevance of these
TDP. This observation aligns with our H2.2 hypothesis. Overall, we observe that the
crowd agrees more with the relevance labels provided by the reviewers than the ones
provided by the NIST assessor. Unfortunately, due to the limited number of TDP used
for the pilot experiments, we can not see whether the two types of assessments result
in a different ranking of systems (this also applies on the crowd assessments in the
pilot experiments).

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
TDP-RelVal score neg/pos threshold

0.0

0.2

0.4

0.6

0.8

1.0

F
1-

sc
or

e

F1 Crowd - Not Relevant

F1 Crowd - Relevant

F1 Crowd - Highly Relevant

F1 NIST - Not Relevant

F1 NIST - Relevant

F1 NIST - Highly Relevant

(a) 3P-Doc-NoHigh

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
TDP-RelVal score neg/pos threshold

0.0

0.2

0.4

0.6

0.8

1.0

F
1-

sc
or

e

F1 Crowd - Not Relevant

F1 Crowd - Relevant

F1 Crowd - Highly Relevant

F1 NIST - Not Relevant

F1 NIST - Relevant

F1 NIST - Highly Relevant

(b) 3P-Doc-High

Figure 5: Annotation quality F1 per neg/pos crowd TDP-RelVal score threshold on ternary
relevance for pilots 3P-Doc-NoHigh and 3P-Doc-High.

3.5.2 Annotation Guidelines

The pilot experiments are variations of each other in terms of the annotation guidelines
used in the crowdsourcing template: relevance value -NoHigh or relevance value and
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Figure 6: Annotation quality F1 per neg/pos crowd TDP-RelVal score threshold on binary
relevance for pilots 3P-Doc-{NoHigh,High}, when merging Highly Relevant&Relevant.
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(a) 2P-Doc-NoHigh
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(b) 2P-Doc-High

Figure 7: Annotation quality F1 per neg/pos crowd TDP-RelVal score threshold on binary
relevance for pilots 2P-Doc-NoHigh and 2P-Doc-High.

text highlight to motivate the relevance choice -High. Figures 5, 6, 7, 9, 10, 11 and 12
show the F1-score calculated at each TDP-RelVal score threshold for every pair of
pilots. We evaluate the performance of the crowd in terms of F1-score against the
reviewers annotations. The best performing thresholds (@T) and the F1-score (F1) at
these thresholds are given in Table 5 and Table 6. In all the aforementioned plots we
also show the F1-score of NIST assessors (depicted by horizontal lines). In these plots
we observe that the crowd performs better mostly in the second setup, i.e., in the pilots
where they had to motivate their relevance choice through text highlight, and thus,
confirming our H1.1 hypothesis. Even though we do not evaluate the text highlighted
by the crowd workers similar to the approach published by McDonnell et al. [147],
we see that the crowd provides better topical relevance annotations when motivating
their choice.

For each experiment performed, we computed McNemar’s test [148] at the best
performing threshold reported in Table 5 and Table 6 (the cases in which the crowd
performs significantly better than the NIST assessors are shown in bold in the two
tables). When representing the TDP relevance on a binary scale, the crowd performs
significantly better than NIST assessors on relevant documents, especially in the pilots
that request both relevance value and text highlight (with p-values lower and much
lower than 0.05), except for pilot 2P-Doc-NoHigh where the crowd seems to perform
better in the setup that does not request text highlight as motivation. However, when
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(a) Binary Relevance
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Figure 8: Crowd F1 performance at the best TDP-RelVal score thresholds for various number
of workers.
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(a) 2P-OrdPar-NoHigh
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Figure 9: Annotation quality F1 per neg/pos crowd TDP-RelVal score threshold on binary
relevance for pilots 2P-OrdPar-NoHigh and 2P-OrdPar-High.
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(a) 2P-RndPar-NoHigh
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Figure 10: Annotation quality F1 per neg/pos crowd TDP-RelVal score threshold on binary
relevance for pilots 2P-RndPar-NoHigh and 2P-RndPar-High.

we look at the F1-score of the crowd in these two paired pilots, in Figure 7, we
observe that the best F1-score for pilot 2P-Doc-NoHigh is only a peak, while for pilot
2P-Doc-High we have a more uniform distribution.

Overall, pilot 2P-RndPar-High gives the best results in identifying relevant TDP and
performs significantly better than NIST assessors according to McNemar’s test, on
both binary and ternary relevance.
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(a) 2P-OrdPar-NoHigh (b) 2P-OrdPar-High

Figure 11: Annotation quality F1 per neg/pos crowd TDP-RelVal score threshold on ternary
relevance for pilots 2P-OrdPar-NoHigh and 2P-OrdPar-High.

(a) 2P-RndPar-NoHigh (b) 2P-RndPar-High

Figure 12: Annotation quality F1 per neg/pos crowd TDP-RelVal score threshold on ternary
relevance for pilots 2P-RndPar-NoHigh and 2P-RndPar-High.

3.5.3 Number of Annotators

As part of our H2.2 we analyzed whether the number of crowd workers that annotate
a TDP influences the overall performance. Therefore, for each number of workers,
between 3 and 15 workers, we averaged the crowd performance in F1-score. The
averaging was performed at the best performing TDP-RelVal score threshold, for 100
runs by randomly generating sets of i workers, where ie [3,15] for pilot 2P-RndPar-High
(Figure 8b) on binary and ternary relevance. For both binary and ternary relevance,
we observe that crowd performance increases as the number of workers increases.
However, while for binary relevance we observe that five workers are sufficient to
perform comparable with the NIST assessors, for ternary relevance the performance
of the crowd is not as stable. At around 7 to 8 workers, the crowd performs at least as
well as the NIST assessors only on highly relevant and not relevant documents.

3.5.4 Annotation Relevance Scale

Overall, we observe that the crowd performs the best at identifying the relevance
of TDP on a binary scale. The options relevant and highly relevant seem to be
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(b) 2P-OrdPar-High
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(c) 2P-RndPar-NoHigh
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(d) 2P-RndPar-High

Figure 13: Crowd document paragraphs’ relevance score distribution across relevant and
highly relevant documents

more ambiguous, e.g., they are often confused or used inconsistently. However, the
highly relevant documents seem to be better identified by the crowd, as shown in
Table 6. When examining the NIST assessors’ performance compared to the reviewers,
we observe a similar trend (see Figure 4). There is little ambiguity on not relevant
documents, but relevant and highly relevant documents are more often confused
between each other.

To show that the crowd and NIST assessors performance is influenced by the
subjective nature of relevance scales, we plot in Figure 6 the F1-score at each TDP-
RelVal score threshold when merging the highly relevant and relevant options for all
types of annotators, i.e., crowd, reviewers and NIST assessors, for pilots 3P-Doc-NoHigh
and 3P-Doc-High. In Figures 9a, 9b, 10a, 10b we plot the same analysis on the 4 pilots at
the level of document paragraphs. The increased performance in F1-score of both NIST
assessors and crowd workers shows that merging the relevant and highly relevant
values significantly increase the performance (the statistically significant increase
of performance is shown with bold font in the tables). The merged value approach
supports the belief that a ternary relevance scale is more ambiguous and yields worse
results, due to people internal inconsistencies and subjectivity in interpreting the
relevance scales. We correlate this analysis and observation with our H2.1 hypothesis.
For the binary relevance scale, the crowd performs the best in the 2P-RndPar-High
pilot and performs significantly better than the NIST assessors, with p-values < 0.05.
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(a) 2P-OrdPar-NoHigh
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(b) 2P-OrdPar-High
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(c) 2P-RndPar-NoHigh

p1 p2 p3 p4 p5 p6 p7 p8 p9 p1
0
p1

1
p1

2
p1

3
p1

4
p1

5
p1

6
p1

7
p1

8
p1

9
p2

0

paragraph index (position in document)

0.0

0.2

0.4

0.6

0.8

1.0

re
le

va
nc

e
sc

or
e

(d) 2P-RndPar-High

Figure 14: Crowd document paragraphs’ relevance score distribution across not relevant
documents

3.5.5 Document Granularity

The topical relevance experiments in literature [5, 147] are typically performed on the
full document. However, in a crowdsourcing environment, we can not assume that a
crowd worker will read a long document. Our results in Table 5 indicate that people
can better grasp the relevance of smaller document granularities, such as document
paragraphs. The aggregated relevance of each document paragraph gives a better
interpretation of the overall document relevance, as specified in our H1.2 hypothesis.
When interpreting the relevance on a ternary scale (Table 6), the crowd exhibits similar
or even better performance than the NIST assessors.

In pilots 3P-Doc-NoHigh and 3P-Doc-High the crowd efficiently identifies highly
relevant and relevant documents. However, the best performing thresholds that we
identified do not ensure a single relevance value for a TDP. More precisely, the same
TDP can have a likelihood of being highly relevant higher than 0.4, and a likelihood
of being relevant higher than 0.3 (i.e., the document is a true positive in both cases).
Therefore, we consider that (1) ranking documents based on their relevance is a more
reliable solution than providing likelihood relevance values and (2) having a method
that can clearly differentiate between relevant and not relevant documents results in a
more reliable topical relevance test collection.
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Figure 15: Spearman correlation between the crowd paragraph relevance score and the seman-
tic similarity between the topic and the paragraph using TF-IDF

3.5.6 Paragraphs Order

The order in which the document paragraphs are shown to the crowd workers seems
to also influence the accuracy of the results. When the paragraphs are shown in order
(Figures 13a, 13b, 14a and 14b), crowd workers tend to choose more paragraphs as
being relevant, which results in a decrease of the overall F1-score (Table 5). Conversely,
random order of paragraphs increases the accuracy of the results. We believe that
when people acknowledge the fact that the current paragraph is related to the previous
paragraph, they tend to pick the same relevance label for both. However, when the
following paragraphs are not necessarily related, the crowd can more objectively assess
whether they are relevant.

A crowdsourcing task in which the crowd workers are asked to mark the relevant
part of every paragraph in a long document can become lengthy and cumbersome.
Although in this work, we focused only on short documents, we plan to run the same
task on longer documents. In Figure 13 and Figure 14 we plotted for all relevant
and respectively for all not relevant documents the TDP-RelVal score distribution
per paragraph. The paragraph index, pi, refers to the position of the paragraph in
the document, where i 2 [1, maximum number of document paragraphs] (e.g., p1
refers to the first paragraph in the document). For relevant documents, we observe
that the paragraphs at the beginning of the document tend to have higher relevance
scores. When looking at the scores per pilot, we notice that there is a tendency for
paragraphs, from both relevant and not relevant documents, to have much higher
scores when crowd workers are not asked to highlight the relevant text. However,
as shown in Tables 5 and 6 these pilots usually underperform. The high F1-score
exhibited by pilot 2P-RndPar-High is also correlated with the paragraphs distribution
scores. In Figure 14d, we observe that all paragraphs from not relevant documents
have relevance scores lower than 0.47, with only a few outliers.

We also looked at the semantic similarity between the topic and each paragraph
of a document. We computed the semantic similarity using TF-IDF [110] to see
whether higher crowd paragraphs relevance scores are correlated with higher similarity
between topic and paragraph. In Figure 15 we plotted the Spearman’s correlation
(r coefficient and p-values) between the crowd paragraph relevance score in pilot
2P-RndPar-High and the TF-IDF similarity score. Based on the p-values, the correlation
seems to be statistically significant for the paragraphs at the beginning of the document.
However, the r coefficient, equal to 0.522, is only marginally positive.
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(a) Binary Relevance (b) Ternary Relevance

Figure 16: Crowd F1 performance at the best TDP-RelVal score thresholds when assessing the
relevance of first i paragraphs in a document using the 2P-RndPar-High annotation
template.

Figure 17: Relevance annotation disagreement between crowd and NIST assessors. The dis-
agreement is computed per topic and per relevance scale (binary and ternary) as
the ratio of documents in which the two types of annotators disagree.

We further investigate the possibility to optimize such a crowdsourcing task by only
showing a subset of the paragraphs in the document. We plot in Figure 16 the crowd
performance in F1-score at the best performing threshold for pilot 2-RndPar-High when
the crowd is asked to inspect only the first i paragraphs in each document. We observe
that for binary relevance values (Figure 16a), it is sufficient -for the crowd- to inspect
only the first six paragraphs, to perform as well as the NIST assessors. However, on a
ternary relevance score (Figure 16b), the F1-score of the crowd fluctuates, especially on
relevant documents, and does not seem to stabilize when showing only six paragraphs.

3.6 results on main experiment

In Section 3.5 we presented results from experimenting with independent variables
such as: annotation guidelines (H1.1), document granularity (H1.2), relevance anno-
tation scale (H2.1) and number of workers (H2.2), to improve the accuracy (RQ1)
and reliability (RQ2) of topical relevance annotations. The results showed that the
2P-RndPar-High annotation pilot performs better than the rest.

In the main experiment we annotated 23,554 TDP following the settings of pilot
2P-RndPar-High. In total, we gathered 164,878 annotations from a total of 463 unique
workers. We paid $4,000 to gather these crowd annotations. Each TDP is assigned



48 methodology : crowdsourcing with diversity

a relevance score. To align our relevance scores with the NIST annotations, we use
Algorithm 1 to identify the best performing thresholds for the crowd, when compared
to the NIST assessors. We use these thresholds to differentiate among highly relevant,
relevant, and not relevant documents. On a binary scale, the crowd and NIST assessors
agree on 63% of the TDP and on a ternary scale on 54% of the TDP. Due to the scale
of this main experiment, it was not feasible to also employ quality reviewers.

Table 7: Correlation of systems’ ranking using NIST relevance assessments and crowd relevance
assessments for binary and ternary relevance

Measure
Binary Ternary

t tAP t tAP

nDGC 0.6317 0.5485 0.5650 0.4879
MAP 0.5679 0.4576 0.4637 0.3728

R-Prec 0.5703 0.4849 0.4658 0.3751

In Figure 17, we plotted the disagreement between the crowd and the NIST assessors
relevance annotations per topic, on both binary and ternary scales. The disagreement
is computed as the ratio of documents on which the two annotators disagree. We
manually inspected three topics with the most disagreement: 372 - "Native American
casino", 378 - "Euro opposition" and 307 - "New Hydroelectric Projects". On all three
topics, the NIST assessors seem to be very restrictive and choose a limited number
of documents as being relevant. On the one hand, many documents that discuss
various hydroelectric projects in Niagara, or issues around casinos in Native American
areas where more people are getting into trouble, were labeled as not relevant by
NIST assessors and relevant by the crowd. Given that the hydroelectric projects are
extensively described in such documents, we are not sure why the NIST assessors did
not label them as relevant. On the other hand, in the case of topic 378, we observe that
the crowd annotates as relevant documents that talk in general about the European
currency and possible adherence to it, and not only documents that explicitly discuss
the opposition.

In Table 7 we report on the Kendall’s t and Yilmaz, Aslam, and Robertson [224] tAP
rank correlation coefficient between the official TREC [2] systems’ ranking and the
systems’ ranking using the crowdsourced test collection. We report the correlation on
three measures: normalized discounted cumulative gain, mean average precision and
R-Precision on both binary and ternary relevance. Overall, the correlation between
the two rankings is moderate, while it drops as we focus more on the top-ranked
systems. This is an indication that crowd workers and NIST professionals agree to a
significant level, but yet they often also contribute different aspects of relevance to the
final dataset.

3.7 conclusion

In this chapter, we leveraged diversity in relevance annotation to build a reliable
corpus for a topic, event or search query. We proposed a crowdsourcing methodology
for annotating and creating a reliable topical relevance test collection, which consists
of relevant documents for a given topic or event. The test collection is empirically
derived from various crowdsourcing annotation pilots based on established scientific
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literature. In these pilots, we experimented with multiple independent variables such
as the relevance scale, the document granularity, the annotation guidelines and the
number of annotators. The research was guided by two questions that focused on
improving the accuracy and the reliability of topical relevance annotations. On the one
hand, we showed that we can improve the accuracy of topical relevance assessment
annotations by adapting the annotation guidelines and the document granularity
used to assess the relevance. On the other hand, we showed that we can improve the
reliability of topical relevance assessment annotations by asking many crowd workers
to annotate each topic-document pair, and by using an objective binary relevance
scale.

Our results showed that (1) relevance aggregation on document paragraphs level
results in a more accurate relevance, compared to assessing the full document, and
(2) collecting relevance judgments with a binary relevance scale results in a higher
relevance assessment reliability, compared to the ternary scale used in the TREC anno-
tation guidelines. Based on these pieces of evidence, we applied the best performing
crowdsourcing annotation template and setting at scale, in order to create a topical
relevance test collection. Every topic-document pair in this test collection is ranked
based on its topical relevance. The test collection can be used either as a rank or can
be labeled according to NIST guidelines into binary or ternary relevance values.

In Chapter 5, we show the applicability of our methodology to empirically derive
the optimal annotation guidelines and templates for the tasks of identifying events and
time expressions in news articles sentences.
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4
H A R N E S S I N G C R O W D & M A C H I N E S D I V E R S I T Y: E V E N T
P R O P E RT I E S

Over the last years, information extraction tools have gained tremendous popular-
ity and brought significant performance improvement in extracting meaning from
structured or unstructured data. For example, named entity recognition (NER) tools
identify entities of type people, organization or place in texts. However, despite their
high F1 performance, NER tools are still prone to brittleness due to their highly spe-
cialized and constrained input and training data. Thus, each tool is able to extract only
a subset of the named entities (NE) mentioned in a given text. However, for a proper
understanding of the events mentioned in a text and their properties (i.e., named
entities consisting of participating people, organizations, locations, time periods when
the event takes place), we need a good coverage of named entities. In order to improve
named entities coverage, we propose a hybrid approach, where we first aggregate the
output of various NER tools and then validate and extend it through crowdsourcing.
In this chapter, thus, we explore harnessing diversity in machines and crowds to
improve the utility of event-related corpora. The results from our experiments show
that this approach performs significantly better than the individual state-of-the-art
tools (including existing tools that integrate individual outputs already). Furthermore,
we show that the crowd is quite effective in (1) identifying mistakes, inconsistencies
and ambiguities in currently used ground truth, as well as in (2) a promising approach
to gather ground truth annotations for NER that capture a multitude of opinions.

This chapter was published as Harnessing Diversity in Crowds and Machines for Better
NER Performance in the Proceedings of the 14th Extended Semantic Web Conference,
2017, and was co-authored by Lora Aroyo. [98]

4.1 introduction

Named entity recognition (NER) is a powerful information extraction (IE) technique
for identifying named entities (NEs) such as people, places, organizations, events and,
to some extent, numerical values or time periods. Being able to correctly and reliably
identify such named entities provides the necessary context to better understand the
events mentioned in a given text. In short, reliable named entity recognition leads to
better event understanding. Nowadays, there is an abundance of off-the-shelf NER
tools [79]. When compared however, their output significantly varies in terms of: (1)
the existence of an entity, (2) the entity surface form (i.e., entity span) and the entity
type, (3) the knowledge base used for disambiguation, or (4) the confidence scores
given for an entity. Thus, it is difficult to choose the best NER tool as they all seem to
have a partially good and partially not so good performance.

Even though some NER tools have reached human-like performance, they are still
highly dependent on the input type and ground truth (gold standard) [171]. For
example, a NER tool trained on particular input types or entity types performs well
only on similar data. Research [60] has shown that NER tools trained on English news
articles achieve an accuracy of 85%-90% on this type of data, but perform very poor
on short, ill-formed texts, such as microblogs. Similarly, the quality and the size of the

51



52 harnessing crowd & machines diversity : event properties

ground truth could bias NER towards a particular annotation perspective. In [171], the
authors show that many NER tools have very low performance when dealing with
the diversity of miscellaneous entity types.

The mainstream approach of gathering ground truth for NER is still by means
of experts, who typically follow over-specified annotation guidelines to increase the
inter-annotator agreement between experts. Such guidelines are known to be prone
to denying the intrinsic language ambiguity and its multitude of perspectives and
interpretations [18]. Thus, ground truth datasets might not always be “gold” or “true”
in terms of capturing the real text meaning and interpretation diversity. More recent
work has been focusing on capturing the inter-annotator disagreement [13] to provide a
new type of ground truth, where language ambiguity is considered. As crowdsourcing
has proven to be a reliable method for IE in various domains, e.g., news [59], tweets [75]
and more specialized tasks such as entity typing [29], there is an increasing number
of hybrid NER approaches that combine machine and crowd-based IE [74]. However,
they all suffer from the same “lack of understanding of ambiguity” as the traditional NER
tools.

This chapter aims to answer the following research question: can we leverage the ma-
chine and crowd diversity to improve NER performance and thus have a better understanding
of events? We propose a hybrid multi-machine-crowd approach where state-of-the-art
NER tools are combined, and their aggregated output is validated and improved
through crowdsourcing. We perform the crowdsourcing experiments in the context
of the CrowdTruth approach [103] and methodology [13] that aims at capturing the
inherent language ambiguity by means of disagreement. The CrowdTruth methodol-
ogy is presented in Chapter 2 of this thesis. In this chapter, we used version 1.0. of the
CrowdTruth metrics [103]. Thus, we argue that:

H1 Aggregating the output of NER tools by harnessing the inter-tool disagreement
(Multi-NER) performs better than the individual NERs (Single-NER); we experi-
ment with existing Wikipedia sentence-based ground truth datasets and show
that disagreement among NER improves their performance; we also show that
the crowd is effective in spotting NER mistakes;

H2 The rigidness of the ground truth influences the NER performance;

H3 Crowdsourced ground truth by harnessing inter-annotator disagreement pro-
duces diversity in annotations and thus, improves the aggregated output of NER
tools; we show that the crowd can produce a better ground truth.

The main contributions of this chapter, besides addressing the above-mentioned
results, are:

• a hybrid workflow for NER that improves significantly current NER by means
of disagreement-based aggregation and crowdsourcing;

• a method for improving ground truth datasets through fostering disagreement
among the machines and crowd;

• a data and NER tool-agnostic method to improve the NE coverage, i.e., can be
used with any type or any number of NER tools and can be applied on any
number and type of entities;

• a disagreement-aware approach that effectively mitigates the issues of NER tools.
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The chapter is structured as follows. Section 4.2 introduces the use case and the
datasets, while Section 4.3 covers the state of the art. Section 4.4 contains the compara-
tive analysis of multiple NER tools and their aggregated output. Section 4.5 outlines
the crowdsourcing experimental setup. Further, Section 4.6 presents the crowdsourcing
results, while Section 4.7 discusses the results. Finally, Section 4.8 concludes with the
main findings of the study.

4.2 use case and datasets

We performed named entity extraction with five state-of-the-art NER tools: NERD-ML1,
TextRazor2, THD3, DBpediaSpotlight4, and SemiTags5. NERD-ML [72] is an extension
of NERD [172], a NER tools unifier, that uses machine learning for improved results.
We performed a comparative analysis of (1) their performance (output) and (2) their
combined performance (output), on two ground truth (GT) evaluation datasets used
during Task 1 of the Open Knowledge Extraction (OKE) semantic challenge at ESWC
in 20156 (OKE2015) and 20167 (OKE2016) respectively. Table 8 presents the summary
of the datasets: in total, there are 156 Wikipedia sentences with 1007 annotated named
entities of types place, person, organization and role, which are all relevant to provide
context regarding events.

Table 8: Overview of the dataset used in experiments

OKE2015 OKE2016
Sentences Named Entities Sentences Named Entities

101

Place 120

55

Place 44
Person 304 Person 105
Organization 139 Organization 105
Role 103 Role 86

Total 101 6648 55 340

4.3 related work

We review three streams of research. First, we provide an overview of the systems that
participated in the Open Knowledge Extraction challenge. Second, we review existing
approaches for crowdsourcing named entities, and finally, we focus on multi-NER and
hybrid approaches for named entity recognition.

1 http://nerd.eurecom.fr

2 https://www.textrazor.com

3 http://ner.vse.cz/thd/

4 http://dbpedia-spotlight.github.io/demo/

5 http://nlp.vse.cz/SemiTags/

6 https://github.com/anuzzolese/oke-challenge

7 https://github.com/anuzzolese/oke-challenge-2016

http://nerd.eurecom.fr
https://www.textrazor.com
http://ner.vse.cz/thd/
http://dbpedia-spotlight.github.io/demo/
http://nlp.vse.cz/SemiTags/
https://github.com/anuzzolese/oke-challenge
https://github.com/anuzzolese/oke-challenge-2016
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4.3.1 Open Knowledge Extraction Systems

The systems proposed during the OKE challenges have been evaluated on datasets
described in Section 4.2. The ADEL system [160] had the best performance in 2015,
with an F1-score of 0.60, by implementing a hybrid 3-steps approach that combines an
off-the-shelf NER model together with POS-tagging, a linking step through DBpedia
and Wikipedia, and a pruning step for removing the entities that are out of scope.
A second system, FRED [54], had a micro F1-score of 0.34 and a macro F1-score of
0.22. However, the lower performance is due to the fact that the system was used
with its default settings, without being adapted for this challenge. Similarly, the third
participating system, FOX [174], is an off-the-shelf system. The system is not able to
recognize the type role, and thus, the F1-score is around 0.49. The enhanced version
of ADEL [161] combines different models to improve entity recognition and entity
linking. The system described in [39] applies filtering and merging heuristics on the
combined output of NER tools and semantic annotators. It outperforms ADEL with
an F1-score above 0.65.

4.3.2 Crowdsourcing Named Entities

Crowdsourcing proved to be effective in gathering data semantics for various tasks,
such as medical relation extraction [64], temporal events ordering [37, 189], entity
salience [101]. State-of-the-art NER tools have good performance when tested on news
articles, but perform very poor on microblogs [60]. Thus, crowdsourcing has been
used as an alternative to identify named entities in tweets [75, 77]. When dealing with
crowdsourced data, quality plays an important role. Typical solutions for assessing
the quality of crowdsourced data are based on the hypothesis [155] that there is only
one right answer. However, we operate under the assumption that the disagreement
among workers is not noise, but a signal [12, 13] of (i) input ambiguity, (ii) worker
quality and (iii) task clarity. Therefore, we run our crowdsourcing experiments on the
CrowdTruth [103] framework.

4.3.3 Multi-NER, Hybrid Named Entity Recognition

Harnessing the agreement among NER tools proved to be effective in [46] since entities
missed by one NER can be extracted by another NER. Agreement among NER tools
is well captured by majority vote systems [125]. However, this could cut off relevant
information, such as information supported by only one extractor and cases with more
than one solution. When dealing with data on heterogeneous topics and domains, the
accuracy of extracting named entities has been shown to increase when NER tools are
combined [46, 89].

In [74], the need for designing hybrid approaches for NER pipelines is stressed,
based on the reliable crowd performance when identifying named entities in tweets.
Systems that integrate machines and crowd have been already developed [59, 177]. On
the one hand, in [59], the authors propose a probabilistic model to choose the most
relevant data that needs to be annotated by the crowd, in a hybrid machine-crowd
approach. On the other hand, the crowdsourcing component has been integrated as a
plugin in the GATE framework [177], but they still assume there is only one correct
answer. Hybrid expert-crowd approaches [211] have also been envisioned. The authors
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optimize in time and cost the process of gathering expert annotations by involving the
crowd: the experts mark the named entities, while the crowd provides the type of the
entities.

4.4 single-ner vs multi-ner comparison

In this section, we introduce the Multi-NER approach, an approach that combines the
output of five state-of-the-art NER tools. The NER tools whose output we combine
are mentioned in Section 4.2. On the one hand, by performing a comparative analysis
of the five individual NER tools and their combined output (Multi-NER), we aim
to validate H1. On the other hand, by performing an empirical analysis of the cases
where NER tools perform poorly, we aim to identify the factors that influence their
performance (H2).

4.4.1 Single-NER vs Multi-NER - entity surface

According to [171], the performance of each state-of-the-art NER differs on a dataset
due to the fact that each NER tool uses different training data and different learning
algorithms. However, evaluating the disagreement among them [46] proves to be
effective in generating better outcomes. First, we compare the five Single-NERs and
Multi-NER on the GT in Table 8, by looking at the entity surface. For this analysis,
we use all the NEs in the GT and all their alternatives, i.e., all the surface forms for
each entity in the GT, extracted by any NER tool. Considering this, we measure the
following:

1. true positive (TP): the NE has the same surface form and the same offsets as the
NE in the GT;

2. false positive (FP): the NE is only a partial overlap with the NE in the GT;

3. false negative (FN): the NEs in the GT that were not extracted by any NER, nor
the Multi-NER.

Table 9: NER evaluation at the level of entity surface
OKE2015 OKE2016

TP FP FN P R F1 TP FP FN P R F1
NERD-ML 401 93 263 0.812 0.604 0.693 209 37 131 0.85 0.615 0.713
SemiTags 366 37 298 0.908 0.551 0.686 161 14 179 0.92 0.474 0.625

THD 199 114 465 0.636 0.3 0.407 122 73 218 0.626 0.359 0.456
DBpediaSpotlight 411 234 253 0.637 0.619 0.628 228 119 112 0.657 0.671 0.664

TextRazor 431 177 232 0.709 0.65 0.678 207 105 133 0.663 0.609 0.635
Multi-NER 555 403 109 0.579 0.836 0.684 299 218 41 0.578 0.879 0.698

The comparison is shown in Table 9. Overall, there are high differences in terms of
the number of TP, FP and FN cases for each state-of-the-art NER, but their performance
in F1-score is still very similar. Although it seems that NERD-ML performs the best
in F1-score across the two datasets, when looking at the exact numbers, we observe
that the Multi-NER approach covers a significantly larger pool of entities, i.e., has
a significantly higher number of TPs and also a significantly lower number of FNs.
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Figure 18: Machine annotation quality in terms of F1-score per negative/positive sentence-
entity threshold

However, the combined output of the NER tools also introduces a lot of FPs, but this
only slightly decreases its performance.

The reason for the increased number of FPs is due to the high disagreement between
the NER tools on the surface form of the entity (i.e., the NER tools do not agree on the
exact entity span). On the one side, Multi-NER has a higher recall (with about 30%)
on both datasets compared to TextRazor, the tool with the highest recall. This proves
that the Multi-NER approach retrieves a higher number of relevant entities. On the
other side, low precision indicates the fact that many entities retrieved are not correct.
Thus, our focus should be on improving the precision of the Multi-NER approach,
while keeping a high recall.

To show that combining NER output and harnessing the diversity among them is
beneficial, we applied the CrowdTruth methodology [103]. First, we introduce a core
metric, the sentence-entity score which shows the likelihood of an entity to be in the GT
based on how many NER tools extracted it. The sentence-entity score is equal to the
ratio of NER tools that extracted the entity. In Figure 18a and Figure 18b we plotted
the F1-score values for each NER and the F1-score of the Multi-NER approach for
each sentence-entity score threshold. We use the sentence-entity score as a threshold
for differentiating between a positive and a negative named entity. At the threshold of
0.4, Multi-NER outperforms the rest of the tools. Using McNemar’s test, the results
show that the difference in performance between NERD-ML and Multi-NER at its
best performing threshold is statistically significant (OKE2015: p < 2.2e�16, OKE2016:
p < 3.247e�11).

We have also plotted the F1-score for the majority vote approach, a mainstream
approach when combining multiple NER tools. In our case, the majority vote includes
all the entities that were extracted by at least 3 NER (sentence-entity score >= 0.6).
The difference of performance is also statistically significant for majority vote vs
Multi-NER (OKE2015: p < 2.2e�16, OKE2016: p < 7.025e�12). Overall, the Multi-NER
outperforms the state-of-the-art NER tools at a sentence-entity score >= 0.4, which
fosters the idea that disagreement is beneficial, and it also outperforms the majority
vote approach.
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Table 10: NER evaluation at the level of entity surface and entity type

(a) OKE2015
TP FP FN

Place People Org Role Total Place People Org Role Total Place People Org Role Total
NERD-ML 90 142 106 65 403 22 21 42 17 102 30 162 33 38 263

SemiTags 100 168 100 0 368 16 2 19 2 39 20 136 39 103 298

THD 62 35 55 49 201 17 17 62 29 125 58 269 84 54 465

DBpedia-
Spotlight

99 156 81 77 413 26 62 124 26 238 21 148 58 26 253

TextRazor 110 174 109 40 433 31 14 118 24 187 9 130 30 63 232

Multi-NER 116 219 130 92 558 54 91 214 66 425 4 85 9 11 108

(b) OKE2016
TP FP FN

Place People Org Role Total Place People Org Role Total Place People Org Role Total
NERD-ML 40 47 71 51 209 1 3 30 6 40 4 58 34 35 131

SemiTags 36 57 67 1 161 5 2 7 1 15 8 48 38 85 179

THD 36 12 33 41 122 3 1 55 14 73 8 93 72 45 218

DBpedia-
Spotlight

38 70 56 64 228 5 7 93 14 119 6 35 49 22 112

TextRazor 36 57 83 31 207 15 4 79 12 110 8 48 22 55 133

Multi-NER 44 78 100 77 299 21 13 157 34 225 0 27 5 9 41

4.4.2 Single-NER vs Multi-NER - entity surface & entity type

To better understand the results of our Multi-NER approach, we focus on analyzing
the cases where the NER tools underperform. Table 11a and Table 11b contain the
combined NER evaluation at the entity surface based on the entity type. We show
how the TP, FP and FN cases from Table 9 are distributed across the types of interest:
person, place, organization and role. The remaining of the section focuses on analyzing
the FN and FP cases.

4.4.3 Analysis of False Negative Named Entities

We started with a manual inspection of the FN cases in order to understand which
are the NEs that the NER tools fail to identify. Typically, by using the Multi-NER
approach, it is natural to have high recall values and lower precision values. However,
in both Table 11a and Table 11b we see that there are many entities of type person
that are missed (OKE2015 recall - 0.72 and OKE2016 recall - 0.74). When analyzing in
detail, we identify three main problems:

1. the NER tools have problems in identifying coreferences or identifying personal
and possessive pronouns as named entities

a) in DS2015, there were 26/27 such cases

b) in DS2016, there were 83/85 such cases

2. there are errors in the ground truth: in OKE2015, “One of the them”, which is a
clear mistake, is considered a correct named entity
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3. ambiguous combination of type role and people, e.g., “Bishop Petronius”, “Queen
Elizabeth II”; “Bishop Petronius” is a person, while “Queen Elizabeth II” is a
false entity, because “Queen” - role and “Elizabeth II” - people.

The type place seems to be the one that has the lowest number of FNs: in OKE2016 all
the entities of type place were extracted, while in OKE2015 only four cases were missed.
Here, we identify one main issue – in all four cases, the entity is a concatenation of
multiple entities of type place. Furthermore, in 2/4 cases the ground truth contains
errors - the extracted entity span does not match with the given offsets. As a general
rule, in the OKE2015 dataset, the cases “City, Country” were extracted as a single
entity of type place. However, the annotation guidelines for OKE2016 seemed to have
changed, since all such cases were considered two different entities of type place. Thus,
we observe that there is disagreement across the two ground truth datasets.

For the types organization and role, the general observation is that there is a high
disagreement between the single NER tools, and they constantly seem to have a high
rate of FN for such entities. However, when looking at the Multi-NER approach, we
see that overall, only a few cases were missed, which means that at least one NER was
able to extract the correct entity span. When looking in-depth at the entities of type
organization that were missed, we see two cases:

1. in OKE2016 the entities missed were actually common entities in 5/5 cases (e.g.,
“state”, “university”, “company”);

2. in OKE2015 the entities missed were not common entities, but the GT:

a) contains errors in 2/9 cases (e.g., “Sheffiel”, “The Imperial Cancer Research
Fund”)

b) contains non-English named-entities in 1/9 cases

c) contained combinations of named and common entities in 4/9 cases (e.g.,
“Boston Brahmin family”, “Geiger’s staff”)

Since the entities of type role are common entities, the main issue of the NER tools is
the fact that they extract other span alternatives instead of the one in the ground truth.
Furthermore, in OKE2015 we had a French entity, while in OKE2016, in 5/9 cases the
entities were highly ambiguous, such as “membership”, “originators”. Looking further
in the FN cases, we see that there are many ambiguities. For example, in OKE2015,
we have the word phrase “Italian Jewish”, where “Italian” is classified as a person
and “Jewish” as a role. In another example for the same dataset, the word phrase
“Hungarian Jews” is classified alone as an organization, while, in OKE2016 we find the
word phrase “Jewish mother”, where “Jewish” has no type, and “mother” is a role.
We see such inconsistencies across types as well: “independent school” is an incorrect
organization type, but “independent contractor” is a correct entity of type role.

4.4.4 Analysis of False Positive Named Entities

We performed a similar manual evaluation on the FPs in order to understand how we
can correct the results of the NER tools and improve the precision of the Multi-NER
approach. For both datasets the precision of extraction an entity of type organization is
significantly low (OKE2015 - 0.37, OKE2016 - 0.38). This is due to the large number
of FP cases, or in other words, the various alternatives for a single entity. The large
majority of entities of type organization are combinations of organization and place (e.g.,
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“University of Rome”) or combinations of people and organization (e.g., “Niels Bohr
Institute”). Thus, for each such entity, there are at least two more FP alternatives that
are extracted.

The next type with many FPs is the type person. Here we identify:

1. the NER tools usually extract correctly the name of the person, but they also
extract partial matches (in OKE2015 we have 86/91 such partial matches, while
in OKE2016 we have 11/13 such cases); when checking these cases we observe
that the names that contain abbreviations, e.g., “J. Hans D. Jensen”, are the most
prone to get any possible combination of the names;

2. the NER tools extract combinations of role and person, especially when the person
is an ethnic group (e.g., “French author”, “Canadian citizen”);

3. in OKE2015 we also find a combination of place and person, due to the ambiguity
of the sentence (e.g., “Turin Rita Levi-Montalcini”), which lacks a comma after
the word “Turin”.

Similarly, for the FP cases on type place, in the majority of the cases we identify
partial overlaps with the entity in the ground truth, concatenated or nested locations.
Moreover, we find:

1. combinations of entities of type role and entities of type place (1/54 cases in
OKE2015 and 3/21 cases in OKE2016)

2. combinations of entities of type organization and entities of type place (5/54 cases
in OKE2015 and none in OKE2016)

The type role is the most ambiguous, especially because these entities are common
entities. The main issue of the NER tools is the precision of extracting such entities.
Usually, they tend to extract both the most general word phrase that refers to a role
(e.g., “professor” instead of “assistant professor”), but also the most specific one (e.g.,
“first black president” instead of “president”).

4.5 experimental setup

The aim of our crowdsourcing experiments is two-fold. On the one hand, we want
to prove that the crowd is able to correct the mistakes of the NER tools. On the other
hand, we want to show that the crowd can identify the ambiguities in the GT, which
leads to a better NER pipeline performance and an improved GT.

4.5.1 Crowdsourcing Experimental Data

Our goal is to decrease both the number of false positive and false negative NEs
through gathering a crowd-driven ground truth. To achieve this, we select every entity
in the ground truth for which the NER tools provided alternatives. It is important to
mention that we do not focus on identifying new entities but only on correcting the
ones that exist. Thus, we have the following two cases:

1. Crowd reduces the number of FP: For each named entity in the ground truth that
has multiple span alternatives, we create an entity cluster. We also add the largest
span among all the alternatives. For example, ’University of Rome’ cluster is
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Figure 19: Crowdsourcing annotation task

composed of: ’University’, ’Rome’ and ’University of Rome’, where all entities
have been extracted by at least one NER tool.

2. Crowd reduces the number of FN: For each named entity in the GT that was not
extracted, we create an entity cluster that contains the FN named entity and the
alternatives returned by the NERs. Further, we add every other combination of
words contained in all the alternatives. This step is necessary because we do not
want to introduce bias in the task, i.e., the crowd should see all the possibilities,
not only the expected one. For example, the entity ’fellow students’ was not
extracted by any of the NER tools. Instead, they extracted ’fellow’ and ’students’.
The entity cluster, in this case, is composed of: ’fellow students’, ’fellow’ and
’students’.

4.5.2 Crowdsourcing Annotation Task

For both cases introduced in Section 4.5.1 we designed the same crowdsourcing task
on CrowdFlower9. The overview of the task is presented in Figure 19. The goal of the
crowdsourcing task is two-fold: (i) identification of valid expressions from a list that
refer to a highlighted phrase in yellow (Step 2 in Figure 19 and (ii) selection of the
type for each expression in the list, from a predefined set of choices - place, person,
organization, role and other (Step 3 in Figure 19).

The input for this crowdsourcing task consists of (i) a sentence from either OKE2015
or OKE2016, and (ii) a list of expressions that could potentially refer to a named
entity. The list of expressions was created using the rules described in Section 4.5.1. In
total, we ran 303 such pairs, distributed in 7 crowdsourcing jobs. The settings and the
distribution per dataset is shown in Table 12.

9 www.crowdflower.com

www.crowdflower.com
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Table 12: Experimental setup for crowdsourcing annotations

Units Jobs Judg/Unit Max
Judg/Worker

Worker
Country

Worker
Level

Units/Page Pay/Unit

OKE2015 202 2
15 15

UK, USA,
AUS, CAN

3 1 2
OKE2016 101 5
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Figure 20: Annotation quality F1 per neg/pos crowd sentence-entity threshold

4.5.3 CrowdTruth Metrics

We evaluate the crowdsourced data using the CrowdTruth methodology and met-
rics [103], by adapting the core CrowdTruth metric, the sentence-relation score [12].
In our case, we measure (1) crowd sentence-entity score - the likelihood of a sentence
to contain a valid entity expression and (2) crowd entity-type score - the likelihood of
an expression to refer to the given types. These scores are computed using the cosine
similarity measure. To identity the low-quality workers, we apply two CrowdTruth
worker metrics [103], the worker-worker agreement and the worker cosine. These
measures indicate how much a worker disagrees with the rest of the workers on
the units they solved in common and across the entire dataset. Low values for both
metrics mean that the workers consistently disagree with the rest of the workers. Their
annotations are thus removed.

4.6 results

This section presents the crowdsourcing results10, with a focus on analyzing the added
value of using the crowd in hybrid Multi-NER pipelines. In short, we gathered 4,545
judgments, from a total of 464 workers. After applying the CrowdTruth metrics, we
identified 108 spammers, that contributed to a total of 1,172 low-quality annotations,
which were removed from the final data.

We plotted in Figures 20a and 20b the F1-score values at each crowd sentence-entity
score, as described in Section 4.5.3. When compared with the ground truth, we see
that for each crowd sentence-entity score the crowd enhanced Multi-NER (Multi-
NER+Crowd) performs much better than the Multi-NER approach. On the OKE2015

10 https://github.com/CrowdTruth/Crowdsourcing-NamedEntities-GoldStandard

https://github.com/CrowdTruth/Crowdsourcing-NamedEntities-GoldStandard
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Figure 21: Annotation quality F1 per neg/pos crowd entity-type threshold

dataset, the crowd performs the best at the crowd entity-score threshold of 0.6 with an
F1-score of 0.832, while on OKE2016 the crowd has the best performance at a threshold
of 0.5, with an F1-score of 0.848. This means that the crowd can correctly reduce the
number of FPs. The difference is also statistically significant for both datasets. Using
McNemar’s test we get a p-value equal to 6.999e�07 for OKE2015 and p-value 0.01234
for OKE2016.

From these graphs, it is natural to assume that the crowd diversity in opinion is
indeed not an indication of noise, but signal. In the analysis performed in Section 4.4,
we observed that many entities in the ground truth are ambiguous and could have
multiple interpretations. Thus, we performed a manual evaluation of the entities in
the ground truth and allowed for a richer diversity. When the entities were ambiguous,
“professor” vs “assistant professor”, “Bishop Petronius” vs “Bishop” vs “Petronius”, we
included all the possible alternatives. In Figure 20, this evaluation is indicated by
Multi-NER+CrowdGT, which stands for enhanced Multi-NER through crowd-driven
ground truth gathering. Here we observe that we get even a higher performance
(OKE2015 - F1 of 0.85 and OKE2016 - F1 of 0.88). For both datasets, we see that in
this case, the best performance threshold is consistently a fraction lower than the one
when the crowd is compared with the experts.

We also evaluated the performance of the crowd on the entity types. For this
evaluation, we considered only the entities in the ground truth that have been used
in the crowdsourcing tasks (227 entities in OKE2015 and 109 entities in OKE2016).
Because we deal with multiple classes, in Figure 21 we plotted the macro F1-score and
the micro F1-score based on the crowd weights, i.e., based on the crowd entity-type
score. Overall, the crowd can capture the correct entity type, as at each threshold all
the F1 scores are higher than 0.65, with a maximum performance 0.93 for OKE2015
and 0.85 for OKE2016.

4.7 discussion

This section discusses the main findings with regard to leveraging the diversity of NER
tools and crowds in order to get improved NER results, which ultimately facilitates the
understanding of events. Our first hypothesis was that a Multi-NER approach performs
better than a single NER. As expected, when combining the output of multiple NER
tools, we increase the number of TP and decrease the number of FN. This observation
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is in agreement with the fact that in general, single NERs are trained with different
data and through different approaches, i.e., entities missed by one NER can be returned
by another NER. Furthermore, the conventional belief when dealing with diversity is
that the more instances we have in agreement, the better. To address this issue and prove
the contrary, we follow and apply the CrowdTruth approach, i.e., disagreement is not
noise, but signal. In Figures 18a and 18b, we can see that taking only the entities that
have been extracted by many NER tools achieves a lower performance than most of
the single NER. In contrast, the more disagreement we allow, the better our Multi-NER
performs, which shows that a Multi-NER approach, overall, performs better than
any single NER. Interestingly, although NERD-ML seems to overall outperform our
approach, when leveraging the NERs diversity, at a 0.4 sentence-entity score threshold,
we observe a statistically significant improvement for our method on both datasets.

The NER performance is influenced by the rigidity and the ambiguity of the GT, which can
be proved by looking at the FN and FP cases. First, the annotation guidelines of the GT,
do not seem to align with the GT used by the NER tools: (1) personal and especially
possessive pronouns are not considered named entities by NER, in contrast to our GT;
(2) the GT is inconsistent for the same dataset and across datasets; (3) the GT contains
ambiguities that are fostered for difficult types such as role; (4) the GT contains errors.
The NER tools tend to extract multiple span alternatives for an entity, while the GT
does not allow for multiple perspectives on the entity span. We observe this cuts
off meaningful data. Furthermore, many challenge submissions (Section 4.3.1) were
off-the-shelf tools, GT-agnostic. The tools performances did not exceed an F1-score
of 0.65, which is quite low given that we deal with well-formed English Wikipedia
sentences. We argue that the GT ambiguity also impacts their performance.

Overall, the crowd improved the performance of the NER tools. In Figure 20 it is interesting
to see that the best performing threshold for Multi-NER+Crowd is not only a pick, but
it is an interval of thresholds (in OKE2015 - between 0.5 and 0.7, while in OKE2016
- between 0.4 and 0.7). Furthermore, we see that the lower end of the intervals is
correlated with the best performing threshold for the crowd-driven ground truth
(Multi-NER+CrowdGT). We believe this is an indicator of the fact that entities in
that interval are more prone to be ambiguous. Thus, allowing for diversity provides
better ground truth. For the type analysis, it is interesting to see that the micro F1
and macro F1 differ on each dataset. This behaviour is due to the highly unbalanced
number of entities in each class for OKE2016, where we have 62 entities of type
organization and only 7 of type person. Since in the case of micro averaging larger
classes dominate smaller classes, for OKE2016 we should consider the macro F1 score
as a better indicator. However, for OKE2015 the classes are more balanced so, we can
give them the same weight and thus, the micro F1 is a better indicator.

4.8 conclusion

In this chapter, we proposed a hybrid Multi-NER crowd-driven approach to improve
the performance of named entity recognition, while facilitating the understanding
of events and their properties (i.e., people, organizations, locations and people’s
roles). Following the CrowdTruth methodology - disagreement is not noise but signal,
we showed the added value of leveraging the machines and crowd diversity in a
3-step approach. First, our Multi-NER approach, by considering the data ambiguity,
has a significantly higher coverage of entities than Single-NER tools when compared
to the given ground truth. Furthermore, when leveraging the NERs diversity, we
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show a significant improvement over state-of-the-art Single-NER on both datasets.
Second, through data inspection of the ground truth and the factors that answer for
the increased number of false positive and false negative entities, we observed that the
NER performance is highly dependent on the ambiguity and inconsistency of such
ground truth datasets. Third, our evaluation has shown that the crowd, by harnessing
the inter-annotator disagreement, is able to correct the mistakes of the NER tools by
reducing the total number of false positive cases. Furthermore, the crowd-driven
ground truth gathering, that harnesses diversity, perspectives and granularities, proves
to be a more reliable way of creating a ground truth when dealing with the natural
language ambiguity and the overall task ambiguity.

In Chapter 5, we extend our hybrid multi-machine crowd-driven approach in the
context of improving the utility of event-related corpora, by focusing specifically on
events and time expressions.



5
H A R N E S S I N G C R O W D & M A C H I N E S D I V E R S I T Y: E V E N T S

Event detection is still a difficult task due to the complexity and ambiguity of such
entities. On the one hand, we observe a low inter-annotator agreement among experts
when annotating events, disregarding the multitude of existing annotation guidelines
and their numerous revisions. On the other hand, event extraction systems have a
lower measured performance in terms of F1-score compared to other types of entities
such as people or locations. In this chapter, we continue studying how harnessing
diversity in machines and crowds can improve the utility of event-related corpora,
similarly as in Chapter 4. More precisely, we study the consistency and completeness of
expert-annotated datasets for events and time expressions. We propose a data-agnostic
validation methodology of such datasets in terms of consistency and completeness.
Besides, we combine the power of crowds and machines to correct and extend expert-
annotated datasets of events. We show the benefit of using crowd-annotated events
to train and evaluate a state-of-the-art event extraction system. Our results show that
crowd-annotated events increase the performance of the system by at least 5.3%.

This chapter was published as Validation methodology for expert-annotated datasets:
Event annotation case study in the Proceedings of the 2nd Conference on Language,
Data and Knowledge, 2019, and was co-authored by Lora Aroyo. [99]

5.1 introduction

Natural language processing (NLP) tasks span a large variety of applications [79], such
as event extraction, temporal expressions extraction, named entity recognition, among
others. While the performance of named entity recognition tools is continuously
improving, the event extraction performance is still inferior. On the one hand, events
are vague and can have multiple perspectives, interpretations and granularities [100].
On the other hand, there is hardly a single, standardized way to represent events.
Instead, we find a plethora of annotation guidelines, standards and datasets created,
adapted and extended by human experts [192]. Although the annotation guidelines
should ease the annotation task, the inter-annotator agreement values reported are
still low, ranging between 0.78 and 0.87 [37, 192]. Current research [37, 98, 192]
acknowledges the fact that expert-annotated datasets could be inconsistently annotated
or could contain ambiguous labels, but there is no standardized way of measuring if
they indeed have inconsistent or incomplete annotations.

In the natural language processing field, crowdsourcing is used extensively as a
means of gathering fast and reliable annotations [189]. Although typically, crowd
annotations are evaluated against experts annotations by means of majority vote
approaches, more recent approaches focus on capturing the inter-annotator disagree-
ment [13] and the creation of ambiguity-aware crowd-annotated datasets [66].

In this chapter, we present a data-agnostic validation methodology for expert
annotated datasets. We investigate the degree of consistency and completeness of
expert-annotated datasets, and we propose an ambiguity-aware crowdsourcing ap-
proach to validate, correct and improve them. We apply this methodology on the
expert annotated datasets of events and time expressions, namely TempEval-3 Gold
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(Gold) and TempEval-3 Platinum (Platinum), which were used in the TempEval-3
Time Annotation1 task at SemEval 2013. To show the added value of employing
crowd workers for providing event annotations, we use the crowd-annotated events to
train and evaluate a state-of-the-art event extraction system that participated in the
challenge. Therefore, we investigate the following research questions:

RQ1 How reliable are expert-annotated datasets in terms of consistency and completeness?

RQ2 Can we improve the reliability of expert-annotated datasets in terms of consistency
and completeness through crowdsourcing?

To answer these research questions, we make the following contributions:

• data-agnostic validation methodology of expert-annotated datasets in terms of
consistency and completeness;

• 4,202 crowd-annotated English sentences from the TempEval-3 Gold and TempEval-
3 Platinum datasets with events and 121 crowd-annotated sentences from the
TempEval-3 Platinum dataset with time expressions;

• training and evaluation of a state-of-the-art system for event extraction with
ambiguity-aware crowd-driven event annotations.

We make available the crowdsourcing annotation templates for all experiments, the
scripts used for our validation methodology and the crowdsourcing results in the
project repository2.

The remainder of this chapter is structured as follows. Section 5.2 reviews related
work in the field of event extraction by focusing on automatic, crowdsourcing and
human-in-the-loop approaches. Section 5.3 describes the dataset and Section 5.4 intro-
duces our data-agnostic validation methodology. Section 5.5 presents the results of our
data-agnostic validation methodology for measuring the consistency and completeness
of expert-annotated datasets. Section 5.6 presents and discusses the results of our
crowdsourcing experiments and the learning outcomes. Finally, Section 5.7 draws
conclusions regarding the main findings of the study.

5.2 related work

We review related work on event and time expression detection in three main areas:
automatic approaches (Section 5.2.1), crowdsourcing approaches (Section 5.2.2) and
hybrid, human-in-the-loop approaches (Section 5.2.3). We focus on the identification
of linguistic mentions of type event and time expression, as opposed to identifying
named entities of type event and time.

5.2.1 Automatic Approaches

We review event and time expression detection systems that use domain-agnostic
expert-annotated datasets for training and evaluation, such as datasets following the
TimeML [163] specifications. This category includes the TempEval-3 dataset that we
employ in the current research. We only focus on the detection of events and time

1 https://www.cs.york.ac.uk/semeval-2013/task1/index.html

2 https://github.com/CrowdTruth/Event-Extraction

https://www.cs.york.ac.uk/semeval-2013/task1/index.html
https://github.com/CrowdTruth/Event-Extraction
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expressions, without looking into event classification, time expression normalization
or the relations between the two.

For event extraction, the majority of the participating systems in the TempEval-3
Time Annotation task used a supervised, knowledge-driven approach with various
types of classifiers such as Conditional Random Fields (JUCSE) [124], Maximum
Entropy (ATT and NavyTime) [42, 113] and Logistic Regression (ClearTK and KUL) [21,
123] and features such as morphological, semantic, lexical, among others. The TIPSem
system [137], the best performing system in the earlier challenge from the same series,
outperformed all the participants with an F1-score of 82.89 compared to 81.05 of the
ATT1 [113] system on identifying the event mention. To the best of our knowledge,
the TIPSem [137] system and the CRF4TimeML [35] system (F1-score of 81.87) are
currently the best-performing systems trained on TimeML datasets.

For temporal expression extraction, the best performance in terms of F1-score was
90.32, exhibited by both the NavyTime [42] and SUTime [43] systems. However, they
both used a rule-based approach without actually making use of the training data.
The next best performing systems on temporal expression extraction, with F1-scores
above 0.90, were HeidelTime [196] and ClearTK [21], both using only expert-annotated
data as training.

All the systems mentioned have been evaluated on the TempEval-3 Platinum dataset,
an expert-annotated corpus [203]. Previous research [35, 192] identified potential
ambiguity and errors, but the dataset was not revised. As opposed to this approach,
we also evaluate the performance of the ClearTK [21] system with ambiguity-aware
crowd-driven event mentions.

5.2.2 Crowdsourcing Approaches

Crowdsourcing proved to be a reliable approach to gather large amounts of labeled
data for many natural language processing tasks such as temporal event ordering [189],
causal relation identification between events [34], event factuality [132], event valid-
ity [38], among others. As research [13] showed, disagreement in crowdsourced
annotations can be an indication of ambiguity, ambiguous classes of polysemy for
event nominals were identified in [195] and ambiguous frames in [66]. In [37], the
authors present a crowdsourcing approach for identifying events and time expressions
in English and Italian sentences by asking the crowd to highlight phrases in the
sentence that refer to events or time. Lee et al. [132] took a different approach, where
the crowd had to validate one event, at a time, in a sentence. In all the approaches
aforementioned, the annotations of the crowd are evaluated against expert annotations.

In this research, we combine and extend the approaches proposed in [37] and [132]
by asking the crowd to validate in each sentence a set of potential events and time
expressions and highlight the missing ones. Moreover, before running the main
crowdsourcing study, we run extensive small scale pilot experiments to identify
the optimal crowdsourcing settings. Since events and, in a smaller proportion, time
expressions are highly ambiguous mentions, we follow and apply the CrowdTruth
(version 2.0.) disagreement-aware methodology [13], similarly to [66], to aggregate
and evaluate the crowd annotations. These annotations are then gauged against expert
and also machine annotations. Furthermore, we use the crowd-annotated events as
both training and evaluation data for a state-of-the-art event extraction system from
the TempEval-3 challenge, namely ClearTK [21].
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5.2.3 Hybrid and Human-in-the-loop Approaches

In NLP, hybrid human-machine approaches have been mainly envisioned on named
entity extraction and typing [98] and named entity extraction and linking [58]. The
human-machine hybrid NER system published in [28] focused on decomposing
individual examples into either examples that can be labelled by automatic tools or
by the crowd. Hybrid approaches for event and temporal expression extraction also
focused on combining various machine learning approaches with human rules [150].
Although active learning approaches have been used for building event or temporal
expression extraction systems [32, 134], the labels are still gathered by means of expert
annotators instead of crowdsourcing. In [132], however, the authors use the crowd
labels for training a supervised event extraction system.

Current hybrid approaches for event extraction focus on a predefined set of event
types, while our approach is suitable for events of any kind. Similarly to [132], we
use the crowd-labelled events to train an existing state-of-the-art system for event
extraction on the TempEval-3 corpus, but also to evaluate it.

5.3 dataset

We focus our analysis on expert-annotated entities of type event and time expression
in the TempEval-3 Gold (Gold) and TempEval-3 Platinum (Platinum) datasets from
the SemEval 2013 task called TempEval-3 Time Annotation. The Platinum dataset was
used to test the performance of the participating systems, and the Gold dataset was
used for the development of the systems. A detailed description of these two datasets
is found in [164, 182, 203].

We used the TimeML-CAT-Converter3 and Stanford CoreNLP [143] to split the
documents into sentences and tokens and to annotate the tokens with part-of-speech
(POS4) tags and lemmas. In Table 13 we show the overview of the Gold (G) and
Platinum (P) datasets (DS), i.e., the number of documents, sentences, tokens, events
and time expressions (times). The Gold dataset contains 256 documents which were
split into 3,953 sentences and around 100k tokens and the Platinum dataset contains
20 documents, 273 sentences and around 7k tokens. The Gold dataset contains 3,604
events and 1,450 times, while the Platinum dataset contains 746 events and 138 times,
and thus, 3.07 events and 1.27 times per sentence, on average.

Table 13: Overview of TempEval-3 - Gold (G) and TempEval-3 Platinum (P) datasets (DS)

DS
#

Doc
#

Sent
#

Tokens

#Ann
Sent

Events

#Ann
Sent

Times

#
Events

#
Times

Avg.
#Events
per Sent

Avg.
#Times

per Sent

G 256 3,953 ⇡ 100k 3,604 1,464 11,129 1,822 3.08 1.24
P 20 273 ⇡ 7k 243 106 746 138 3.06 1.30

Events and Times POS Tags Distribution: Similarly to [192], we looked at the POS tag
distribution of events and time expressions in the Gold and Platinum datasets. In both
datasets, the majority of the events annotated are either verbs or nouns. Adjectives,

3 https://github.com/paramitamirza/TimeML-CAT-Converter

4 https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html

https://github.com/paramitamirza/TimeML-CAT-Converter
https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
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adverbs and, in a smaller proportion, prepositions are also annotated as events.
The Platinum dataset also contains three multi-token events composed of numerals.
Regarding time expressions, around half of the annotated ones are composed of
multiple tokens with various POS tags such as nouns, numbers, prepositions, adverbs
and adjectives.

Events and Times Tokens and Lemmas: Table 14 shows the number of distinct event
and time tokens and lemmas by considering as well their POS tags. On average, in
the Gold dataset an event token appears 3.86 times (between 1 and 993 times, i.e.,
the token “said”) while an event lemma appears around 5.94 times (between 1 and
1,154 times, i.e., the lemma “say”). In the Platinum dataset an event token appears on
average 1.38 times and an event lemma around 1.69 times. Regarding time expressions,
tokens and lemmas appear on average 2.89 times in the Gold dataset and around 1.46
times in the Platinum dataset.

Table 14: Overview of distinct event and time tokens and lemmas

DS
Events Times

Distinct Tokens Distinct Lemmas Distinct Tokens Distinct Lemmas

Gold 2,883 1,871 630 623

Platinum 537 440 94 94

Sentences without Event and Time Annotations: As shown in Table 13, a fraction of
the total amount of sentences contained in the two datasets do not contain annotated
events, i.e., 349 in Gold and 30 in Platinum, or time expressions, i.e., 2,489 in Gold and
167 in Platinum.

5.4 experimental methodology

In this section, we describe our data-agnostic validation methodology of expert-
annotated datasets in terms of consistency and completeness. The goal of our exper-
imental methodology is two-fold: (1) to measure the reliability of expert-annotated
datasets for events and time expressions in terms of consistency and completeness and
(2) to define an optimal crowdsourcing annotation template to improve the reliability
of expert-annotated datasets for events and time expressions in terms of consistency
and completeness. The two research questions defined in Section 3.1 and the following
hypotheses guide our experimental methodology:

H1.1 (consistency) Tokens are annotated with different types across datasets.

H1.2 (consistency) Annotation guidelines for events are not used consistently.

H1.3 (completeness) Occurrences of the same previously annotated event tokens or
time expression tokens are not annotated by experts.

H1.4 (completeness) Occurrences of the same previously annotated event lemmas or
time expression lemmas are not annotated by experts.

H2.1 (reliability) Asking the crowd annotators to motivate their answer increases the
reliability of their annotations.
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H2.2 (reliability) Gathering event annotations from a large pool of crowd workers
provides reliable results in terms of F1-score when compared to expert annota-
tors.

H2.3 (reliability) Crowd-driven event annotations are a reliable way of improving
the consistency and completeness of expert-annotated event datasets.

The first step of our methodology, described in Section 5.4.1, is guided by and
extends previously published work on consistency and completeness analysis of expert-
annotated datasets of named entities (location, organization, person and role) [98], of
events in the TempEval-3 Gold, PropBank/NomBank and FactBank datasets [192] and
of events and time expressions in all TempEval-3 datasets [35]. The second step of
our methodology adapts the crowdsourcing approach proposed in [98] and part of
Chapter 4 of this thesis, to improve, complete and correct expert-annotated datasets
of events and time expressions. We derive the optimal crowdsourcing annotation
template by experimenting with different annotation template-independent variables,
as described in Section 5.4.2. Finally, we train and evaluate the ClearTK [21] state-of-the-
art event extraction system with crowd-annotated events, as described in Section 5.4.3.

5.4.1 Ground Truth Consistency and Completeness

We test hypotheses H1.1-4 by performing a headroom measurement on the consistency
and completeness of expert-annotated entities of type event and time in the TempEval-
3 Gold and TempEval-3 Platinum datasets. For consistency (H1.1-2) we (1) check
whether an entity span is annotated with different types across datasets and (2) review
the experts’ adherence to the annotation guidelines. For completeness (H1.3-4) we
(1) verify for each event and time expression token and lemma the proportion in
which was annotated as an event or as a time expression and (2) inspect the sentences
without annotated events or time expressions to verify whether they might contain
missed mentions.

5.4.2 Crowdsourcing Experiments

We further test H1.3-4 through a series of pilot crowdsourcing experiments aiming to
improve the ground truth datasets for events and time expressions. This methodology
for identifying the optimal crowdsourcing template has been adopted from Chapter 3
of this thesis. We start with a set of 16 pilot experiments (eight experiments for event
annotation and eight for time expression annotation), P1 to P8 rows as shown in
Table 15, in which we experiment with the input data that the crowd annotates and
the design of the crowdsourcing template, similarly to [102]. The role of these pilot
experiments is to obtain the optimal annotation template design, following H2.1-2. We
run these experiments on the Figure Eight5 platform, using level 2 workers from
English-speaking countries, i.e., UK, US, CAN and AUS, for each annotation, we pay
¢3 (for annotation value without highlight functionality) or ¢4 (for annotation value
with highlight functionality), and we ask 20 workers to annotate each sentence.

For each pilot experiment, we used 50 sentences from the TempEval-3 Platinum
(P) dataset as input data. The crowd needs to validate or add, through highlighting,
entities of type event or time expression. We vary the list of entities that the crowd

5 https://www.figure-eight.com

https://www.figure-eight.com
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Table 15: Overview of performed pilot (P1 to P8) and main (M1 & M2) crowdsourcing experi-
ments

Exp.
Input Data Crowdsourcing Template

#Sent Entity
Type

DS
Entity
Values

Annotation
Guidelines

Annotation
Value

P1 50
Event
Time

P Experts (P)
& Tools

Explicit
Definition

Entities

P2 50
Event
Time

P Experts (P)
& Tools

Explicit
Definition

Entities + Motivation
(NONE)

P3 50
Event
Time

P Experts (P)
& Tools

Explicit
Definition

Entities + Motivation
(ALL)

P4 50
Event
Time

P Experts (P)
& Tools

Implicit
Definition

Entities

P5 50
Event
Time

P Experts (P)
& Tools

Implicit
Definition

Entities + Motivation
(NONE)

P6 50
Event
Time

P Experts (P)
& Tools

Implicit
Definition

Entities + Motivation
(ALL)

P7 50
Event
Time

P Experts (G&P) &
Tools & Missing

Explicit
Definition

Entities + Motivation
(ALL)

P8 50
Event
Time

P Experts (G&P) &
Tools & Missing

Explicit
Definition

Entities + Motivation
(ALL) + Highlight

M1 4,202 Event G&P Experts (G&P) &
Tools & Missing

Explicit
Definition

Events + Motivation
(ALL) + Highlight

M2 121 Time G&P Experts (G&P) &
Tools & Missing

Explicit
Definition

Times + Motivation
(ALL) + Highlight

needs to validate as follows. In the first six pilot experiments (P1-P6 in Table 15) the
crowd was asked to validate only the entities annotated by the experts and returned
by the systems participating in the TempEval-3 task. In P7-P8, we expanded the list of
entities to be validated with potentially missing entities such as (1) annotated entities
in the Gold (G) and Platinum (P) datasets and (2) any other entity that was annotated
in other sentences, but not in the current one.

As part of the crowdsourcing template design, we experiment with the annotation
guidelines and the annotation values. We request annotators to validate mentions that
are both explicit (phrases that refer to events or actions, or temporal expressions) and
implicit (phrases that refer to things happening in the past, present, or future, or that
involve times, dates, durations, periods, among others). For the annotation value, we
experiment with four options: (1) validation of event or time entities, (2) validation of
those entities with motivation (only when there is no valid entity), (3) validation of
those entities with motivation (regardless of whether there are valid entities) and (4)
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Figure 22: Screenshot of the main crowdsourcing template (M1) to validate and highlight
events

validation of entities with motivation (regardless of whether there are valid entities)
and highlight of potentially missed entities.

Main Experiments: We evaluate the outcome of the pilot experiments against the
expert annotations to derive the optimal crowdsourcing template in terms of per-
formance (F1-score) to validate, correct and improve datasets for events and time
expressions. We run the main crowdsourcing experiments on the entire dataset, with the
optimal setup. The main crowdsourcing experiments (M1 and M2, the last two rows in
Table 15) have the following setup: the input data consists of sentences and events or
time expressions annotated by experts, participating systems in the TempEval-3 task
and potentially missed events or time expressions. The crowdsourcing template uses
explicit definitions and validation of entities with motivation (regardless of whether
there are valid entities) and highlight of missed entities. Figure 22 shows the design
of the crowdsourcing template for events. We run the main experiments on the Figure
Eight platform, using level 2 workers from English-speaking countries. Each sentence
is annotated by 15 workers, and for each annotation we pay ¢4.

5.4.2.1 Crowd Annotation Aggregation

We aggregate and evaluate the crowd annotations using the version 2.0. of the Crowd-
Truth approach for open-ended tasks [66, 68]. First, we define the worker vector, i.e., the
decision of a worker over an input unit, i.e., a sentence. The worker vector in our case
is composed of all entities (either events or time expressions) to be validated or have
been highlighted for a given sentence and the value “none” (capturing cases when
there are no valid entities). Each component in the worker vector gets a value of 1 if
the worker selected the entity as valid and 0, otherwise. The sum of all worker vectors
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for a given sentence results in the sentence vector. The worker and sentence vectors are
then used to compute the following ambiguity-aware metrics:

• entity-sentence score (ESS): expresses the likelihood of each entity e (event of time
expression) to be valid for the given sentence s; ESS is computed as the ratio of
workers that picked the entity as valid over all the workers that annotated the
sentence, weighted by the worker quality; the higher the ESS value, the more
clear e is expressed in s;

• sentence quality score (SQS): expresses the workers’ agreement over one sentence
s; SQS is computed as the average cosine similarity of all worker vectors for a
sentence s, weighted by the worker quality and entity quality;

• worker quality score (WQS): expresses the overall agreement of one worker with
the rest of the workers; WQS is computed using cosine similarity metrics,
weighted by the sentence quality and entity quality;

• entity quality score (EQS): being an open-ended task, EQS = 1.

These ambiguity-aware metrics are mutually dependent (i.e., they are computed in
an iterative dynamic fashion), which means that each quality metric depends on the
values of the other two metrics. Thus, low-quality workers can not decrease the quality
of the sentences, and low-quality sentences can not decrease the quality of the workers.

5.4.3 Training & Evaluating the ClearTK Event Extraction System

We used the events annotated by the crowd to train and evaluate the ClearTK6 [21]
event extraction system reviewed in Section 5.2.1, that participated in the TempEval-3
challenge. The selection of the system was made purely based on the availability of the
code to retrain and evaluate the models easily. ClearTK [21] uses BIO token chunking
for event identification, using the following features: token text, stem, part-of-speech,
the syntactic category of the token’s parent in the constituency tree, the text of the first
sibling of the token in the constituency tree and the preceding and following three
tokens.

First, after gathering the crowd annotations for both the Gold and Platinum datasets,
we apply the aggregation and evaluation metrics presented in Section 5.4.2.1. Sec-
ond, we create multiple development (from Gold documents) and evaluation (from
Platinum datasets) sets by splitting the crowd-annotated events based on their entity-
sentence score, i.e., for every entity-sentence score threshold between 0 and 1, with a
step of 0.05. Therefore, we obtain 20 sets of development and evaluation datasets, each
containing all the events with a score higher than the respective threshold. Finally, we
perform the following four types of experiments to test hypothesis H2.3:

• train the system on expert-annotated events and test it on expert-annotated
events

• train the system on expert-annotated events and test it on crowd-annotated
events

• train the system on crowd-annotated events and test it on expert-annotated
events

6 https://github.com/ClearTK/cleartk
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• train the system on crowd-annotated events and test it on crowd-annotated
events

For all these experiments, we did not fine-tune the model’s parameters, but we used
the ones that performed the best in the TempEval-3 event-extent extraction task.

5.5 consistency and completeness of expert annotations

In this section, we inspect the consistency and completeness of expert-annotated
event and time expression mentions in the TempEval-3 Gold and Platinum datasets,
following the hypotheses H1.1-4. First, we measure the consistency of the expert-
annotated mentions regarding their span, the type of the annotated mentions and
the adherence to the annotation guidelines in Section 5.5.1. Second, we measure the
completeness of the expert-annotated events and times at the level of part-of-speech
distribution and tokens and lemmas, and we analyze the sentences without annotated
events in Section 5.5.2.

5.5.1 Consistency of Expert Annotations

The events annotated by experts in the TempEval-3 Gold (Gold) dataset consist of
a single token. Even when the event refers to a multi-token named event, such
as "World War II" or "Hurricane Hugo", the experts only mark as event a single
token, such as "war" or "hurricane". Interestingly, the TempEval-3 Platinum (Platinum)
dataset contains multi-token events composed of numerals, such as “$ 250”, “400
million”. These events are not consistent with the latest annotation guidelines [182] (H1.2),
since the events of type numeral should be removed. An inconsistency identified
in [35] shows that the Platinum dataset contains the noun “season” annotated as
event once, while in other sentences from the Gold dataset, it is annotated as a time
expression. Furthermore, we observe that the token “tenure” is annotated as an event
in the Gold dataset and as a time expression in the Platinum dataset. Therefore,
besides a mention type inconsistency, we also see an inconsistency across the training
and the evaluation datasets, proving H1.1. Another observation that we made is that
overlapping mentions of both type event and time expression are not possible. For
example, the word “election” was annotated as event in the Platinum dataset, but in
the Gold dataset is treated as a time expression, in the word phrase “election day”.

5.5.2 Completeness of Expert Annotations

The completeness analysis follows the setup published in [192]. In the current research,
we build on top of this analysis and extend it on a new dataset - TempEval-3 Platinum
- and on a new entity type - time expression -. Furthermore, we provide entity
completeness statistics on the sentences without expert annotated events.

5.5.2.1 POS Tags Distribution

We analyze the distribution of POS tags (as returned by Stanford CoreNLP) across
the events and times annotated by experts in the TempEval-3 Gold and Platinum
datasets. For the events annotated by experts in the Platinum dataset, we see consistent
observations with the ones published in Table 3 in [192]. Overall, in both datasets
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verbs have the highest coverage as events (63.29% in Gold and 54.43% in Platinum).
However, there is still a significant number of verbs that were not annotated as events, such
as “participate” or “follow”. The nouns annotated as events have a much lower coverage
(7.89% in Gold and 8.62% in Platinum). Interestingly, in the Platinum dataset, the rate
of verbs annotated as events is lower compared to the Gold dataset, but the rate of nouns
annotated as events is higher than the Gold dataset. Since, on average, not more than 1%
of the total amount of adjectives, adverbs and prepositions were annotated as events
by experts in both datasets, we assume they might introduce ambiguity.

In both datasets, around 50% of all the annotated time expressions consists of
single tokens of POS noun, numeral, adjective and adverb. While the rate of nouns
and numerals annotated as times in the Platinum dataset is almost equal, in the
Gold dataset, there are around four times more nouns annotated as time expressions
compared to numerals. All the multi-token time expressions are combinations of
tokens having at least a noun or numeral.

5.5.2.2 Tokens and Lemmas

Table 16 presents the overview of the potential inconsistencies encountered in the
expert-annotated events in the Platinum dataset, by looking at event tokens and
lemmas across all (ALL) POS tags and per individual POS tag. As in the analysis
performed in [192], we identify possible inconsistencies at the token level - not all
instances of an event are always annotated as events (e.g., the noun “apology” is annotated
as event in 1 out of 6 cases, the verb “keep” is annotated as event in 1 case out of
9). This type of inconsistency appears for 74 distinct event tokens out of a total of
537 distinct event token - POS tag pairs (i.e., 13.85% cases). Similarly, we also identify
inconsistencies at the lemma level - not all lemma instances of an event are always annotated
as events (e.g., the noun “charge” is annotated as event in 1 out of 5 lemma-based
occurrences, the verb “say” is annotated as event in 63 cases out of 65). There are 90
such distinct lemma-based inconsistency cases out of 440 unique pairs event lemma -
POS tag (i.e., 20.59% cases). The amount of inconsistencies at the level of event lemma is
higher than at the level of event token, which means that only certain lemmas of a token
are usually annotated as events by experts. Overall, the least amount of disagreement
is seen for events that are either verbs or nouns.

Table 16: Event inconsistencies at the level of event tokens and lemmas in TempEval-3 Platinum

Total Inconsistencies (%) Distinct Inconsistencies (%)

Token Lemma Token Lemma
ALL 287 (27.86%) 476 (39.04%) 74 (13.85%) 90 (20.59%)

VB 215 (28.25%) 388 (41.54%) 42 (11.26%) 53 (18.79%)

NN 66 (27.61%) 82 (32.15%) 27 (19.56%) 32 (24.24%)

JJ 5 (19.23%) 5 (19.23%) 4 (20.0%) 4 (20.0%)

RB 0 (0.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%)

Regarding time expressions, we observed that in the Platinum dataset, year mentions
such as “1953”, “2010” are not annotated as time expressions by experts. Further,
we looked into the multi-token time expressions and computed how many times a
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Figure 23: Overview of potentially missed
events in sentences from the
TempEval-3 Gold dataset without
expert event annotations

Figure 24: Overview of potentially missed
events in sentences from the
TempEval-3 Platinum dataset with-
out expert event annotations

mention was missed. In the Platinum dataset, we found only two missed mentions,
both at the level of token and lemma, while in the Gold dataset, we found 91 missed
mentions at the token level and 105 mentions at the lemma level. Overall, 46 time
expression mentions were not always annotated out of 497 unique time expression
tokens and 492 time expressions lemmas.

5.5.2.3 Sentences without Annotated Events

In Figure 23 and Figure 24 we plotted for each sentence without annotated events (in
the TempEval-3 Gold dataset and respectively, in the TempEval-3 Platinum dataset)
on the first y axis the number of tokens in each sentence (ordered) and on the second
y axis (1) the total number of verb POS tags contained in the sentence and (2) the total
number of event lemmas that were annotated in other sentences, but not the current
one. We observe a positive correlation between the number of verb POS tags contained
in the sentences and the number of annotated event lemmas in other sentences, which
means that many of the verbs in these sentences were actually tagged as events in other
sentences. Even though the correlation does not seem as strong for the sentences in
the TempEval-3 Platinum dataset (Figure 24, we believe this is due to the low number
of sentences. Therefore, based on these observations and the ones presented in the
previous subsections, we re-emphasize the incompleteness in the expert annotations,
closely correlated to our hypotheses H1.3-4.

5.6 results

In this section we report on the results7 of the pilot and main crowdsourcing experiments
in Section 5.6.1 and the results of employing the crowd-annotated events to train and
evaluate an event extraction system in Section 5.6.2.

5.6.1 Crowdsourcing Experiments

In the 16 crowdsourcing pilot experiments we gathered in total 8,000 crowd annotations
from a total of 134 unique workers. The total cost of these pilots was equal to $624. We
start by evaluating the performance of the crowd in terms of precision (P), recall (R)

7 https://github.com/CrowdTruth/Event-Extraction

https://github.com/CrowdTruth/Event-Extraction
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and F1-score, in comparison with the expert annotations, in each pilot experiment. In
Table 17, we see the overview of this analysis. To compare the crowd annotations with
the expert annotations, we first applied the crowd aggregation metrics introduced in
Section 5.4.2.1. As a result, each entity (either event or time expression) validated by
the crowd gets an entity-sentence score (ESS) with values between 0 and 1, which
shows the likelihood of that entity to be valid. First of all, we observe that the crowd
performs better when the annotation template provides explicit definitions of the
entities that they need to validate (see results for P1, P2, P3). Second, in alignment
with our H2.1 hypothesis and confirming it, we observe that when the crowd needs to
motivate their answers, their performance is improved (see results for P3 and P6).

Table 17: Crowd vs. experts performance comparison on all crowdsourcing pilot experiments

Events Time Expressions
Thresh P R F1-score #TP Thresh P R F1-score #TP

P1 0.35 0.84 0.93 0.89 152 0.60 0.71 0.86 0.78 50
P2 0.15 0.79 1.0 0.88 164 0.50 0.67 0.86 0.75 50
P3 0.50 0.83 0.98 0.90 161 0.60 0.76 0.84 0.80 49
P4 0.40 0.84 0.95 0.89 154 0.65 0.73 0.82 0.78 48
P5 0.35 0.80 0.98 0.88 159 0.65 0.80 0.72 0.76 42
P6 0.45 0.84 0.95 0.89 157 0.60 0.79 0.81 0.80 47
P7 0.45 0.75 0.95 0.84 156 0.65 0.75 0.83 0.78 48
P8 0.50 0.73 0.93 0.83 155 0.75 0.78 0.77 0.78 45

As described in section 5.4.2, in P7 and P8, we increased the list of entities to
be validated by the crowd considerably. Furthermore, in P8, we also gave them the
option to highlight potentially missing entities, i.e., entities not found in the validation
list. However, the crowd still performs well when compared to the experts. Even
though the overall F1-score slightly dropped, the total number of true positive entities
remains almost the same. The drop in F1-score is due to the fact that the crowd finds
more relevant entities than the ones annotated by experts. Thus, we hypothesize that
this is a viable and reliable way of gathering missing entities and correct the expert
inconsistencies. Therefore, based on these observations, we ran the main experiment
using the P8 setup.

Next, we focused on understanding what would be the optimal number of crowd
annotations needed per sentence, for the best performing ESS threshold for the crowd.
For each number of workers between three and 20, we averaged their F1-score for
a total of 100 runs, by randomly generating sets of [3:20] workers. In Figure 25 and
Figure 26, we plot both the average F1-score and the standard deviation (stdev) among
all the runs for the pilot experiment P8, for events and respectively, time expressions. In
both cases, we observe that around 15 workers, the F1-score of the crowd stabilizes and
the stdev is negligible. Furthermore, this observation aligns with our H2.2 hypothesis,
which says that enough annotations from the crowd provide reliable results when
compared to experts.

In the main experiments, we gathered 63,030 crowd annotations from 160 unique
workers, and the total cost of the experiments was $3,112, by running the setup of P8
with 15 workers, on the entire set of sentences. To see how the crowd compares to the
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Figure 25: Crowd events F1-score at the
best ESS threshold for various #
workers

Figure 26: Crowd times F1-score at the
best ESS threshold for various #
workers

Figure 27: ClearTK F1-score when trained on
expert events and tested on crowd
events

Figure 28: ClearTK F1-score when trained on
crowd events and tested on expert
events

expert annotations, we again evaluate the crowd entities for every entity-sentence score
threshold. Thus, for time expressions, we got the best performing F1-score of 0.70 at
thresholds between [0.65 and 0.90], and for events, we got the best performing F1-score
of 0.81 at a threshold of 0.60. Overall, we see that these results are consistent with
the ones in the pilot experiments, even though the scale is much larger. Therefore, we
acknowledge that the crowd can provide consistent event and time expression annotations.

5.6.2 Training and Evaluating with Crowd Events

We report on the results of the ClearTK event extraction systems when trained and
evaluated on crowd-annotated events. It is important to acknowledge that for training
purposes, we used the systems’ parameters that performed the best in the TempEval-3
task, and we did not fine-tune them to better fit our training data.

In Figure 27, we plotted the F1-score of the system when trained on expert events
and evaluated on crowd events, for every event-sentence score (ESS) threshold. We can
observe that between the ESS thresholds [0.5:0.75], the system performs much better
than when it is evaluated on the expert events. The measured F1-score of the ClearTK
system in the TempEval-3 task was 0.788, while the maximum achieved F1-score when
evaluated on crowd events reaches values of around 0.83. However, when we train the
system on crowd events, and we test it on expert events, the performance achieved
by the system is only almost as good (0.77) as the reported F1-score of 0.788. We
observe this behaviour because the crowd annotates events more consistently, while
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Table 18: ClearTK F1-score when trained on crowd events and tested on crowd events

Crowd ESS
Threshold

Test
0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70

Train

0.30 0.824 0.806 0.783 0.75 0.721 0.697 0.669 0.649 0.623
0.35 0.797 0.798 0.798 0.786 0.764 0.744 0.72 0.699 0.674
0.40 0.766 0.783 0.797 0.799 0.791 0.778 0.765 0.745 0.72
0.45 0.738 0.769 0.797 0.818 0.823 0.81 0.802 0.79 0.768
0.50 0.71 0.747 0.779 0.814 0.828 0.827 0.829 0.815 0.796
0.55 0.687 0.727 0.761 0.799 0.821 0.826 0.83 0.819 0.804
0.60 0.658 0.698 0.735 0.776 0.802 0.816 0.826 0.824 0.819
0.65 0.639 0.681 0.721 0.764 0.79 0.807 0.820 0.822 0.819
0.70 0.596 0.638 0.673 0.716 0.747 0.771 0.791 0.800 0.805

experts, according to Section 5.5, are missing potentially valid annotations. Finally, in
Table 18 we show the results of both training and evaluating the ClearTK system on
crowd events, for each ESS threshold between [0.30:0.70]. The results clearly indicate
that the crowd event annotations are a reliable and consistent way of providing event
annotations (correlated to H2.3) - the crowd performs the best when trained and
evaluated at similar ESS thresholds. Furthermore, we observe that while for training
the best performing threshold could vary between [0.50:0.60], for testing the threshold
of 0.60 seems to provide the best and most consistent F1-scores, up to 0.830.

5.7 conclusion

In this chapter, we proposed a data-agnostic validation methodology for expert-
annotated datasets, and we showed its application on the case of events and, to some
extent, time expressions. We proposed a set of analytics to measure the consistency
and completeness of such datasets and a crowdsourcing approach to mitigate these
problems. We conducted extensive pilot crowdsourcing experiments, and we derived
the optimal setup for gathering event and time expression annotations based on them.
The pilot experiments have been adapted and extended from the topical relevance
case study presented in Chapter 3. Furthermore, we also extended the multi-machine
crowd-driven methodology proposed in Chapter 4 to collect reliable event corpora
annotations. We showed that the crowd-annotated events are a reliable dataset to train
and evaluate state-of-the-art event extraction systems. Furthermore, we showed that
the performance of such systems is improved by at least 5.3% when both trained and
evaluated on crowd data.





6
M E T H O D O L O G Y: E V E N T S A L I E N T I N F O R M AT I O N
E X T R A C T I O N

The increasing streams of information pose challenges to both humans and machines.
On the one hand, humans need to identify relevant information and consume only
the information that lies in their interests. On the other hand, machines need to
understand the information that is published in online data streams and generate
concise and meaningful overviews. We consider events as prime factors to query for
information and generate meaningful context. The focus of this chapter is to acquire
empirical insights for identifying salience features in tweets and news about a target
event, i.e., the event of “whaling”, by leveraging crowd diversity. In this chapter, thus,
we extend our understanding of events by focusing on salience features of events.
We first derive a methodology to identify such features by building up a knowledge
space of the event enriched with relevant phrases, sentiments and ranked by their
novelty. We applied this methodology to tweets, and we have performed preliminary
work towards adapting it to news articles. Our results show that crowdsourcing text
relevance, sentiments and novelty (1) can be a primary step in identifying salient
information, and (2) provides a deeper and more precise understanding of the data at
hand compared to state-of-the-art approaches.

This chapter was published as Crowdsourcing Salient Information from Tweets and
News in the Proceedings of the Tenth International Conference on Language Resources
and Evaluation, LREC 2016, and was co-authored by Tommaso Caselli and Lora
Aroyo. [101]

6.1 introduction

The key feature of the current information age is the continuously growing stream of
information of various types, e.g., news, tweets, videos, and across various distribution
channels, e.g., social, traditional media, personal blogs, information portals. All this
results in an inconceivable amount of information redundancy, i.e., the same item is
re-shared across different channels in identical or similar forms. This poses challenges
both for humans and machines. Humans need to reduce the information overload and
to be able to identify the truly novel and relevant information items. Machines need
to generate meaningful news clusters (by means of news aggregation systems such as,
for example, Google News1, the European Media Monitor2), by identifying the novel
information items that are relevant to target stories.

Notions like novelty, relevance, and salience play a central role when dealing with
such huge and continuous information streams. Defining these notions is not a trivial
task as they are deeply interconnected. We consider salience, or information salience,
in the context of relevance and novelty, and we adopt the following definitions:

• novelty: corresponds to any bit of (relationally) new information. From this point
of view, we follow the TREC definition of novelty, which is something that is

1 https://news.google.com

2 http://emm.newsexplorer.eu/NewsExplorer/home/en/latest.html
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presented as new with respect to a given context, which corresponds to the
known information.

• relevance: identifies “something important”. Importance can be determined only
in relation to something (e.g., an object, a topic, an event, among others) and in a
context of occurrence. Subjectivity and intentionality play an important role in
determining the relevance of an information item.

• salience: the combination of novel and relevant information, seen as an incremen-
tal and gradable notion: first, the relevant information is identified, then, on top
of new data, novel information is identified.

Our approach uses relevant information to guide the identification of novel infor-
mation, where not all relevant information is necessarily novel. Thus, novelty and
relevance are strictly linked to time and can be seen as a by-product of the incremen-
tal processing of a discourse. Furthermore, they are connected to target discourse
elements, e.g., event mentions, entities, topics, which aim to reduce the search space
for novel and relevant information. The combination of novelty and relevance can be
used to assign salience scores to these elements up to a so-called “saturation” point.

This chapter describes our methodology to identify salient features in online data
streams together with preliminary experimental results. Our approach is based on
the novel combination of Natural Language Processing (NLP) and crowdsourcing. It
harnesses the unique ability of the crowd to identify a wide range of features [100]
potentially influencing the information salience of online data with respect to a specific
central (linguistic) element. This builds the basis of salience understanding by example
and can allow for training machine learning tools for salience detection. Our goal
is to identify novel and relevant information which contribute to the assignment of
salience scores to a given target event in tweets and news. As a guiding example we
use the event “whaling”3. Our main findings show that through the crowd, we are able
to (1) first dissect and then recompose the problem in a time-stamped collection of
salience features of a given event; (2) enrich textual information with relevance, novelty,
sentiment and intensity values, tasks where automated tools typically underperform.

The chapter is structured as follows. Section 6.2 describes the methodology for
understanding salience and Section 6.3 introduces the use case and the datasets.
Sections 6.4 and 6.5 report on the crowdsourcing experiments and the analysis of
the results. Section 6.6 presents state-of-the-art approaches for relevance, novelty and
sentiment analysis. Finally, Section 6.7 presents our conclusions.

6.2 methodology

This section describes the methodological framework that was applied to derive salient
features in continuous online data streams. We have applied this methodology for
tweets, i.e., very short and concise pieces of information, and we chose to recreate it for
news articles, i.e., long and extensive pieces of information. We derive salience from
relevant pieces of textual information that bring in new information (i.e., new locations,
organizations or word phrases) or new perspectives (i.e., subjective information such
as new sentiments or sentiment magnitudes). These two aspects help us to generate
and extend the topic space of events.

3 https://en.wikipedia.org/wiki/Whaling

https://en.wikipedia.org/wiki/Whaling
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The methodology is based on machine-generated and crowd-driven understanding
of salient features, as an extension of the previous chapters of this thesis. We use both
state-of-the-art approaches and crowdsourcing to:

• build up a set of relevant texts for a given event;

• rank the relevant pieces of information based on the amount of new information
they contain, i.e., ranking based on novelty;

• build up a set of subjective perspectives triggered by relevant texts, word phrases
or entities participating in the given event.

The information space is first semantically enriched with relevant entities, event
mentions, locations, participants, and times, characterized by different relevance
scores. Filtering out information pieces that are not relevant for the event at hand
optimizes the annotation workflow by focusing the other tasks only on the essential
and important data. Furthermore, relevant information can be further analyzed in
terms of information novelty. We consider novelty at the content level, i.e., new
information contained in the tweets or news article, and at the context level, i.e.,
sentiments and sentiment magnitudes triggered by the tweet, news snippet and
relevant event mentions. Given this, salient features are extracted as a result of
relevance and novelty in terms of content and perspectives. Section 6.5 presents the
results of this methodology on a dataset of tweets and introduces first insights on a
news article dataset. In addition to this, we show comparative results between state-
of-the-art approaches for relevance and sentiment assessment and our crowdsourcing
experiments for the same tasks.

6.3 use case: whaling event

We focus our analysis and experiments on the event instance of “whaling”. Table 19
provides an overview of the three datasets used in the experiments presented in
this chapter. Social Sciences domain experts identified 36 seed words relevant to the
event instance of “whaling” distributed in terms of types as follows: 9 seeds denoting
locations (e.g., “North Pacific Ocean”, “factory ship vessels”), 5 seeds denoting related
events(e.g., “hunting”, “commercial whaling”), 18 seeds denoting persons or organiza-
tions (e.g., “Institute of Cetacean Research”, “pro-whaling countries ”, “Greenpeace”)
and 4 seeds denoting miscellaneous types (e.g., “harpoon”, “whale meats”). These
seed words were used to build the NewsDS3 and Tweet2015DS2 datasets by querying
the NewsReader WikiNews Corpus4, and by mining the Twitter streaming API5,
respectively.

Tweet2014DS1 contains 566 English-language tweets relevant to the event of “whal-
ing” (published in 2014) by querying a Twitter dataset from 2014 with the phrase
“Whaling Hunting”.

Tweet2015DS2 contains 430 English-language tweets relevant to the event of “whal-
ing” (published between March-May 2015). The dataset was obtained by querying the
Twitter API with combinations of domain experts’ seed words (e.g., event and location,
event and organization).

NewsDS3 contains 29 English-language news articles from the WikiNews corpus
(published between 2005 - 2010) with a total of 14537 tokens.

4 http://www.newsreader-project.eu/results/data/

5 https://dev.twitter.com/docs/streaming-apis

http://www.newsreader-project.eu/results/data/
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Table 19: Overview of the Whaling Event Datasets.

Dataset Type Source Period Units

Tweet2014DS1 Tweets Twitter 2014 566

Tweet2015DS2 Tweets Twitter 2015 430

NewsDS3 News WikiNews 2005-2010 29

6.4 deriving an experimental methodology

We apply the methodology described in Section 6.2 on the tweets datasets, Tweet2014DS1
and Tweet2015DS2. Part of the methodology is also applied on the news articles
dataset, NewsDS3, as preliminary experiments for acquiring salience understanding
in broader and lengthier information streams. We target the identification of salient
information in the context of “whaling” event by identifying (1) relevant pieces of
information, (2) novel pieces of information contained in the relevant information,
and (3) sentiments triggered by the relevant pieces of information.

Table 20: Crowdsourcing Tasks Settings.

Judg/ Units/ Tasks/ $/
Dataset Task Unit Task Worker Task

Tweet2014DS1
Relevance Analysis 7 1 10 $0.02

Tweet2015DS2

NewsDS3 Relevance Analysis 15 1 10 $0.02

Tweet2014DS1
Sentiment Analysis 10 1 10 $0.01 - $0.02Tweet2015DS2

NewsDS3

Tweet2014DS1
Novelty Ranking 15 2 20 $0.03

Tweet2015DS2

A cascade of three different crowdsourcing experiments is performed. Table 20
shows the settings of each crowdsourcing task for each dataset. The overall workflow
consists of: (1) “Relevance Analysis” task: the crowd is asked to identify relevant news
snippets, tweets and highlight relevant event mentions in those; (2) “Sentiment Analysis”
task: the crowd is asked to identify the sentiment of each relevant news snippet, tweet
and relevant event mention from the data obtained from the “Relevance Analysis”
task; and (3) “Novelty Ranking” task: the crowd is asked to rank the relevant tweets
from the “Relevance Analysis” according to how much new information they bring in.
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6.4.1 CrowdTruth Approach

We used the CrowdFlower6 marketplace for running all the crowdsourcing experi-
ments. The results were analyzed in the CrowdTruth framework [103] by applying the
CrowdTruth metrics and methodology [12], version 1.0. These metrics are the basis for
assessing the crowd workers, i.e., identifying the quality and low-quality workers, and
the probability of the input data to express a given annotation, e.g., the relevance score
of the positive sentiment. We introduce here the main components of the CrowdTruth
methodology that guide us in analyzing the crowdsourcing experiments described in
Sections 6.4.2, 6.4.3 and 6.4.4.

The main component of the CrowdTruth metrics is the annotation vector, which
enables the comparison of results using cosine similarity measures. For each worker
i annotating an input unit u, the vector Wu,i records the answer. The length of the
vector depends on the number of possible answers in a question, while the number of
such vectors depends on the number of questions contained in the task. If the worker
selects a particular answer, its corresponding component is marked with 1, and 0
otherwise. Similarly, we compute an input unit vector Vu = Âi Wu,i by adding up all the
worker vectors for the given u.

We apply worker metrics in order to differentiate between quality and low-quality
workers. These metrics, computed using cosine similarity as well, measure (1) the
pairwise agreement between two workers across all u they annotated in common and
(2) the similarity between the annotations of a worker and the aggregated annotations
of the rest (subtracting the worker vector) of the workers. These measures show us
how much a worker disagrees with the rest of the workers and thus, they identify the
low-quality workers. The annotations of the workers that are underperforming are
filtered out from the final results. To further verify the accuracy of the CrowdTruth
quality metrics, we also perform a manual evaluation of the results. The input unit-
annotation score is the core CrowdTruth metric to measure the probability of u to
express a given annotation. It is measured for each possible annotation on each u as
the cosine between Vu and the unit vector for that annotation.

6.4.2 Relevance Analysis

The tweet length is suitable for typical crowdsourcing tasks. Thus, there is no need
for pre-processing of Tweet2014DS1 and Tweet2015DS2 datasets. On the contrary, to
optimize the length of the news articles for the crowdsourcing task, each news article
was split into text snippets, i.e., sentences. We obtained between 4 and 38 text snippets
per article. The first sentence of each article has been removed as it is just a rephrasing
of the title. In total, we extracted 394 snippets: 244 text snippets with overlapping
tokens with the title and 150 text snippets without any overlapping tokens.

Next, we performed crowdsourcing experiments on all three datasets. For the
news articles dataset, NewsDS3, we created 90 crowdsourcing input units containing
(i) the title of the article (i.e., a mention related to the event “whaling”) and (ii)
up to 5 randomly chosen text snippets. For the tweet datasets, Tweet2014DS1 and
Tweet2015DS2, each tweet represents a crowdsourcing input unit.

During the “Relevance Analysis” task, for NewsDS3, the crowd is first asked to
select all the text snippets which are relevant with respect to the article title and then

6 http://www.crowdflower.com/

http://www.crowdflower.com/
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highlight in them all the relevant event mentions. If none of the text snippets was
relevant for the title of the news article, the workers were guided to choose the option
“NONE”. Based on the annotations gathered during these crowdsourcing experiments,
we compose for each news article a set of relevant text snippets and a set of relevant
event mentions. Following the CrowdTruth approach, a relevance score is assigned to
each text snippet and event mention.

For Tweet2014DS1 and Tweet2015DS2, the crowd is asked to assign each tweet to
the relevant instance from a list of 9 predefined events, including the event “whaling”,
and highlight all the relevant event mentions in it. This results in a set of relevant
tweets for each event instance. In this chapter, we report only on the tweets that are
relevant for the event “whaling”. The CrowdTruth cosine similarity metric is used to
assign a relevance score, i.e., a probability for a tweet to be relevant, with respect to
the event instance “whaling” to each tweet and event mention.

6.4.3 Novelty Ranking

The “Novelty Ranking” task was performed only on the tweet datasets, Tweet2014DS1
and Tweet2015DS2. We first pre-processed the relevant tweets by ordering them in
chronological order and computing the similarity of a tweet content (i.e., we removed
the (short) links, RT, user/author mentions from the tweet) with all the previous
tweets’ content in each dataset. We aimed at filtering out all the relevant tweets with a
lot of redundant information, which are very unlikely to bring in new information.

This crowdsourcing task consists of pairwise comparison of the tweets with the
following approach: all the tweets of a particular day are compared to each other,
i.e., each tweet is compared with each following tweet in time, resulting in several

n!
k!⇤(n�k)! =

n⇤(n�1)

2 pairs per day, where n is the total number of unique tweets in a
day, and k is the number of tweets compared at a time, i.e., k = 2. The crowd receives
the name of the “whaling” event, a summary of the event, i.e., the top novel tweets
from the previous day, and a pair of two tweets. Given the summary, for each pair
of tweets, the crowd needs to indicate which tweet provides more new information
about whaling. The crowd can choose one of the 6 options: (1) Tweet1 provides more
new information than Tweet2; (2) Tweet1 provides less new information than Tweet2;
(3) Both tweets provide equally new information; (4) Tweet1 is relevant and Tweet2 is
irrelevant; (5) Tweet1 is irrelevant and Tweet2 is relevant; (6) Both tweets are irrelevant.
Next, the crowd has to highlight the words in the tweet that points to new or known
information. Given the task setup, we can rank the tweets per day, based on how much
new information they bring in with respect to the rest of the tweets in each dataset.
The CrowdTruth cosine measure, in this case, provides for each tweet a relevance
score and a novelty score.

6.4.4 Sentiment Analysis

In the “Sentiment Analysis” task we gather from the crowd the sentiment (positive,
neutral, negative) and its magnitude (high, medium, low) for (1) each relevant tweet
and text snippet and (2) all the relevant event mentions in those, gathered in the
“Relevance Analysis” task (Section 6.4.2). This task was performed both on the news
articles dataset (NewsDS3) and the tweet datasets (Tweet2014DS1, Tweet2015DS2).
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We use the CrowdTruth cosine metric to compute sentiment and magnitude scores for
each relevant event mention, tweet and text snippet.

To compute the sentiment and sentiment magnitude scores for each event mention,
relevant text snippet, and tweet, we compute the cosine between the aggregated
annotation vector and the unit vector for each label. For example, in order to see
what is the probability for a tweet to express a positive sentiment, we compute the
cosine between the aggregated sentiment vector of the tweet and the unit vector for
the positive sentiment.

6.5 results

In this section we report on the results7 of the crowdsourcing tasks. To outline the
advantages of using our crowdsourcing approach, we compare the crowdsourcing
results with existing, state-of-the-art approaches for relevance and sentiment analysis.

6.5.1 Crowdsourcing Relevance - Tweets & News

In the “Relevance Analysis” task on Tweet2014DS1, the crowd identified 476 out of 566
(88%) tweets as being relevant for “whaling”, where the relevance score is higher than
0.2. Similarly, on Tweet2015DS2 341 out of 430 (80%) tweets received a relevance score
higher than 0.2. In Figure 29a we plot the relevance distribution histogram on the
aggregation of the two datasets. More than 55% of the tweets have a high relevance
score, above 0.9, while only 10% of the tweets are found at the bottom with a relevance
score smaller than 0.5.

Figure 29b shows the distribution of the relevance scores for the tweets. The fact
that about 84% of the total amount of tweets are considered relevant, out of which
about 90% could indicate highly relevant tweets, shows that retrieving tweets based on
relevant keywords or domain experts’ seed words returns acceptable results. However,
there is still room for improvement, i.e., assessing the relevance of the tweets with
regard to the event “whaling” is still necessary. In Figure 29c we look at the distribution
of the total number of relevant event mentions identified by the crowd in each relevant
tweet. We observe that less relevant tweets tend to have less relevant mentions, while,
the tweets with relevance score between 1 and 0.70 have a tendency to contain an
approximately equal amount of relevant event mentions.

From the “Relevance Analysis” task on NewsDS3 we gathered 284 relevant text
snippets (205 texts snippets with overlapping tokens with the title and 79 text snippets
without overlapping tokens with the title) and 1139 relevant whaling event mentions.
The plot in Figure 30a shows the relevance score of the text snippets (those overlapping
with the title in blue, those non-overlapping with the title in red) in NewsDS3. It
confirms the intuition that the overlapping snippets contain more relevant information,
with a larger distribution of scores. Relevant information can also be spotted in the non-
overlapping snippets, though the distribution of scores and the number of snippets is
lower. If we assume the score of 0.5 as a threshold for highly relevant information in a
snippet, i.e., every snippet above 0.5 is more prone to contain relevant information,
we observe that 79.69% (314 out of 394) of the snippets has obtained scores below
the threshold, while only 20.31% (81 snippets) are above the 0.5 value. Furthermore,
70 of the candidate relevant snippets have overlapping tokens, while only 11 have

7 available at https://github.com/CrowdTruth/Salience-In-News-And-Tweets

https://github.com/CrowdTruth/Salience-In-News-And-Tweets
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(a) Histogram of Relevance Scores in
Tweet2014DS1 & Tweet2015DS2

(b) Distribution of Tweets Relevance in
Tweet2014DS1 & Tweet2015DS2

(c) Distribution of # Relevant Mentions in
Tweet2014DS1 & Tweet2015DS2

Figure 29: Relevance Analysis - Tweet2014DS1 & Tweet2015DS2

non-overlapping tokens. A similar trend is observed for the number of relevant event
mentions extracted by the crowd from the snippets, i.e., the more relevant the snippet,
the more relevant the event mentions identified by the crowd as shown in Figure 30b.

We also investigate whether there is a tendency between the position of snippets
in an article and their relevance. We split each article into three sections (beginning,
middle and end) and compute the average relevance score for each section. Snippets
with the highest average score (0.34) appear at the beginning, followed by snippets
in the middle (0.26) and then by those at the end (0.20). Things are similar when
we look at the distribution of the text snippets with maximum relevance score per
article: 12 snippets occur at the beginning, 9 in the middle and 9 at the end. There is a
slight difference when taking into account the average score of the snippets with the
maximum score: for the sentences at the beginning of the news articles, the average
maximum score is 0.79, for those at the end 0.8, while for those in the middle is 0.73.

6.5.1.1 Automated Relevance for Tweets and News

We assume that a good method to automatically derive relevance in our three datasets
is text similarity: the more similar a text snippet is to the title or a tweet to the
seed words, the more relevant the text fragments with respect to the target event.
We thus applied an off-the-shelf tool based on a hybrid approach that combines
distributional similarity and Latent Semantic Analysis (LSA) with semantic relations
from WordNet [88].

On Tweet2014DS1 and Tweet2015DS2 we computed the semantic similarity between
the tweets and each seed word from the domain experts and then averaged these
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(a) Distribution of Snippets Relevance in
NewsDS3

(b) Distribution of # Relevant Mentions in
NewsDS3

Figure 30: Relevance Analysis - NewsDS3

numbers and computed an overall similarity of the tweet with respect to “whaling”.
We performed this comparison on each of the datasets, separately. The reason for
this was driven by the fact that the two datasets were collected in different ways. The
automated similarity approach for tweets returned very low values: between 0 and
0.24 and an average of 0.11 on the Tweet2014DS1 dataset, where the crowd average
is 0.84. The top-scored tweet in this dataset is TWEET1 in Example 1, with reference
to 3 seed words. Similarly, on Tweet2015DS2 the similarity scores range from 0 to
0.23, with even a lower average of 0.09. On Tweet2015DS2 dataset, the crowd average
score is 0.78. The average values on the two datasets correlate with each other, as
the tweets from the second dataset seem to be slightly less relevant with respect to
“whaling”. On Tweet2014DS1 we get a positive Spearman correlation of 0.41, while on
Tweet2015DS2 the correlation is 0.26.

By performing this comparison, we can state that, usually, non-expert people have
different ways to express or refer to a given event, in contrast to domain experts that
have very specific terms to compose the space of an event. However, this difference
does not prove that the tweets can not contain useful information, e.g., TWEET2 in
Example 2, but it gives meaningful insights that the topic space given by the experts
can be further enriched.

1. World court orders Japan to stop whaling in Antarctic waters - Christian Science
Monitor [TWEET1]
Crowd Relevance Score: 1 - Similarity Score: 0.24

2. In a Major Victory, Court Orders a Halt on Japanese Whaling - Slate Magazine (blog)
[TWEET2]
Crowd Relevance Score: 1 - Similarity Score: 0.13

On NewsDS3, we computed the semantic similarity between the article title i.e., the
event of whaling, and each text snippet from the article. The results show a positive
correlation between the similarity scores of the title and the text snippets and the
relevance score assigned by the crowd. As a general trend, we observed that overlap-
ping text snippets usually have higher similarity scores, while non-overlapping text
snippets have lower scores. However, the relevance scores provided by the automated
method have a much smaller interval, between 0 and 0.66. We computed the Spearman
correlation between the two relevance values, from the crowd and machine. For the
entire set of overlapping and non-overlapping sentences, we got a positive Spearman
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correlation of 0.53. Manual exploration of the differences between the automatically
assigned similarity scores and the crowd relevance score shows there is still room
for improvement for the automatic methods. Moreover, news systems that are more
oriented to capturing relevance rather than similarity, need to be developed. Below
we illustrate some examples where the use of similarity is not always the best choice
to compute relevance. In particular, in Example 3, we notice that machines are not
aware of the fact that Japan’s scientific research program is called JARPA II, while
in Example 4, machines do not understand that the “rescued whales” were stranded
about 200 meters from the shore.

3. Japan to hunt 950 whales for “scientific research” [TITLE]
Japan plans to kill over 900 minke whales and ten fin whales during the next six
months as part of its whaling program, JAPRA II, marking a sharp escalation in
Japan’s whaling activities. [TEXT SNIPPET]
Crowd Relevance: 0.9 - Similarity Score: 0.16

4. 500 stranded melon-headed whales rescued in Philippine bay [TITLE]
The whales were about 200 meters from the shore. [TEXT SNIPPET]
Crowd Relevance: 0.73 - Similarity Score: 0.11

6.5.1.2 Crowd Mentions vs Experts’ Seed Words

We evaluated the relevant news snippets, tweets and crowd event mentions with
respect to the domain experts’ seed words. Only 17/36 seed words are found in the
relevant news snippets, with a total of 249 occurrences. The event mentions highlighted
by the crowd identified only 12/36 seed words, with a total of 366 and other 773
mentions that do not contain seed words. However, we need to keep in mind here that
we asked the crowd to highlight relevant mentions with respect to the news article
titles, i.e., news snippets containing domain experts’ seed words may not be relevant
for the news article title. The tweets datasets, however, had a smaller overlap with
the seed words, only 14/36, with a total of 835 occurrences. The seed words covered
by the crowd annotations is 11/36, with a total of 1860 occurrences. In addition, we
gathered other 1239 mentions that the crowd considered relevant for the whaling
event. Among the seed words not identified by the crowd, we find some generic
words e.g., “shops” and “scientists”. We also find words that overlap partially, e.g,
“Sea Shepherd Conservation Society” (provided by the experts) and “Sea Shepherd”
or “Sea Shepherd Conservation” (provided by the crowd).

6.5.2 Crowdsourcing Tweets Novelty

From the “Novelty Ranking” crowdsourcing task, we obtain a comparison of each tweet
with the rest of the tweets published on the same day. Thus, for each tweet, we derive
an aggregated novelty score in comparison with the rest, by using a weighted schema:
weight 1 if the tweet is more novel, weight 0.5 if the tweets are equally novel and
weight �1 if the tweet if less novel. Tweets contain a lot of redundant information. Out
of 966 tweets, more than 70% were recurring tweets. Even though we conducted the
experiments independently on the two tweet datasets, we observed that the content
overlap between the two years is also considerable. For these initial experiments, we
chose to remove the tweets’ short links because it is very difficult to analyze if they
point to new or redundant information.
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The results of the “Novelty Ranking” task show that the tweets that were published
earlier are more prone to be novel. As an example, TWEET5 in Example 7 is considered
less novel than a similar tweet published before, TWEET4 from Example 6. At the
beginning of the period of time in analysis, there were more unique tweets but also
more tweets that contained new information, while the end of the period of time
contained fewer unique tweets but also fewer novel tweets. In short, the amount of
novel tweets decreases significantly day by day. The relevance score of the tweets with
respect to the event of “whaling” shows to influence the novelty ranking as well. This
means that the crowd is also able to distinguish between tweets that have qualitative
mentions of the whaling event (e.g., TWEET3 in Example 5) and tweets that do not
contain highly relevant information, (e.g., TWEET6 shown in Example 8).

Sample of tweets and their novelty score on the same day:

5. Japanese whaling fleet leaves port weeks after International court delivers ban verdict -
WDC: http://t.co/BeuDUh5NO8 [TWEET3]
Crowd Novelty Score: 1

6. Denounce Japan 4 Whale Slaughter - ForceChange #Japanpoli #STOPkillingwhales obey
the law #barbaricJapan stop lying! [TWEET4]
Crowd Novelty Score: 0.62

7. Denounce Japan for Resuming Whale Slaughter - ForceChange [TWEET5]
Crowd Novelty Score: 0.30

8. becook1964 fella may be into whaling even it small bait i tried to use a minnow could it
be this 100 million for shark and tunna - oh ok [TWEET6]
Crowd Novelty Score: -0.45

6.5.3 Crowdsourcing Sentiments - Tweets & News

The last part of our methodology focuses on sentiment and magnitude analysis. In
Figure 31 we extracted from Tweet2014DS1 and Tweet2015DS2 a subset of relevant
tweets that contain relevant event mentions about “whaling ban”. There is a strong
positive sentiment about the decision to ban whaling in Japan. However, this drastically
transforms into a negative sentiment immediately after facts such as Japan plans to
continue whaling are published. An overall overview of the sentiment distribution on
the Tweet2014DS1 and Tweet2015DS2 is shown in Figure 32a. Similarly, in Figure 32c
we see the sentiment distribution across the NewsDS3 dataset. We observe a similar
trend across datasets. Both the tweets and the text snippets are well distinguished
as either positive or negative, while only a small portion clearly identifies as being
neutral.

6.5.3.1 Automated Tweets Sentiment Detection

We compared our crowdsourcing results for the sentiments expressed in the tweets
using an existing approach8. The choice of using this tool was made based on the fact
that the tool returns, for a text, a vector space of sentiments, i.e., each sentiment type
gets a score, similarly as in CrowdTruth. Tools that focus specifically on tweets tend to
return only the primary sentiment type with/out the score. Computing the Pearson

8 http://text-processing.com/docs/sentiment.html

http://text-processing.com/docs/sentiment.html
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Figure 31: Sentiment Distribution “Whaling ban” Use Case

and Spearman correlations, however, between each sentiment type score of the crowd
and the automated measure, showed a very weak to no correlation: positive sentiment
- 0.026 and 0.014, negative sentiment - 0.15 and 0.12, neutral sentiment - �0.16 and
�0.15. In Figure 32b we plotted the sentiment scores across all the tweets. Comparing
this outcome with the one provided by the crowd, in Figure 32a, we observe this tool
gives a very ambiguous score, and for the majority of the tweets, the scores are almost
evenly distributed across sentiment types.

6.5.4 Discussion

The methodology performed in this research aims at understanding event salience
from two perspectives:

1. “centrality”: “central” discourse elements are the targets of the information flow
and those more prone to be associated with novel and relevant information.

In this respect, we assessed the relevance of tweets and news snippets and the novelty
of tweets with regard to a target event, “whaling”. Using automated semantic similarity
measures instead of relevance, however, proved to be inaccurate as such methods
have a poor performance when dealing with language ambiguity. The low semantic
similarity correlation between domain experts “whaling” seed words and non-experts’
tweets showed that the way people address/refer to a given event is broad i.e., the
crowd found a large set of relevant event mentions in all datasets, without using many
domain-specific keywords.

2. “saturation”: discourse elements ultimately reach a point when no new and
relevant information is expressed, i.e., an information saturation level.

This level can be investigated and identified by means of linguistic data, which
combines “objective information” (e.g., the events an entity is involved as a participant),
and “subjective information” (e.g., the sentiment and intensity reactions an entity or
an event can trigger). We addressed the “subjective information” by crowdsourcing
sentiments of tweets and news snippets. Using existing tools prove to be difficult, as
current methods either give a single classification of the text without addressing the
difference in opinions or give an inconclusive sentiment space, where clear decisions
over the sentiment prove to be difficult to take.
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(a) Crowd Sentiment on Tweet2014DS1 & Tweet2015DS2

(b) Automated Sentiment on Tweet2014DS1 & Tweet2015DS2

(c) Crowd Sentiment on NewsDS3

Figure 32: Sentiment Analysis

6.6 related work

The definition of salience is not trivial, and different disciplines such as Linguistics,
Computational Linguistics, Information Extraction have used this notion and declined
it in different ways. Notwithstanding the differences with respect to the cues which
signal salience and the way to identify it, salience is best described as something
notable or prominent.

Current approaches use a similar workflow: select relevant text snippets for a given
event and then rank them based on novelty, [73, 226]. Deciding whether a document
is relevant for a given event ensures the fact that the novelty score is computed
based on related documents and is not tainted by irrelevant documents [226]. Various
approaches have been developed to compute how relevant two texts are for each
other: Local Context Analysis (LCA) [73], word similarity feature combined with
part-of-speech (POS) tagging, Latent Semantic Analysis (LSA) and enrichment with
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semantic relations from WordNet [88] among others. Crowdsourcing proved to be
a cheap, quick, and reliable alternative for assessing relevance for the data used in
the TREC Novelty Task [5, 85]. Although the approaches yield good results, their
crowdsourcing approaches lack a well-defined methodology to assess crowd workers
and the inherent language ambiguity.

For novelty detection in texts, an extensive literature study of automated methods
is presented in [206]. As another perspective of novelty, in [213], the authors perform
single document summarization for creating news highlights. Their approach com-
bines news articles with tweets in order to extract a set of relevant and novel text
snippets from a document. However, the limit of this method is the use of a very
restrictive set of tweets that are considered relevant, i.e., the tweets that are linked
to the news article. Although the cosine distance proved to be an optimal method
to detect novel texts [127], it fails to output fair results on short texts [179], such as
tweets. As we mentioned in our methodology, novelty can also be expressed through
sentiments. Although crowdsourcing methods for tweets and news novelty detection
are still under-developed, research has been done on crowdsourcing sentiments from
news or microblogs [16, 168].

Recently [70] have proposed a new task, entity salience, which merges notions of
centrality and referential salience. The task aims at assigning a salience score to each
entity in a document. The authors define salience on the line of [26], i.e., as those
discourse objects which have a prominent position in the focus of attention of the
speaker/hearer9. Salience labels are automatically generated by exploiting summary
pairs from the annotated New York Times corpus [181], containing 1.8 million news
articles accompanied by a summary written by an expert.

6.7 conclusion

Current state-of-the-art approaches for relevance or similarity assessment, novelty or
salience detection and sentiment analysis need large amounts of ground truth data that
are typically difficult to acquire. Given the overwhelming load of information people
are surrounded by, such systems are essential in order to get a relevant and concise
overview. The results that we obtained from the current crowdsourcing experiments
gave us input for the challenge of identifying the topic space of the “whaling” event
by obtaining a diverse set of entities and features that can be associated with salient
information. We derived a methodology to obtain such features from streams of tweets
and we have performed initial steps to apply it on news streams. First, there is little
information known about a given topic, i.e., domain experts’ seed words. We extended
this space with relevant tweets and news snippets and relevant event mentions in
those. However, relevant information can be redundant, as well. Thus, we searched for
novel information in terms of new content and new subjective perspectives such as
sentiments in order to track the way the sentiment changes across a given mention. We
compared the crowd results for relevance assessment with state-of-the-art approaches
for similarity assessment which strengthen our insight that semantic similarity does
not always perform well when dealing with ambiguous data or everyday people
conversations.

In this chapter, we focused on the methodology of understanding salience features
of events, such as relevance, sentiment, and novelty. In practice, however, the work

9 The referential cognitive status of a discourse entity.
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7
U S E C A S E : U N D E R S TA N D I N G N A R R AT I V E S

Online video constitutes the largest, continuously growing portion of the Web content.
Web-users drive this growth by massively sharing their personal stories on social
media platforms as compilations of their daily visual memories or with animated
GIFs and memes based on existing video material. Therefore, it is crucial to gain
an understanding of the semantics of video stories, i.e., what do they capture (i.e.,
events, people, organizations, locations, time periods, or other concepts) and how.
The remix of visual content is also a powerful way of understanding the implicit
aspects of storytelling, as well as the essential parts of audio-visual (AV) material.
In this chapter, we take a digital hermeneutics approach to understand what are
the visual attributes and semantics that drive the creation of narratives. We present
insights from a nichesourcing study in which humanities scholars remix keyframes
and video fragments into micro-narratives i.e., (sequences of) GIFs. To support the
narrative creation for humanities scholars a specific video annotation is needed, e.g.,
(1) annotations that consider literal and abstract connotations of video material, and (2)
annotations that are coarse-grained, i.e., focusing on keyframes and video fragments
as opposed to full-length videos. The main findings of the study are used to facilitate
the automatic creation of narratives in the digital humanities exploratory search tool
DIVE+1.

This chapter was published as A Study of Narrative Creation by Means of Crowds and
Niches in the Proceedings of the sixth AAAI Conference on Human Computation and
Crowdsourcing (HCOMP), 2018 - Works in Progress and Demonstration Papers Track,
and was co-authored by Sabrina Sauer and Lora Aroyo. [104]

7.1 introduction

Social media provide a mainstream environment to produce, share and comment
on video material, which constitutes the largest and still growing portion of Web
content [217]. An increasingly popular form of shared content are GIFS [15] as micro-
stories, i.e., short video fragments that contain summaries or highlights of video content
on participatory platforms GIPHY and Twitter Vine or social media platforms such as
Facebook and Instagram.

Humanities scholars use AV archives [111] to answer their research questions [149],
but they face the challenge of grappling with a vast amount of diverse AV content. The
DIVE+ [24] tool is conceived to assist scholars in their exploration of digital content
to ultimately create meaningful stories and narratives. DIVE+ extends the digital
hermeneutics approach [204] by providing interactive access to multimedia objects
enriched with events, people, locations and concepts.

Visualizing, mapping and constructing narratives play a significant role in human-
ities research as they help to contextualize historical material [133, 142]. The remix
of AV content as animated GIFs [90] gained popularity as an object of study, and it
is considered a powerful way of understanding the implicit aspects of storytelling.

1 http://diveplus.beeldengeluid.nl/
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However, the availability of metadata information and semantic annotations [8, 139]
such as events, objects depicted in the video, the relevance of the videos is still a
fundamental requirement [117] for scholars to accelerate their narrative-formation
process.

The focus of this chapter is to understand how niches [22], humanities scholars,
interact with AV archives to generate (micro-)narratives. Our research question is:
can we model the data and the semantics of AV content to ease the creation of narratives? To
answer this question, we conduct a nichesourcing study with millenials, humanities
students in which they use AV content to create stories by means of sequences of GIFs.
We analyze the narrative creation process on three levels: (1) data - the remixed videos
to understand how the story is developed, (2) narrative - the micro-story created in and
across sequences of GIFs to understand what drives the creation of a narrative, and
(3) semantics - the keywords describing the story to understand the data enrichment
needed to generate narratives.

The remainder of this chapter is structured as follows. Section 7.2 describes the small
case study we conducted with millenials to understand the generation of narratives.
Section 7.4 presents the results of the study from the data, narrative and semantics
perspectives. Finally, Section 7.4 discusses the results and concludes with our main
findings.

7.2 on the use of narratives in digital humanities

DIVE+ accommodates the digital hermeneutics approach by means of proto-narratives,
i.e., relations between events and their participating entities. To support the creation of
such proto-narratives, we gathered events and links between their participating entities
in textual AV content (i.e., description) through a hybrid machine-crowd pipeline [23].
To further improve the narrative exploration and creation in DIVE+, we performed a
nichesourcing study with millennial digital humanities master students to understand
how this community builds stories using AV material and what are the needs in terms
of data representation. While in previous studies, we focused on textual AV content,
the current study aims to understand the creation of narratives through visual aspects
such as video stills and fragments.

Nine international humanities master students (age between 21-25) enrolled in an
interdisciplinary course about urban street visualization in Amsterdam participated
in our niche study. Their task was to explore a dataset of archival AV material and
to construct overarching micro-stories in the shape of sequences of GIFs. A GIF is
composed of three keyframes or a (set of) short video fragment(s). The students were
free to explore the dataset and to create GIFs about topics that drew their attention
regarding the city of Amsterdam or concerning the course literature.

The dataset consists of archival video material about Amsterdam, part of the
Netherlands Institute for Sound and Vision2 (NISV) open collections. We retrieved
624 videos created between 1910-1989 on the NISV portal using the search keyword
“Amsterdam”. The dataset consists of news broadcasts, varying in length from 50
seconds to 10 minutes, from which we identified three time periods, as shown in
Table 21.

In the study we asked the students to choose a time period in Table 21 and to
watch at least 20 videos from that period. The users had one week to complete the

2 http://www.beeldengeluid.nl

http://www.beeldengeluid.nl
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Table 21: Dataset overview

Time Period Period Interval #Videos #Users

P1 1910-1929 60 2
P2 1950-1969 288 3
P3 1970-1989 96 4

entire task, to log their activity3 and: (1) indicate the GIF type, i.e., keyframe- or
fragment-based; (2) describe each GIF, keyframe and video fragment with keywords;
(3) provide the timestamps of the keyframes (keyframe-based GIFs) or the interval of the
video fragment (fragment-based GIFs), among others. The students were also asked
to prepare a short presentation to describe and motivate (1) the videos and the time
period they selected, (2) the selection of keyframes and video fragments and (3) the
story that is told in their GIFs.

7.3 nichesourcing study results

We present the study results4 and analyze the data gathered from the participating
users by focusing on keyframes, video fragments, GIFs and finally, the overarching
micro-stories.

7.3.1 The Data Level

The users picked a time period, as shown in Table 21. Their choice was informed by
either: (1) feeling unknowledgeable about that period or (2) curiosity about a period
when their parents were their current age. In total, 68 videos were used across all
the micro-stories, and seven videos were used in more than one micro-story. All the
overlaps occurred for the users that chose period P3, which is explained by the low
number of videos in P3 and the fact that the users were asked to watch at least 20
videos. On average, each user used eight videos to generate a story, with a minimum
of three and a maximum of 20 videos per story.

Each story was composed of around eight GIFs (stdev of five GIFs), with a minimum
of four and a maximum of 20 GIFs. In total, 75 GIFs were generated: seven keyframe-
based GIFs and 68 fragment-based GIFs. Only two users generated keyframe-based
GIFs, while all nine users generated fragment-based GIFs. The 68 fragment-based GIFs
were generated by remixing and combining 89 video fragments, meaning that around
25% of the fragment-based GIFs were composed of more than one video fragment.
On average, ten video fragments (stdev of 10) were used in each micro-story, with a
minimum of two and a maximum of 35 video fragments. Furthermore, eight GIFs
were generated by remixing keyframes and video fragments from multiple videos (six
keyframe-based and two fragment-based GIFs).

In general, mostly keyframes and fragments from the beginning of the videos were
picked (55.45%), followed by keyframes and fragments from the middle (24.55%) and
then by keyframes and fragments from the end of the video (20%). When multiple
keyframes and fragments from the same video were remixed in the same GIF, the order

3 Log File Template: http://tinyurl.com/zwgotp7
4 https://github.com/oana-inel/Remixing-Audio-Visual-Archives

http://tinyurl.com/zwgotp7
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was always preserved, i.e., the keyframes and the fragments were used in chronological
order with respect to the video stream. However, when looking at the entire story, we
observe that the users break the natural temporal and linear sequence of videos by starting
the story with video fragments or keyframes from the middle or the end part of the
videos.

The majority of the GIFs are shorter than six seconds, with only a few longer than
10 seconds. The average length of a story is 43 seconds, with a maximum length of
one minute and 48 seconds and a minimum length of 12 seconds. On average, only
3.6% of the length of the videos was used to generate each story, but the length of the
story is not always proportional to the total length of the videos.

7.3.2 The Narrative Level

The users focused their micro-stories around themes that were either inspired by the
content of the videos or by the course literature (i.e., visualization of urban spaces). The
themes of the stories are: (1) mobility across the city, (2) citizens co-constructing urban
spaces, (3) gender relations and (4) how urban routines relate to feelings of alienation
in a globalized world. Some users created literal narratives, depicting aeroplanes,
trains and bicycles to indicate mobility, while others worked on an abstract level by,
for example, juxtaposing fragments of a person in a deep-sea diving suit with shots of
a newspaper article lamenting loneliness in the city, to create a story about alienation.

Users reported that creating sequences of GIFs enabled them to develop more elab-
orate stories. However, moving from GIF to GIF does not denote a sequential development
in time, but it is used to zoom out spatially, or to create a jarring contrast between GIFs
and thus, a more abstract story - for example, moving from a GIF about riots in the
street, to a deserted, ruined square in the city, to children repainting a building, to
create a story about urban decay and ideals. Similarly, the story about gender relations
creates a counterpoint between women undergoing beauty procedures, while men, in
a separate GIF, seemingly loom over them.

7.3.3 The Semantics Level

The users were asked to provide keywords and tags for their GIFs, selected keyframes,
and video fragments. These tags represent the users’ interpretation of the multimedia
content comprising their narratives and do not necessarily describe the content, but
act as an interpretation medium for the story. To determine the type of keywords, we
manually evaluated them using the Panofsky-Shatford model [157, 187] presented
in [83]. We distinguish three levels of keywords: abstract - symbolic or subjective
concepts that allow for various interpretations, general - generic words and specific -
property of being unique. Further, each level consists of four facets: who - subject, what
- object or event, where - location and when - time.

We classified 207 (168 unique) tags that describe the GIFs and 262 (159 unique)
tags that describe the keyframes and fragments composing the GIFs. The majority of
the keywords are general, followed by specific and then by abstract keywords. When
looking at the facets, we observe that more than 60% of the keywords belong to
the what facet. The smallest number of keywords belongs to the when facet, with
around 1% in all cases. While the keywords describing the who and where facets are
evenly distributed among the keywords describing the GIFs, the number of keywords
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describing the keyframes and fragments belonging to the where facet is much greater
than the number of keywords describing the who facet. While at the abstract and general
levels a significant amount of keywords belong to the what facet, at the specific level,
the users provided more keywords belonging to the where facet, and less for the what
facet, showing that users tend to provide specific locations.

In storytelling, people can refer to concepts, perspectives, opinions that are not
physically present in the video, but are referred to or expressed. As research [82, 201]
indicates, there is also a gap between professional and lay user tags describing video
content. To understand the semantics of the keywords provided by users, we look at
their overlap with: (1) the machine extracted keywords and (2) the professional tags.
We retrieved the professional tags from the NISV portal, and we extracted the visual
tags and concepts from each video fragment and keyframe composing each GIF using
the online tool Clarifai5, which performs both image and video concepts recognition.

The overlap between the visual and the keywords provided by the users is quite
low: 33% with the keywords describing stills and fragments and 49% with the key-
words describing the GIFs. At the level of general concepts, the tags provided by the
scholars overlap in a proportion of 99% with the visual tags. This suggests that for
(micro)narrative creation, what is visualized - generally - steers the narrative contained
in the story. The overlap between the keywords given by users and professionals
is even lower, 26% for keyframes and fragments and 30% for GIFs. In contrast to
the visual tags, the professional tags do contain specific tags which usually refer to
places, the where facet. For the facet distribution at the general level, the proportion of
overlapping what facets is higher at the level of sequences but lower at the level of the
GIFs when compared to the visual tags. The professionals-user gap is clearly defined
at the level of abstract concepts.

7.4 conclusion

The nichesourcing study aimed to bring insight into storytelling in digital humanities
by exploring the interaction and interpretation of micro-narratives remixed using
archival AV content. Overall, users tended to generate GIFs by remixing material
positioned in the first part of the videos, disregarding the GIF position in the final
produced micro-story. The temporal aspect is even more disrupted when users started
their narrative with GIFs that contain keyframes and fragments from the middle and
the end part of the videos, or when they finished their story with GIFs containing
keyframes and fragments from the beginning of videos. Therefore, the original tempo-
ral sequence of the video was not relevant when remixing video footage for creative
storytelling.

Users ascribed similar interpretations and meanings to their micro-narratives to
those contained in visual tags, while they tagged the chosen sequences more in
terms of their function as a narrative building-block. Although at the GIF level users
ascribed similar meaning to the video material as the professionals, they engaged in
scholarly interpretation on the keyframe level. Thus, the interpretation of meaning
in storytelling is, to some extent, developed serendipitously and as a user- and
context-centric development, driven by humanities research interests. Time seemed -
as our facet analysis emphasizes - less important than the where or what facets. Hence,
people found events and objects the most relevant when building narratives. General

5 https://www.clarifai.com

https://www.clarifai.com
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keywords referring to events, objects, places, and people almost entirely overlapped
with visual tags. Thus, the understanding of visual aspects, especially event and
concept-centric, is needed to steer the storyline.

In summary, humanities scholars need rich enrichments of AV datasets to facilitate
the creation of narratives. However, storytelling through video remixing is a creative
process that can not rely only on visual aspects. Deep semantic enrichment is needed
to cover both implicit and explicit video concepts and perspectives. For exploratory-
centric tools such as DIVE+ [25], it is crucial to: (1) provide easy access to already
extracted keyframes and video fragments as opposed to expecting the user to watch
full videos; (2) provide deep semantic enrichment of keyframes and video fragments
focusing on specific and general actors or people, locations, time periods, objects and
most importantly, events. Events play a central role in narrative development. Based
on our findings, we propose exploratory-centric tools such as DIVE+ to also integrate
crowd-driven keyframes and video fragments semantics to offer users direct access to
relevant, more granular information. DIVE+ users should be able to access smaller
video granularity of interest and their enrichments, as opposed to watching the entire
video and inspecting general video metadata.
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8
U S E C A S E : U N D E R S TA N D I N G V I D E O S U M M A R I E S
E X P L A N AT I O N S

Video summaries or highlights are a compelling alternative for exploring and con-
textualizing unprecedented amounts of video material. However, the summarization
process is commonly automatic, non-transparent and potentially biased towards par-
ticular aspects depicted in the original video. Therefore, our aim is to help users like
archivists or collection managers to quickly understand which summaries are the
most representative for an original video. In this chapter, thus, we leverage the event
understanding gained in the previous chapters to study how events, their properties,
and relevance can support users in making sense of video summaries. We present
empirical results on the utility of different types of visual explanations to achieve trans-
parency for end-users on how representative video summaries are with respect to
the original video. We consider four types of video summary explanations, which
use in different ways the concepts (i.e., events, people, locations, organizations, and
concepts of any type) extracted from the original video subtitles and the video stream,
and their prominence. The explanations are generated to meet target user preferences
and express different dimensions of transparency: concept prominence, semantic coverage,
distance and quantity of coverage. In two user studies, we evaluate the utility of the
visual explanations for achieving transparency for end-users. Our results show that ex-
planations representing all of the dimensions have the highest utility for transparency,
and consequently, for understanding the representativeness of video summaries.

This chapter was published as Eliciting User Preferences for Personalized Explanations
for Video Summaries in the Proceedings of the 28th ACM Conference on User Modeling,
Adaptation and Personalization, UMAP 2020, and was co-authored by Nava Tintarev
and Lora Aroyo. [105]

8.1 introduction

Online videos constitute the largest, continuously growing portion of Web content,
reaching an upload of 500 hours of video per minute1. A recent forecast suggests that
by 2022 video traffic will be 82% of all Web traffic [49]. There is also an increased
interest in watching videos online, with one billion hours of video being watched
every day, only on YouTube2. However, despite effortless access to a large number
of videos, it is not trivial for lay users or even professional users like journalists,
archivists, or collection managers, to meaningfully consume all this video information.
Typically, to explore a topic, people need to watch an overwhelming amount of video
material. To help processing this amount of video material, video summaries or video
highlights, have been introduced, by means of video summarization techniques. In
short, video summarization can be defined as generating a short, concise summary
of a video that encapsulates the most informative, relevant or potentially interesting
events and their properties that appear in the video.

1 https://bit.ly/2Guh3Gh, June 2019
2 https://youtube.googleblog.com/2017/02/you-know-whats-cool-billion-hours.html
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There is a multitude of automated video summarization techniques [193, 205, 225,
227] used to generate light-weight previews of long video materials. To generate video
summaries, video screenshots or fragments are usually chosen based on how well
they represent the video [41, 115, 136]. This automated process, however, is prone to
amplify or diminish certain aspects of the video, it might omit meaningful information
and thus, might lead to the misrepresentation of the original content. For example,
consider watching a news broadcast announcing a powerful storm. A video summary
could show only the name of the last area hit by the storm and a random day in
which it is expected to reach an area. Thus, the decision of what is representative is
an automated process that lacks human oversight and can be misleading due to such
automation [61]. For users to meaningfully consume information available in videos
and their summaries would assume a good understanding of the events described in
the videos, their participating actors such as people or organizations, locations where
they take place, and how relevant or prominent they are for the overall video.

In this chapter, we advocate for a novel user-centric solution to provide a quick
and easy decision making support on the representativeness of video summaries
with regard to the original video. Our goal is to empower users with an efficient and
effective visual decision support that helps them to quickly understand the differences
in content of the original video and its summary. Therefore, we use user preferences to
model visual explanations along various dimensions of transparency (i.e., semantic coverage,
semantic prominence, quantity coverage and distance), to increase people’s awareness with
regard to: (1) the concepts that are present in the original video and (2) how well these
concepts are represented in the video summary compared to the original video. Our
novel approach for generating video summary explanations combines the output of
video analysis tools, such as key concepts (i.e., events, people, organizations, locations
and other concepts represented in the videos [83], [130]) from video subtitles (named
entity extraction) and video streams (video labeling) and represents them in two types
of visual explanations, namely, word clouds and donuts, along the four dimension of
transparency.

The proposed solution to generate visual explanations is generalizable to both
short and longer videos, provided that only key concepts are depicted in the visual
explanations. The length of the video summaries does not affect the efficiency of
generating such visual explanations, given that, in general, video summaries should
be short and concise. Answering the research question: What kind of visual explanations
are most useful to understand how representative a video summary is with regard to the
original video?, we make the following contributions:

• a set of user preferences for personalizing visual explanations for video summaries;

• an annotated corpus of 200 videos with key concepts extracted from video subtitles
and video frames;

• an annotated corpus of 800 video summaries (four summaries per video) with concepts
extracted from video subtitles and frames;

• a corpus of 3,200 visual explanations (four explanations per video summary, with
different levels of transparency);

• results from two user studies evaluating the utility of four types of visual explana-
tions which are modeled based on user preferences and along four dimensions of
transparency to understand the representativeness of video summaries;
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Our results show that users find most useful for understanding the representative-
ness of video summaries the explanations with the highest level of transparency -
combining all four dimensions (i.e., show the amount and the prominence of topics
covered and not covered in the video summary, compared to the original video). All
data and code are publicly available on GitHub3.

The chapter is structured as follows. Section 8.2 presents the state-of-the-art in
terms of video summarization approaches and personalization approaches for video
summaries. Section 8.3 describes the video and video summaries dataset used in
the experiments. Section 8.4 outlines the methodology for modeling and creating
visual explanations for video summaries, while Section 8.5 presents the user studies
performed to evaluate the visual explanations. Section 8.6 presents the results of the
user studies and Section 8.7 discusses the results. Finally, Section 8.8 concludes with
our main findings.

8.2 related work

Although the focus of this chapter is not on generating video summaries, we consider
the overview of work in the area of video summarization useful to understand the
potential issues of automatically generated summaries. We also review approaches
for creating personalized video summary explanations. Finally, we discuss limitations
and opportunities.

8.2.1 Video Summarization Approaches

Current literature identifies three types of video summaries: static [57, 141, 205]
composed of keyframes, dynamic [109, 221] composed of keyshots and hybrid [1].
Video summaries can be created using techniques that use a query [185, 205], or
without a query [1, 225].

Supervised methods [84, 205, 225] need manually created video summaries to learn
the features of the keyframes and keyshots to be included in the summary. Ground
truth datasets are either created automatically [57] or crowdsourced [84, 115, 205]. In
contrast, unsupervised video summarization [1, 106, 141, 227] relies on pre-defined
criteria to select the keyframes and keyshots of the summary. Common criteria in-
clude color features and clustering [57, 108], interestingness [86], importance and
relevance [185, 186], representativeness and uniqueness [41], diversity and representa-
tiveness [115, 136, 205], among other. This all leads to the fact that multiple summaries
can be created for the same video [115, 185, 186].

Benchmarks such as TVsum [193] and SumMe [86] are commonly used for qual-
itative evaluation of video summaries, where performance is reported in terms of
F1-score, mean average precision, among others. User studies are typically used for
qualitative evaluation. Video summaries are evaluated with various Likert scales on
their quality [115], informativeness and enjoyability [106], or how much a summary
helped to make sense of the full video [221].

3 The scripts to replicate the approach, the results of the user studies and their analysis, as well as
the dataset (videos, video summaries and visual explanations), are available at https://github.com/
oana-inel/FAIRView-VideoSummaryExplanations/

https://github.com/oana-inel/FAIRView-VideoSummaryExplanations/
https://github.com/oana-inel/FAIRView-VideoSummaryExplanations/
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8.2.2 Personalization of Video Summaries

Video summary personalization focuses on generating video summaries given a user’s
query [185, 186, 205]. Ghinea et al. [81] proposed a summarization algorithm that
creates a user profile, i.e., the user sees a set of 25 concepts present in the video and
indicates through a list or a sliding window which or how much of these concepts
should be included in the summary. Jin, Song, and Yatani [109] integrated fast-forward
functionality, allowing users to skip parts of the summaries, while Chongtay, Last, and
Berendt [48] introduced the idea of responsive news summarization, i.e., automatically
creating news summaries of different lengths, while providing access to the full news
item.

Explanations have been extensively developed in the context of recommender
systems [198], but little research is found in the context of video summarization.
The ANSES system [159] can be seen as a first summary personalization attempt. It
creates news broadcast summaries by enriching video subtitles with named entities of
type organization, person, location and date, and showing them to users for a quick
overview of the summary content.

8.2.3 Limitations and Opportunities

Research on video summarization is extensively focused on increasing the accuracy of
automated summarization tools, but it lacks focus on transparency. Users are faced
with condensed video summaries without understanding the underlying decisions
taken to generate the summary. Previous work [109] also suggests that users prefer
more transparent video summarization and that they express concerns regarding the
black box process of automated skipping through video frames or shots. This suggests
an opportunity to study how to best provide transparency for video summarization.
Moreover, even though representativeness is a fundamental criterion to generate video
summaries, they are rarely evaluated in terms of how well they are perceived to
represent the original video by end-users. Thus, the aspect of representativeness can
potentially be included in explanations accompanying the video summaries.

In this chapter, we address these limitations and focus on increasing user awareness
of the representativeness of the video summary with regard to the original video
through visual explanations with different dimensions of transparency. We aim to empower
end-users of video summaries, such as media researchers and video archivists, with
tools that can help them evaluate the representativeness of video summaries with
regard to the original video. To this end, we investigate a novel approach, which
makes use of concepts overview, e.g., people, organizations, events, locations, and
other concepts, to create visual explanations for more transparent video summaries.
Thus, instead of explaining how the video summary was generated, we focus on
empowering users with a personalized, user-centric visual description that they can
use to make better choices for which summaries represent best an original video.

8.3 dataset

We selected a random subset of 200 short (1-2 minutes, with an average duration
of 99 seconds) news videos from a publicly available dataset of English-language
videos [112]. We consider news videos a suitable case study for this problem because
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they typically contain information, descriptions, and/or footage of relevant and
important events taking place. We chose short videos because: (1) people’s attention
span is constantly declining (i.e., [138] reports a decrease in people attention span
after watching a video for 75 seconds); and (2) shorter videos are more suitable for
user studies both in terms of raters attention and with respect to the overall cost. We
used Speech Transcription offered by the Google Video Intelligence API4 to extract all
video subtitles.

video summaries We generated four video summaries for each video in our
dataset using an off-the-shelf video summarization approach [145] focusing on news
videos and preserving video chronology. For each video, we varied the length of the
summaries. Thus, for each video, we have two summaries of 10 seconds and two
summaries of 20 seconds. A video summary is composed of video segments of three
to six seconds, which are concatenated until reaching the desired length (i.e., 10 or 20
seconds). All video segments included in the summary follow the original timeline of
the video and all video summaries contain the audio track to accommodate the user
preferences UP1 and UP2 in Section 8.4.1 (i.e., preserve video segments chronology
and preserve audio track).

8.4 video summary explanations

In this section, we present our methodology for modeling and creating visual ex-
planations, which aim to improve video transparency and help users assess the
representativeness of a summary. We first describe a qualitative user study that we
conducted to gather user preferences for personalizing video summaries in Section 8.4.1.
Based on these user preferences we derive four dimensions of transparency and de-
sign four types of visual explanations (Section 8.4.2). In Section 8.4.3 we present our
methodology for generating such explanations.

8.4.1 User Preferences Elicitation

We conducted a small scale user survey with four media professionals - media
researchers, audio-visual collection owners and archivists - to gather insights on (1)
the characteristics of useful video summaries and (2) effective interaction with video
summaries by means of explanations. The user survey was based on the literature
review in Section 8.2 and the observations in Section 8.2.3. Below, we present the user
preferences (UP) derived from this study.

Participants prefer a video summary in which the chronology of the scenes is preserved
(UP1), since chronology is strongly correlated with understanding the narrative of a
viewpoint. Furthermore, they also prefer a video summary accompanied by the audio
track, a link to the original video and, optionally, subtitles and a textual summary of the
video, as part of UP2.

We were also interested to understand what would make a video summary ex-
plainable by focusing on the type of explanations, the format of the explanations, and
the visualization of explanations. For the type of explanations, UP3, participants prefer
to have an overview of both concepts that are covered by the video summary (to guide an
understanding of the original content) and concepts that are not covered by the video

4 https://cloud.google.com/video-intelligence/docs/transcription, retrieved August ’19

https://cloud.google.com/video-intelligence/docs/transcription
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summary (to contextualize the original video). Participants also prefer short textual
explanations (UP4), which can be checked after watching the video summary, or, as
video subtitles. Moreover, the explanations should be shown as a side info box, while the video
summary runs, UP5, so that they are not disturbed while watching the video summary.

8.4.2 Types of Video Summary Explanations

We now introduce the dimensions of transparency, and the concrete visual explanations
we propose based on the user preferences identified in Section 8.4.1. We identified
four dimensions of transparency to consider when generating video summary expla-
nations. They comply with user preference UP3, which emphasizes the importance of
understanding the similarities and differences between summaries and original video,
in terms of semantics and quantities:

• semantic coverage: concepts covered in a summary and/or original video;

• semantic prominence: concept prominence in a summary and/or original video;

• quantity coverage: fraction of concepts covered and not covered in the summary;

• distance: difference between the summary and the original video.

We use wordclouds and donuts charts for our visual explanations. Because users
had a strong preference for textual explanations for understanding the topics covered,
UP4, we consider wordclouds to balance well text and graphics. As we aim for a quick
and easy decision making support, narratives, or natural language explanations would
not be a feasible solution due to the large amount of information, i.e., all the concepts
present in a video that need to be explained. Wordclouds are also well representing
the dimensions of semantic coverage, semantic prominence and distance. Donut charts
offer a very quick overview of the total overlap of concepts between the original video
and the summary, thus representing the quantity coverage and distance dimensions. We
represent the visual explanations in green and purple colors because these two colors
together are accessible for (the majority of) people with color blindness.

Figure 33: Summary WordCloud: The words in green are concepts found in the video summary.
The word size indicates prominence of the concepts in the video summary.

Our participants mentioned in UP3 the need to see (1) which are the main topics
covered in the video summary – this aspect is supported in the Summary WordCloud
explanation and (2) which are the main topics from the original video that are not
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covered by the summary – this aspect is supported in the Overlap WordCloud and
Overlap Fraction explanations, where the latter indicates the proportion of overlap
between topics. Finally, the Combined WordCloud + Fraction explanation combines
all the visualizations and all dimensions, and consequently represents both points (1)
and (2). We describe each visualization individually below.

Summary WordCloud (baseline): depicted in Figure 33, represents the semantic
coverage and semantic prominence dimensions in the video summary. It summarizes
the main concepts depicted in the video summary, in a word cloud. The concepts
(words) covered by the video summary are depicted with green color. The size of the
words indicates the prominence of the concepts, i.e., the larger the words, the more
prominent the concept in the video summary.

Figure 34: Overlap Fraction: The portion in green shows the percentage of original video
concepts covered in the video summary. The portion in purple shows the percentage
of original video concepts not covered in the video summary.

Overlap Fraction: depicted in Figure 34, represents the quantity coverage and distance
dimensions. It summarizes the percentage of concepts in the original video that (1) is
covered by the video summary in green color and that (2) is not covered by the video
summary in purple color, in a donut chart.

Figure 35: Overlap WordCloud: The words in green are concepts found in the video summary.
The words in purple are concepts found in the original video and which are not
found in the video summary. The word size indicates prominence of the concepts
in the original video.

Overlap WordCloud: depicted in Figure 35, represents the semantic coverage, semantic
prominence and distance dimensions. It summarizes the main concepts depicted in the
video summary in green and the main concepts in the original video, that are not
covered by the summary in purple, in a word cloud. The size of the words indicates
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the prominence of the concepts, i.e., the larger the word, the more prominent the
concept is in the original video.

Figure 36: Combined WordCloud + Fraction: Combination of Overlap WordCloud and Overlap
Fraction.

Combined WordCloud + Fraction: depicted in Figure 36, represents all four di-
mensions: semantic coverage, semantic prominence, quantity coverage and distance. It
summarizes the main concepts depicted in the video summary and the main concepts
that are found in the original video but are not covered by the summary and their
coverage in percentage. The visual explanation is a combination of the word cloud
proposed in Overlap WordCloud and the donut proposed in Overlap Fraction. The colors
and the size of the words have the same meaning as described above.

8.4.3 Explanation Generation Methodology

Further, we describe the methodology applied to semantically enrich the videos in
our dataset, i.e., to identify the relevant concepts. We applied two types of machine
enrichment, namely entity extraction from the video subtitles and label extraction
from the video stream, to generate a list of concepts that appear in the video.

concept extraction First, we extracted (common and proper) entities from
the video subtitles, by running the Google Natural Language API5. Each entity may
have assigned a type, from a predefined list: person, location, organization, event,
among others. Second, we extracted labels from the video stream using the Google
Video Intelligence API6. We identify all labels for each video frame (a frame refers to
a one second video fragment). Similarly, each label might have a type assigned from a
predefined list.

5 https://cloud.google.com/natural-language/, retrieved August 2019
6 https://cloud.google.com/video-intelligence/, retrieved August 2019

https://cloud.google.com/natural-language/
https://cloud.google.com/video-intelligence/
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Several concepts identified in the video subtitles and video frames could refer to
the same concept (same lemma) but have different forms. Thus, to better align the
concepts we first run part-of-speech (POS) tagging7 on the concepts from the video
subtitles and from the video frames and then we extract their lemmas8. This resulted
in an average of 36 entities (minimum 0, maximum 58) per video and an average of
175 labels (minimum 34, maximum 524) per video.

key concepts selection It would be difficult to visualize in a word cloud all
concepts extracted from video subtitles and frames, as they could reach values higher
than 524. Thus, we chose to show only the key concepts from the two sources:

a). Entities from Video Subtitles: select all entities of type event, location, organization
and people and exclude the other types. Upon analysis, this selection gives us the
most optimal set of named entities, which most likely will not appear among the
video frames labels. Furthermore, previous research [23, 83] showed these types are
the most useful for contextualizing information in videos.

b). Labels from Video Frames: (1) select the labels that appear in all three portions
of the video, i.e., start, middle, end; (2) among these, select the labels that have an
occurrence higher than the median value in the video that is being analyzed.

Subsequently, we have an average of 18 entities (minimum 0, maximum 44) and
an average of 17 labels (minimum 0, maximum 46) per video. We used the union
of these key concepts (average of 34, minimum 4 and maximum 73) to generate the
explanations.

In Section 8.7.1 we discuss the limitations of our approach, namely the use of
automated tools and the selection of key concepts.

prominence of key concepts We normalize the frequency of concepts in video
subtitles and video frames by the maximum occurrence among each of them to have
prominence values from (0, 1] for both types of concepts. If a concept appears in both
subtitles and frames, the word cloud shows the prominence from the subtitles.

8.5 user studies

We conducted two online user studies: User study 1 to find out which type of visual
explanation is preferred to assess the representativeness of video summaries, and User
Study 2 to understand how one (style of) visual explanation is used by participants to
compare two summaries of the same video for their representativeness.

Subjects: We conducted the studies on the Amazon Mechanical Turk (AMT) platform,
with master workers, with at least 98% acceptance rate, more than 500 accepted HITs,
and from English-speaking countries (US, UK, CA, AU).

8.5.1 User Study 1

The first user study9 aims to identify which of the visual explanations in Section 8.4.2
contribute the most to understanding how representative a video summary is, with
regard to the original video.

7 NLTK POS tagger https://www.nltk.org/book/ch05.html, retrieved Sep.’19
8 NLTK WordNet Lemmatizer https://bit.ly/39XyX08, retrieved Sep’19
9 Template: https://github.com/oana-inel/FAIRView-VideoSummaryExplanations/blob/master/

user_study1/user_study1_template.md

https://www.nltk.org/book/ch05.html
https://bit.ly/39XyX08
https://github.com/oana-inel/FAIRView-VideoSummaryExplanations/blob/master/user_study1/user_study1_template.md
https://github.com/oana-inel/FAIRView-VideoSummaryExplanations/blob/master/user_study1/user_study1_template.md
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materials We used 20 videos and one of their summaries of 10 seconds (see
Section 8.3). We manually selected the videos in order to achieve a balanced and
unbiased set of video summaries, i.e., which covers a large range of characteristics and
represent well all four dimensions identified from the user preferences, i.e., semantic
coverage, semantic prominence, quantity coverage and distance.

• Many Prominent (MP) 10 videos with many prominent concepts (high amount
of concepts that appear throughout the video)

– Many Prominent - Many Covered (MP-MC) 5 summaries have high over-
lap on the prominent concepts

– Many Prominent - Few Covered (MP-FC) 5 summaries have high overlap
on the prominent concepts

• Few Prominent (FP) 10 videos without many prominent concepts, but with
similar prominence throughout the video

– Few Prominent - Many Covered (FP-MC) 5 summaries have high overlap
on the prominent concepts

– Few Prominent - Few Covered (FP-FC) 5 summaries have low overlap on
the prominent concepts

independent variables For the videos above, we generated four explanations
with different dimensions of transparency, as described in Section 8.4.2: Summary
WordCloud (semantic coverage & semantic prominence), Overlap Fraction (quantity cov-
erage & distance), Overlap WordCloud (semantic coverage, semantic prominence & distance)
and Combined WordCloud + Fraction (all four).

procedure Each video and summary was annotated by 20 participants, and each
judgment was remunerated with $0.45. The procedure of the study follows the steps
below:

1. Watch videos: The participants first watch the full video. When the video finished,
they were asked to watch the full summary of the video. The video summary is hidden
from the participants unless the video has finished playing. Similarly, the questions of
the study are not available unless the video summary has finished playing.

2. Answer questions: First, we informed participants about the goal of the study, i.e.,
to understand how we could support video archives in summarizing their content.
Then, we asked them two questions, for which the answers were randomized each
time. (1) We asked participants to inspect the four types of explanations (order was
randomized each time) and choose the ones they find the most useful to understand
how representative the video summary is for the video they watched. (2) We asked
them to motivate their answer by choosing all the reasons that apply from a predefined
list: “It was useful to see”: “the concepts of the video summary”, “which concepts from
the original video were covered in the summary”, “the fraction of concepts in the video
summary”, “the prominent concepts of the original video”, “the prominent concepts of the
video summary”, “the differences between summary and original video”, “the similarities
between summary and original video”, “the concepts from the original video not covered by
the summary”. We also added the option “Other” and asked them to type in a reason. Finally,
we asked the participants to tell us which other visualization they found useful for assessing
representativeness.

hypotheses In this user study we test the following hypotheses:



8.6 results 113

H0 The baseline explanation, Summary WordCloud, has the least utility for understanding the
representativeness of video summaries. This explanation does not have any information
about the original video, and does not contain any of the additional information
identified in the user preferences. We expect it to have low utility.

H1 The dimension of distance brings meaningful utility for understanding the representa-
tiveness of video summaries.

H2 The dimensions of semantic coverage and semantic prominence have more utility than
the dimension of quantity coverage for understanding the representativeness of video
summaries.

H3 The combination of the four dimensions provides the best utility for understanding the
representativeness of video summaries.

8.5.2 User Study 2

The first study confirmed that the identified explanatory dimensions were helpful for assessing
the representativeness of video summaries. However, we do not know how participants would
use this information. Thus, in this study10, we compare two different video summaries of the
same video and their Combined WordCloud + Fraction explanation (i.e., the explanation with
the highest representativeness utility as resulted from User Study 1). Since these summaries
will be differently representative, this allows us to study in further depth how people use this
kind of visual information.

materials We used 18 of the videos from the first study, their two summaries of 10
seconds, for consistency, and their visual explanations Combined WordCloud + Fraction. We
excluded two videos because explanations could not be generated for them (one video
summary had no concept overlap with the key concepts of the original video - Section 8.4.3).

procedure 20 participants compared each pair of summaries and explanations and each
comparison was remunerated with 0.45 USD. The procedure of the study follows the steps
below:

1. Watch videos: The participants first watch the video and then the two video summaries.
The video summaries are hidden from the participants unless the video has finished playing
and the questions of the study are not available unless the video summaries have finished
playing. According to U5, the visual explanations are shown under each video summary, from
the moment the video summaries are shown. The order of the two summaries is randomized.

2. Answer questions: We provided the same context for the study, i.e., to understand how we
could support video archives in summarizing their content. First, we asked the participants to
use the explanations of the video summaries to decide how representative the two summaries
(VS1 and VS2) are for the original video, by choosing one option among: “VS1 is more
representative than VS2”, “VS2 is more representative than VS1”, “VS1 and VS2 are equally
representative” or “VS1 and VS2 are not representative”. We also asked them to motivate their
answer.

hypothesis In this user study we test the following hypothesis:

H4 Users make use of the four dimensions identified as meaningful in Section 8.4.2 to assess
the representativeness of video summaries.

8.6 results

In this section, we analyze and present the results of our user studies.

10 Template: https://github.com/oana-inel/FAIRView-VideoSummaryExplanations/blob/master/

user_study2/user_study2_template.md

https://github.com/oana-inel/FAIRView-VideoSummaryExplanations/blob/master/user_study2/user_study2_template.md
https://github.com/oana-inel/FAIRView-VideoSummaryExplanations/blob/master/user_study2/user_study2_template.md
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analytical method To test our hypotheses H0 to H3 we apply Cochran’s Q test, a
non-parametric statistical test which is similar to a Chi test but can be applied when multiple
categories are selected for the same item, as in our case. For all hypotheses, we have the
following null hypothesis: there is no difference in the percentage of participants that prefer
each explanation, where the set of explanations varies for each hypothesis. To test hypothesis
H4, we perform a qualitative analysis of the participants’ comments.

8.6.1 User Study 1

We report on the results of our first user study by testing the hypotheses presented in
Section 8.5.1. We test the utility of the four dimensions, semantic coverage, semantic prominence,
quantity coverage and distance to understand the video summaries representativeness. Each
dimension characterizes one or more visual explanations.

8.6.1.1 Participants

We gathered 400 judgments from 69 participants. Each participant annotated around 6 videos,
31 participants annotated only one video, and 7 participants annotated all 20 videos.

8.6.1.2 Overview of Participants Preferences

Explanation Combined WordCloud + Fraction received the most votes, being chosen in 194
out of 400 answers, and it is followed by explanation Overlap WordCloud with 106 out of 400
votes. The least votes are received by explanation Overlap Fraction, with not more than 68
votes and explanation Summary WordCloud with 87 votes.

In Table 23 we report the percentage of answers for each visual explanation on the four
video categories used in our study (see Section 8.5.1). For every video category, explanation
Combined WordCloud + Fraction is the most chosen as being useful for understanding how
representative the video summary is for the original video. Furthermore, explanation Overlap

Fraction has the least representativeness utility for three video categories, namely MP-MC,
LP-MC and LP-FC. The exception are, however, the videos with many prominent concepts
and few covered in the video summary (MP-FC), where the least preferred explanation is
instead Summary WordCloud, and then followed by Overlap Fraction.

Following, we test our four hypotheses (analysis in Table 22).

Table 22: Results of the Cochran’s Q test for each hypothesis in User Study 1, for all videos in
our dataset (All Videos) and per video category. The visual explanations compared
in each hypothesis are abbreviated: Summary WordCloud - SWC, Overlap Fraction -
OF, Overlap WordCloud - OWC and Combined WordCloud + Fraction - CWC+F

H0 H1 H2 H3
SWC vs. OF OWC vs. SWC OF vs. SWC OF vs. OWC CWC+F vs. all

All Videos Cochran’s Q = 2.39
p = 0.12

Cochran’s Q = 2.13
p = 0.14

Cochran’s Q = 2.39
p = 0.12

Cochran’s Q = 9.75
p = 0.001

Cochran’s Q = 90.16
p = 2.02e

�19

MP-MC - Cochran’s Q = 0.53
p = 0.46

Cochran’s Q = 0.4
p = 0.52

Cochran’s Q = 2.31
p = 0.12

Cochran’s Q = 17.89
p = 0.0004

MP-FC Cochran’s Q = 1.4
p = 0.23

Cochran’s Q = 6.4
p = 0.01

Cochran’s Q = 1.4
p = 0.23

Cochran’s Q = 1.8
p = 0.17

Cochran’s Q = 24.87
p = 1.64e

�05

FP-MC - Cochran’s Q = 2.18
p = 0.13

Cochran’s Q = 4.45
p = 0.03

Cochran’s Q = 0.75
p = 0.38

Cochran’s Q = 27.57
p = 4.45e

�06

FP-FC - Cochran’s Q = 1.08
p = 0.29

Cochran’s Q = 2.0
p = 0.15

Cochran’s Q = 6.42
p = 0.01

Cochran’s Q = 28.12
p = 3.42e

�06

H0: The baseline explanation, Summary WordCloud, has the least utility for understanding the
representativeness of video summaries. As we saw in Table 23, the visual explanation Summary

WordCloud did not received the least amount of votes overall. There was an exception for
videos with many prominent concepts and few covered in the summary, MP-FC. However,
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in Table 22 we see according to Cochran’s Q test (p > 0.05) that the difference between the
baseline and the Overlap Fraction explanation (i.e., the following preferred explanation) was
not statistically significant. Overall, we reject our hypothesis H0. We did not find support that
this explanation has the lowest utility overall.

H1: The dimension of distance brings meaningful utility for understanding the representativeness
of video summaries, compared to the baseline. The visual explanations Overlap Fraction and
Overlap WordCloud are characterized by the dimension of distance. Thus, we analyze whether
any of these visualizations is preferred over the baseline, i.e., Summary WordCloud. From
Table 23 and Table 22, we know that actually, the baseline explanation is statistically preferred
over the Overlap Fraction explanation for FP-MC videos, and not vice versa. Further, we
also observe that explanation Overlap WordCloud for videos with many prominent concepts
and few covered in the summary is preferred over the baseline. H1 is accepted for only one
type of video, MP-FC, for Overlap WordCloud.

H2: The dimensions of semantic coverage and prominence have more utility than the dimension of
quantity coverage for understanding the representativeness of video summaries. We test here whether
the visual explanation Overlap WordCloud is more preferred than the visual explanation
Overlap Fraction. In Table 23 we observe that Overlap WordCloud receives more votes than
Overlap Fraction on all video types. According to Table 22, our hypothesis H2 is accepted
only for videos with few prominent concepts and few covered concepts in the video summary,
where the preference is statistically significant.

H3: The combination of the four dimensions provides the best utility for understanding the rep-
resentativeness of video summaries. The Combined WordCloud + Fraction visual explanation
incorporates all four dimensions that are considered relevant for understanding represen-
tativeness of video summaries. As observed in Table 22, we reject the null hypothesis for
all videos and for all video categories, which means that at least one visual explanation is
significantly preferred compared to the others. This, in addition to the statistics in Table 23
show that our hypothesis H3 is accepted, i.e., explanation Combined WordCloud + Fraction is
always preferred.

Table 23: Percentage of answers (smallest in bold) containing each visual explanation on the
four video categories used in our study (Many Prominent - Many Covered (MP-MC),
Many Prominent - Few Covered (MP-FC), Few Prominent - Many Covered (FP-MC),
Few Prominent - Few Covered (FP-FC).

Summary
WordCloud

Overlap
Fraction

Overlap
WordCloud

Combined
WordCloud &

Fraction

MP-MC 22% 18% 27% 46%
MP-FC 15% 22% 31% 49%
FP-MC 29% 15% 20% 50%
FP-FC 21% 13% 28% 49%

8.6.1.3 Visual Explanation Motivation

The study participants motivate their visual explanation preferences by mentioning that they
find it useful, in equal proportion of 34%, to see (1) which concepts from the original video
were covered in the summary and (2) which are the prominent concepts of the original video.
Conversely, the least chosen motivations were (1) “It was useful to see the concepts of the
video summary” in a proportion of 25% and (2) “It was useful to see the similarities between
summary and original video” in a proportion of 27%. Therefore, the choice of the motivations
further emphasizes the preference of the participants towards the visual explanation Combined

WordCloud + Fraction.
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8.6.1.4 Additional Visual Explanations

In general, participants mentioned that the four visual explanations provide a comprehensive
understanding of the representativeness of video summaries. Among the comments received,
we summarize the most informative ones with regard to additional visual explanations: (1) a
word count comparison; (2) a breakdown on the main topics and the percentage of the topic
in the original video and in the summary; (3) a summary of the percentage of time devoted
to each speaker in the original video and in the summary; (4) the location of the topics in
the original video, i.e., beginning, middle, end; (5) footnotes attached to the words in the
summary to go into a more detailed summary when clicking on it. Furthermore, participants
also suggested the addition of “bar chart” and “Venn diagram” for showing which concepts
are covered by the video summary and what is their percentage.

8.6.2 User Study 2

We now report on the results of user study 2, where participants were asked to assess the
representativeness of two video summaries and their Combined WordCloud + Fraction ex-
planation. We perform a qualitative analysis of the participants’ comments.

8.6.2.1 Participants

We gathered 360 judgments from 76 participants. Each participant annotated around 5 videos,
7 participants annotated all videos, and 36 participants annotated only one video.

8.6.2.2 Overview of summary representativeness

In general, participants consider the two video summaries equally representative (126 votes
out of 360). 46 times none of the summaries was considered representative, while in general,
the two summaries received an equal amount of votes (97 vs. 91).

H4: Users make use of all four dimensions of transparency to compare the representativeness of video
summaries. Following, we perform a qualitative analysis of the participants’ comments.

When participants consider none of the summaries as representative, they motivate their
choice by stating that the focus was not on the main topics, thus by making reference to
the semantic coverage and distance, e.g., “Neither captures the main points that the video is about.”,

“Neither ... deals with the main theme of the video.”, “Both have small variations but do not show enough
of the main topics to get an understanding of the events.”.

When the video summaries are very similar and they seem to cover the same topics,
participants tend to reference the quantity coverage: “... the emphasis is different, but the percentages
of concepts in the video summaries are the same”, “... same percentage found in the original” or
simply the similarities between the two summaries: “same information each.”, “both are good,
good information and good visual images, good context”. Participants also comment on the fact that
the two summaries cover the same key concepts of the original video, such as, “both seemed
to hit the same key points from he main video” or “both cover some key points, they are both good.”.
Since only a small number of participants said none of the video summaries is representative,
namely 12.78%, we were not able to understand whether video summary quality can affect
user comprehension.

When choosing one of the two summaries as being more representative, two reasons are
emphasized. On the one hand, participants check the coverage of the concepts in percentage,
thus looking into quantity coverage: “had more of the topics of the video covered”, “covers 10% more of
the video concepts”, “more video contents are covered-6% more”. On the other hand, they verify the
semantic coverage and prominence of the topic mentioned: “The words and summary shown in this
image are more prevalent to the original clip.”, “While the percent of video concepts found is the same,
Summary 1 expresses the importance of concepts found in the word cloud.”, “Summary 1 covers more
of what is in the original video and the word cloud generated highlights more of the hurricane problems
discussed.. It is also interesting to notice in the examples above that participants mention how
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each component of the visualization helped them decide on the representativeness of the
video summaries.

Our hypothesis H4 is accepted, as we found evidence in participants’ comments that all
four transparency dimensions contribute to the decision of choosing the most representative
video summary.

8.7 discussion

In general, we observe that participants prefer to see which are the most prominent concepts in
the original video that are covered or not covered in the video summary. This observation is also
supported by current literature on explanations [135], which concludes that people need
explanations that contain both arguments and counter-arguments. Additionally, participants
prefer the most complete visual explanations that semantically characterizes (word cloud with semantic
and prominence overlap) and quantifies (donut with percentage overlap) the overlap between the video
summary and the original video, which reflects the differences between the two, distance. Therefore,
all four dimensions of transparency identified in our user preferences elicitation survey are
meaningful.

Interestingly, the baseline explanation, Summary WordCloud is the least preferred for just one
type of videos, namely videos with many prominent concepts and few covered in the video
summary and the second least preferred for the other video categories. Conversely, the visual
explanation Overlap Fraction is more preferred on videos with many prominent concepts
and few covered in the video summary and the least preferred on all the other categories. This
indicates that, in general, the quantity coverage dimension has the least representativeness utility
when used alone. Furthermore, participants have a strong tendency towards understanding
the semantic coverage at the level of the video summary and even more prominently at the level
of both video summary and original video.

When the visual explanations are used in practice to assess the representativeness of video
summaries, we observe that all four dimensions of transparency shape the decision of the
participants. Although the dimension of quantity overlap expressed in the Overlap Fraction

has the least utility in assessing representativeness, participants still use it when the two video
summaries are quite similar to help them decide whether they are equally representative or
one is more representative than the other. The key concepts of the video, expressing semantic
coverage, semantic prominence, as well as distance, seem to be the main aspect of assessing the
representativeness of video summaries. This emphasizes the need to provide users with highly
meaningful video concepts.

8.7.1 Limitations

We identified several limitations of this work, regarding (1) the visual explanation generation
approach, (2) the experimental setup and (3) the types of video summaries used in our
experiments.

Visual explanation generation approach: consists of automated components. First, we rely on
a single annotation tool and its ability to extract meaningful concepts from videos. Some
concepts might be misleading or too general (e.g., “event” is quite often extracted from the
video stream). Second, we extract entities from automatically generated video subtitles. Thus,
entities that are not well recognized by speech-to-text may not be correctly identified. Third,
there is a gap between machines and humans [83], meaning that people may describe a video
with different concepts than machines. Thus, the key concepts we identify may not be the most
representative for the video. The results of our second user study also emphasized the need
to visualize the key concepts, as many participants base their decision on them. Nonetheless,
our key concepts still convey a lot of information, as shown in our experiments. The visual
explanation generation approach is generalizable for any video summary length. However,
longer videos could have an impact since more concepts need to be included in the visual
explanations and people would need to take longer to understand the representativeness of
the summary.
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Experimental setup: does not consider the overall quality of the video summaries. We are not
aware whether video summary representativeness can be drastically affected by the overall
quality of the video summaries. This issue is not the focus of our work. However, we try
to mitigate it by comparing video summaries of equal length and generated by the same
video summarizer, which contain at least some of the key concepts of the original video.
Another limitation regarding the experimental setup consists in the limited number of visual
explanations explored. However, the visual explanations explored were the most suitable to
incorporate the user preferences and the four dimensions of transparency.

Different types of summaries: are not considered. We did not analyze the effects of (1) the
video summary duration (we only used summaries of 10 seconds) and of (2) different types of
summarization (we only used keyshot-based video summaries).

8.8 conclusion

In this chapter, we leveraged event understanding to ease the creation of video summary
explanations. We proposed a set of four visual explanations for video summaries to guide
users to understand how representative a video summary is with regard to the original
video. The proposed visual explanations were generated based on user preferences gathered
from target users such as media scholars, archivists, and collection owners. The explanations
provided overviews of the summary, differences and overlaps between the original video
and the summary, among others. Four dimensions of transparency are covered by our proposed
explanations: semantic coverage, semantic prominence, quantity coverage and distance. Our results
suggested that people prefer the highest level of transparency (combining all four dimensions)
when assessing the representativeness of a summary with respect to the original video. More
precisely, they preferred to see the exact concepts that overlap and differ between the original
video and the summary, as well as the percentage of concepts that is covered by the summary.
Moreover, when comparing two video summaries of the same video, each dimension of
transparency contributed to the choice of the most representative one. Thus, our results
showed that users need a good overview of the events, people, locations, organizations, and
concepts of any type and their prominence to be able to synthesize differences between original
videos and their summaries.
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9
C O N C L U S I O N

In this chapter, we summarize the research questions of this thesis, which were investigated
in Chapters 3 to 8. We also discuss the implications and limitations of our work and provide
directions for future research directions.

9.1 research questions revisited

In light of our main research question, “Can diversity in crowds and machines improve machine un-
derstanding of events and their characteristics?”, we further discuss the results of our sub-research
questions, based on the research, experiments, and analyses performed in this thesis.

RQ1: Can leveraging diversity in relevance annotation improve the reliability of event-related
corpora?

In Chapter 3, we investigated this research question to build a reliable topical relevance
test collection, i.e., a corpus of documents that is relevant for a given topic or event. We
proposed a crowdsourcing methodology for annotating and creating a reliable topical relevance
test collection, empirically derived through extensive crowdsourcing annotation pilots. The
crowdsourcing annotation pilots were based on established scientific approaches, in which we
experimented with the relevance annotation scale, the document granularity, the annotation
template, and the number of workers. Through these crowdsourcing annotation pilots, we
showed that we can improve the accuracy of the topical relevance annotations by adapting
the annotation guidelines and the document granularity used to assess the relevance of a
document regarding a topic or event. More precisely, we showed that by asking the crowd
annotators to evaluate the relevance of document paragraphs instead of full documents and
motivate their relevance assessment through rationales, namely highlighting sections of the
document paragraph that helped them decide on the relevance, we gather more accurate
relevance. Furthermore, we showed that collecting relevance annotations on a binary scale
instead of on a ternary scale and asking multiple annotators to annotate the same document
paragraphs results in more reliable topical relevance annotations.

These results are contrary to existing annotation guidelines followed by TREC, where
relevance annotations are performed by one or two annotators per document, at the level
of the full document, using a ternary scale, and by following detailed annotation guidelines
and definitions. The optimal crowdsourcing annotation task that we proposed in Chapter 3
annotates document paragraphs with binary relevance scales that are ultimately translated into
document rankings, using seven annotators per document, and by showing the document’s
paragraphs in random order. We used this annotation template to collect a large topical
relevance test collection of 23,554 documents, which cover 250 topics or events. We further
argued that ranking documents based on relevance provides a more accurate and natural
outcome than using a relevance label provided by a single annotator. The ranking of the
documents can, nevertheless, be transformed into binary or ternary relevance labels.

RQ2: Can harnessing diversity in machines and crowds improve the utility of event-related corpora?
In Chapter 4 and Chapter 5, we investigated this research question for two event under-

standing tasks, namely identifying event properties such as people, locations, organizations,
and roles in Wikipedia sentences and identifying events and time expressions in news articles
sentences.

In Chapter 4 we proposed a hybrid multi-NER crowd-driven approach to improve the
performance of named entity recognition tools. More precisely, we followed the underlying
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assumption of our CrowdTruth methodology that disagreement is not noise but signal. Thus,
we leveraged in our approach the diversity among multiple named entity recognition tools and
among crowd annotators. As a use case, we used 156 Wikipedia sentences (part of the Open
Knowledge Extraction semantic challenge), which were annotated with 1,007 event properties
of type place, person, organization, and role. Our approach consisted of several empirical and
experimental steps. We first performed named entity recognition with five state-of-the-art tools
(one of the tools was a named entity recognition tools unifier). Then, we combined their output
which we called Multi-NER. We first showed that our Multi-NER approach, by considering
the data ambiguity and differences among named entity recognition tools, has a significantly
higher coverage of entities than individual tools, when compared to the given ground truth.
Thus, our Multi-NER approach showed a significant decrease in false negative named entities,
but, simultaneously, a significant increase in false positive cases, as well. To alleviate this issue,
which we empirically showed to be highly dependent on the ambiguity and inconsistencies
of current ground truth datasets, we conducted crowdsourcing experiments that aimed to
decrease the number of both false positive and false negative named entities. These studies
suggested that the crowd can effectively identify mistakes, inconsistencies and ambiguities in
these ground truth datasets.

In summary, we showed that we were able to improve the coverage of named entities by
first aggregating the output of various named entity recognition tools and then validating and
extending it through crowdsourcing. Furthermore, we showed that the crowd-driven ground
truth gathering, which harnesses diversity, perspectives and granularities, proves to be a more
reliable way of creating a ground truth when dealing with the natural language ambiguity and
the overall task ambiguity. We also emphasize that our approach is data, annotation target,
and tool agnostic, which means that it can be applied on various data modalities, named entity
types, and by aggregating several tools’ output.

Chapter 5 further investigated the research question in light of our methodologies and
main conclusions in Chapter 3 and Chapter 4 on a novel use case, namely event identification.
More precisely, we applied the methodology introduced in Chapter 3 to identify the optimal
crowdsourcing annotation task for identifying events by experimenting with a diversity of
annotation guidelines. Furthermore, we used the hybrid multi-machine crowd-driven approach
introduced in Chapter 4 to identify and correct inconsistencies in event corpora. In addition to
these, we proposed a novel data-agnostic validation methodology to study the consistency and
completeness of expert-annotated datasets for events and time expressions. More precisely,
we proposed a set of analytics to measure the consistency and completeness of such datasets
and a crowdsourcing approach to mitigate consistency and completeness problems. We used
the crowdsourced event annotations to train and evaluate a state-of-the-art event extraction
system. Our results suggested that the crowd-annotated events are a reliable dataset to train
and evaluate state-of-the-art event extraction systems. The performance of the system was
improved when trained and evaluated with crowd-annotated data.

With these experiments, our main contributions are three-fold. On the one hand, we showed
the applicability of previously proposed methodologies and experimental designs on a novel
case study, namely event identification. On the other hand, we proposed a novel data-agnostic
methodology to study consistency and completeness in expert-annotated datasets, which was
validated on events and time expressions. And finally, we showed that the event extraction
model performs better when trained and tested on crowd-annotated data, which is more
consistent and complete, than when using expert-annotated data.

RQ3: Can leveraging crowd diversity in salience annotations improve event understanding?
In Chapter 6, we studied this research question in light of the ever-increasing stream of

information that both humans and machines need to process and understand. More precisely,
we focused on acquiring empirical insights to identify salience features in tweets and news
articles regarding a particular event, namely the event of “whaling”, using the CrowdTruth
diversity-driven methodology. We derived a methodology to identify such features by build-
ing up a knowledge space of the event enriched with relevant phrases and sentiments and
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ranked by their novelty, by using various crowdsourcing experiments which harness diverse
interpretations and annotations from crowd annotators. Our results, however, showed that
current state-of-the-art approaches for processing relevant and subjective information typically
underperform. More precisely, we showed that current state-of-the-art approaches for similar-
ity assessment do not always perform well when dealing with ambiguous data or everyday
people conversations and are not a reliable approach to assess relevance. Similarly, our results
suggested that current automated tools for sentiment analysis are not able to capture the large
range of sentiments and intensities perceived by crowd annotators. To summarize, our main
findings were that through capturing the diverse perspective and multitude of interpretations
of crowd annotators, we are able to enrich textual information with relevance, novelty, senti-
ment and intensity values which can then be used to compose a time-stamped collection of
salience features for the given event of “whaling”.

RQ4: Can leveraging event understanding ease the creation of audio-visual narratives and summaries
explanations?

In Chapter 7 and Chapter 8, we explored how event understanding, through the contex-
tualization of information by means of events, event properties, and relevance estimations,
provides the foundation for two use cases, namely narrative creation and providing video
summary explanations.

In Chapter 7, we performed a small scale nichesourcing study with humanities scholars to
understand what are the visual attributes and semantics that drive the creation of narratives by
remixing keyframes and short video fragments into suggestive GIFs. We found that humanities
scholars need and use rich implicit and explicit enrichment of audio-video datasets to create
serendipitous narratives. Our analysis showed that time aspects are less important when
creating narratives, as opposed to events which are found to be the most useful. Furthermore,
humanities scholars often characterized their narratives through general keywords referring
to events, objects, places, and people that almost entirely overlap with visual tags—extracted
from the video content, while specific keywords were less often used. Thus, we found that the
understanding of visual aspects, especially event and concept-centric, is needed to steer the
storyline.

In Chapter 7, we further used the insights gathered from the narrative creation experiment
to study the utility of different types of visual explanations to achieve transparency for end-users
on how representative video summaries are, regarding the original video. More precisely,
we explored how we can use the main events depicted in videos and their event properties
to generate explanations for video summaries. The generated explanations meet target user
preferences and express different dimensions of transparency: concept prominence, semantic
coverage, distance and quantity of coverage through general and specific concepts extracted from
the video content and, respectively from video subtitles. Similarly to existing studies showing
that people prefer explanations that contain both arguments and counter arguments [135], in
our case study, we found that they prefer to know which are the most prominent concepts
in the original video that are covered and not covered in the video summary. Furthermore,
our user studies’ results suggested that people prefer the highest level of transparency, which
combines all four dimensions of transparency when assessing the representativeness of a
summary regarding the original video.

9.2 discussion, limitations, and future work

We discuss several implications of the work conducted as part of this thesis, which we
present as four general themes: (1) leveraging disagreement among crowd annotators, (2)
understanding and modeling crowd annotators, (3) building models that are able to reason in
the disagreement space, and (3) addressing the gap between humans and machines. In addition,
based on the limitations identified in our proposed work, we present several directions for
future work.
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leveraging disagreement among crowd annotators In this thesis, we
leveraged the disagreement among crowd annotators to better understand events and their
properties in terms of participating actors, relevance estimations, salience, and evoked senti-
ments and intensities. Disagreement among crowd annotators, harnessed through the Crowd-
Truth metrics and methodology, was a powerful tool to understand and identify ambiguous
annotations and input units. In several experiments dealing with identifying events, event
properties and relevant documents for a particular topic or event, we also showed that the
crowd can capture the mistakes of information extraction tools, identify inconsistencies in
expert-annotated datasets, and provide additional or missing relevant information. In the
literature, the CrowdTruth methodology has already proved to be a suitable approach for
capturing and dealing with disagreement in a number of studies, such as medical relation
extraction [67], open relation extraction [65], frame disambiguation [66], identifying causal
relations between events [34]. Nevertheless, we argue that future work could focus on research-
ing the applicability of the CrowdTruth disagreement-aware methodology on various other
tasks, such as video summarization [221], measuring grammatical correctness [131], among
others.

The CrowdTruth methodology has been extensively compared with the majority vote
approach and, to some extent, with the MACE tool [93], which computes worker quality scores
and returns the most likely answer, without considering the difficulty or the ambiguity of the
annotated input unit. CrowdTruth consistently outperforms majority vote [69] and performs
very similar to MACE on closed tasks, which are assumed to have a single answer. Future
work, however, should thoroughly compare the CrowdTruth metrics with other metrics that
model task difficulty, workers quality, and input units ambiguity and clarity, in particular with
Bayesian methods such as the ones reviewed by Paun et al. [158].

modeling and understanding crowd annotators Our CrowdTruth method-
ology models crowd annotators quality from the perspective of disagreement, by accounting
for the difficulty of the input units and the ambiguity of the target annotations. When deal-
ing with human perceptions, opinions, and perspectives, however, literature has shown that
disagreement is likely to surface as a result of cognitive biases such as confirmation bias,
groupthink, anchoring effect, availability bias, among others [71, 80]. This also implies that the
work of crowd annotators can be affected by the order in which they annotate the items. For
example, in our relevance assessment and sentiment analysis tasks in Chapter 3 and Chapter 6
the rationale of crowd annotators might be affected by the order they see passages they need
to annotate or by the sentiment strength or intensity of the previously annotated tweets or
sentences. In our studies, however, we mitigate such biases by asking a relatively high number
of crowd annotators to annotate the same input, number that is empirically derived through
pilot experiments and analyses. More precisely, in Chapter 3 we proposed a methodology for
identifying the optimal crowdsourcing annotation task and settings for the task of relevance
assessment, which was further validated in Chapter 5 for the task of event detection. While
the literature has also shown that learning effects have a positive impact on the quality of the
crowdsourced data (i.e., the performance of the crowd increases with the number of annotated
examples) [62], the inherent annotator bias needs to be better studied in the context of the
CrowdTruth disagreement-aware methodology.

building datasets and models in a disagreement-aware space In Chap-
ter 5 of this thesis, we showed experiments in which we trained and tested a state-of-the-art
event extraction tool with disagreement-aware crowdsourced events, using the CrowdTruth
approach. Similarly as existing work on relation extraction [67], we showed that the perfor-
mance of the models can be improved. In this thesis, however, we collected a large range of
event-related datasets, with various degrees of difficulty and subjectivity, which, in future
work should be thoroughly addressed and tested.

In this thesis, we also experimented with several expert-annotated datasets and benchmarks,
which were widely used for training and evaluating various systems for named entity recog-
nition, event and temporal expression extraction, and topical relevance, among others. Our
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empirical analysis and crowdsourcing experiments, however, showed that crowd annotators
disagree to some extent with the expert annotators for various reasons. The latent ambiguity
in language is one predominant aspect. Furthermore, we showed that disagreement among
crowd annotators can be an indicator of clarity or likelihood of a particular target annotation
to be applicable for a particular input. From this perspective, future work should focus on
better understanding these types of disagreement and how they each impact the development
of disagreement-aware models.

Expert-annotated datasets, however, typically lack this understanding of ambiguity, usually
providing a single correct answer for each instance. An extensively discussed reason for this
is the detailed annotation guidelines they follow, which strive to eliminate disagreement
instead of capturing it. Furthermore, expert-annotated datasets are usually annotated by one
or two experts, case in which disagreement is unlikely to happen or to be able to be captured.
Following these observations, we argue that all datasets and benchmarks should provide
insights regarding possible disagreements, ambiguous or difficult instances.

addressing the gap between humans and machines In Chapters 6 to 8, we
provided extensive experiments and analyses that investigated to what extent off-the-shelf
tools for data enrichment meet user preferences and goals. On the one hand, our results
showed that semantic similarity and sentiment analysis tools can not capture the entire range
of perceptions, perspectives and granularities of events and their characteristics. On the other
hand, we showed that people need rich semantic enrichment of audio-visual collections
to remix video footage for creative storytelling, as well as to help them understand how
representative machine-generated summaries of videos are for the original video. In our
experiments, we found that tools for video understanding are able to capture the relevant
concepts that appear in the videos. However, compared to machines, humans have much
richer interpretations of the information they see, which currently is not captured by these
off-the-shelf tools. We believe that part of this gap between humans and machines could
be due to the limited vocabulary of the automated tools, which is contrasted with the high-
diversity space of interpretations displayed by humans. In the current research, we have not
further investigated this direction, but we hypotheses that this limitation can be addressed by
applying semantic expansion or paraphrasing techniques. We further argue that future work
should focus on better understanding the gap between humans and machines and building or
adapting existing tools to be able to reason in the high-diversity space of interpretations that
humans provide.
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S U M M A RY

With the progress of the Web, significant amounts of information become available online. The
information ranges from different data types such as news articles, tweets, cultural heritage
objects to audio-visual archives and across various distribution channels such as traditional or
social media. This democratization of information poses several challenges for search engines,
information retrieval systems, and natural language processing systems, as they need to
(1) extract meaningful information from any data modality (i.e., text, image, video) and (2)
synthesize streams of data and information from various channels to provide concise pieces of
information that answer the needs and requests of end-users.

Events play an important role in understanding and contextualizing information, as well
as influencing human interpretation. Nevertheless, by definition, events are complex entities,
essential for querying, perceiving and consuming the meaning of the information surrounding
us. Therefore, we need to understand what an event is, how to describe an event, and to what
extent a document is meaningful or relevant for a given event or topic. Typically, events create
context by introducing related properties or entities such as participants involved, locations
where the event takes place or the period when the event takes place. The event space is
typically represented in different data streams and channels. An event is likely mentioned
both in news articles and tweets, as well as in textual and audio-visual media. Hence, besides
relevance, we need to extend the event understanding with salience and novelty features to
minimize redundancy and subjective semantics such as sentiments and sentiment intensities
to account for the multitude of perspectives.

The information extraction community acknowledges the importance of events. However,
the accuracy of identifying events is still not optimal, as events (1) are vague, (2) carry
multiple perspectives, and (3) have different granularity. The mainstream procedure for event
annotation is through experts. However, even experts disagree to large extents. Crowdsourcing
has emerged as a reliable, time and cost-efficient approach for gathering semantic annotations.
However, a major crowdsourcing bottleneck is that most practices are not systematic and
sustainable, while state-of-the-art methods exist only for a specific domain or input. Typically,
solutions for assessing the quality of crowdsourced data are based on the hypothesis that there
is only one right answer, which contradicts with the three angles of events, i.e., vagueness,
multiple perspectives and granularities, and with the latent ambiguity in natural language.
The recently proposed CrowdTruth methodology, however, addresses these issues. More
precisely, experiments performed in the context of the CrowdTruth methodology showed that
disagreement between workers and diversity between annotations are signals for identifying
low-quality workers and better understanding data ambiguity.

In this thesis, we investigate how diversity in crowdsourcing can improve the machine
understanding of events and their characteristics. More precisely, we explore how events are
perceived and represented across data modalities (e.g., text, image, video) and sources (e.g.,
news articles, tweets, video broadcasts). We systematically integrate machines and humans, i.e.,
with a focus on experimental methodologies and replicability, and sustainable way, i.e., with a
focus on reusability of data, code and results. The research novelty is two-fold: (1) a context-
sensitive approach to study and understand events, i.e., we do not study events in isolation,
but we also study their properties (participating actors, locations, relevant information, salient
information); (2) a diversity-driven methodology for gathering event and event-related ground
truth, generalizable across domains and data modalities. In this thesis, we perform the research
in the context of the CrowdTruth methodology and metrics, which we introduce in Chapter 2.

Chapter 3 investigates the creation of a reliable relevant corpus (i.e., a topical relevance test
collection) for a topic or an event, from a user perspective, by addressing the problems of
subjectivity and ambiguity. We first propose a diversity-driven crowdsourcing methodology
for annotating and creating a reliable relevant corpus for an event, which is empirically derived
from various crowdsourcing annotation pilots. In these pilots, we experiment with multiple
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independent variables such as the relevance scale, the document granularity, the annotation
guidelines and the number of annotators. We show that the aggregation of relevance at the
level of document paragraphs results in a better relevance accuracy, compared to assessing
the relevance of a full document. Collecting binary relevance judgments instead of ternary
relevance judgments also results in higher accuracy.

Chapter 4 investigates how harnessing diversity in machines and crowds can improve the
utility of event properties, such as people, locations, organizations, and roles in Wikipedia
sentences. We propose a hybrid multi-machine-crowd approach where state-of-the-art named
entity recognition (NER) tools are combined, and their aggregated output is validated and
improved through crowdsourcing with CrowdTruth. We find that when leveraging the diversity
among NER tools, we have a significant improvement over state-of-the-art NER tools. We also
show that the crowd, by harnessing the inter-annotator disagreement, can spot and correct the
mistakes of the NER tools by reducing the total number of false-positive cases. The crowd-
driven ground truth gathering, which harnesses diversity, perspectives and granularities,
proves to be a more reliable way of creating a ground truth when dealing with the natural
language ambiguity and the overall task ambiguity.

Chapter 5 continues to investigate how harnessing diversity in machines and crowds can
improve the utility of event corpora. Furthermore, we study the consistency and completeness
of event corpora with a data-agnostic validation methodology. We show that by combining the
power of the crowd and machines, we can correct and extend current expert-annotated datasets
of events. We expose the benefit of using crowd-annotated events to train and evaluate a
state-of-the-art event extraction system. Our results show that crowd-annotated events increase
the performance of a state-of-the-art system by at least 5.3%.

Chapter 6 continues the investigation of event understanding by acquiring empirical insights
for identifying salience features in tweets and news about a target event. Thus, following
our motivation that events are prime factors to query for information and generate mean-
ingful context, we first derive a methodology for recognizing such features by building up a
knowledge space of the event enriched with relevant phrases, sentiments and ranked by their
novelty. We applied this methodology to tweets, and we have performed preliminary work
towards adapting it to news articles. We show that crowdsourcing text relevance, sentiments
and novelty (1) can be a primary step in identifying salient information, and (2) provides
a deeper and more precise understanding of the data at hand compared to state-of-the-art
approaches.

Finally, Chapter 7 and Chapter 8 explore two applications that benefit from having a good
event understanding, in the context of audio-visual collections. Chapter 7 explores how we
can exploit audio-visual data attributes and semantics to drive the creation of narratives. In
a nichesourcing study with humanities scholars, we find that richly enriched audio-visual
datasets are needed to facilitate narratives creation. The understanding of visual aspects,
especially event and concept-centric, is typically needed to steer the storyline. Chapter 8
explores how audio-visual data attributes and semantics can be used in visual explanations
to achieve transparency for end-users on how representative video summaries are for the
original video. We consider four types of video summary explanations, which use in different
ways the semantics and enrichment of the original video subtitles and video stream, and
their prominence. We generate the explanations to meet target user preferences and express
different dimensions of transparency: concept prominence, semantic coverage, distance and
quantity of coverage. We find that explanations representing all the dimensions have the
highest utility for transparency, and consequently, for understanding the representativeness of
video summaries.
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