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Abstract
Objectives  The burgeoning field of individual level crime location choice research has 
required increasingly large datasets to model complex relationships between the attributes 
of potential crime locations and offenders’ choices. This study tests methods of sampling 
aiming to overcome computational challenges involved in the use of such large datasets.
Methods  Using police data on 38,120 residential and non-residential burglary, commercial 
and personal robbery and extra-familial sex offense locations and the offenders’ pre-offense 
activity locations (e.g., home, family members’ homes and prior crime locations), and in 
the context of the conditional logit formulation of the discrete spatial choice model, we 
tested a novel method for importance sampling of alternatives. The method over-samples 
potential crime locations near to offenders’ activity locations that are more likely to be cho-
sen for crime. We compared variants of this method with simple random sampling.
Results  Importance sampling produced results more consistent with those produced with-
out sampling compared with simple random sampling, and provided considerable compu-
tational savings. There were strong relationships between the locations of offenders’ prior 
criminal and non-criminal activities and their crime locations.
Conclusions  Importance sampling from alternatives is a relatively simple and effective 
method that enables future studies to use larger datasets (e.g., with more variables, wider 
study areas, or more granular spatial or spatio-temporal units) to yield greater insights into 
crime location choice. By examining non-residential burglary and sexual offenses, in New 
Zealand, the substantive results represent a novel contribution to the growing literature on 
offenders’ spatial decision making.

Keywords  Crime location choice · Discrete choice modelling · Police data · Routine 
activity nodes · Sampling from alternatives
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Introduction

Understanding crime location choice at an individual level is a growing research under-
taking with potential to inform criminal investigation and prevention activities beyond 
improvement in the explanation and prediction of where and when crime concentrates 
(Bernasco 2017; Ruiter 2017). There is an opportunity to deepen this understanding by 
increasing its geographic granularity. Whereas most prior studies of crime location choice 
focused on neighborhoods, recent research has demonstrated the relevance of smaller 
and more ecologically valid spatial units of analysis, such as streets segments (Frith et al. 
2017), census blocks (Bernasco et  al. 2013), and even individual properties (Vandeviver 
et al. 2015). Such smaller units can better account for heterogeneity in relevant variables 
that would be diluted within larger spatial units, so that the effects of these variables would 
become undetectable. In addition, because criminal opportunities are subject to cycli-
cal temporal variations over days, weeks, months and seasons (Bernasco et al. 2017; van 
Sleeuwen et al. 2018), we need not only ask questions about optimal places for crime but 
also about optimal times and places, in combination, for crime. Further, there is a need 
to extend the scope or range of variables included in models of crime location choice. In 
particular, the measurement of individual activity spaces has been limited to residential 
addresses and prior offending locations only. Increasing the number of variables in crime 
location choice models can mean more offenses are needed in the dataset to enable suffi-
cient statistical power.

However, because crime location choice studies combine data at the level of individ-
ual crimes with data aggregated to the spatial (or spatio-temporal) unit of analysis (e.g., 
neighborhoods, street segments or census blocks in four six-hour time blocks), the models 
that they utilize require estimation along three rather than two dimensions. Their estima-
tion involves optimization along the dimensions of crimes × locations × variables, instead 
of crimes × variables or locations × variables. For example, a study with 1,000 crimes and 
1,000 potential alternative locations for each crime, yields a dataset of 1 million rows. A 
study with more offenses, smaller units of analysis or a wider study area could involve 
upwards of 10,000 choices and 10,000 alternatives, yielding an unwieldy dataset of 100 
million rows. If a temporal dimension were added, even as few as 1,000 spatial alterna-
tives and 10 time periods would produce 10,000 space–time alternatives. These extensions 
require computer storage and processing capabilities that exceed the limits of available 
computing equipment outside of specialist computing labs (Vandeviver et al. 2015). There-
fore, for model estimation to remain tractable outside of high-performance computer labs, 
there is a need to explore ways of reducing the computational burden. In fact, with the 
quick proliferation of model extensions and the advent of big data, high-performance com-
puting environments may only offer a very short-term solution.

The issue of computational burden due to many choice alternatives has been addressed 
in other fields and on other types of decisions. Based on the results of McFadden (1977), 
researchers have estimated choice models by sampling from the decision makers’ available 
choice sets when studying decisions such as residential choice: where to find/buy a house 
(Duncombe et al. 2001) and transportation route choice: how to travel from A to B (Frejin-
ger et al. 2009). Within the discrete spatial choice modelling (DSCM) paradigm for study-
ing crime location choice (see Ruiter 2017, for a review), only four studies (detailed below) 
have ‘sampled from alternatives’ instead of using the full set of locations that could have 
been chosen by any given offender. Specifically, these studies have used simple random 
sampling (McFadden 1977). However, research in other location choice domains suggests 
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that simple random sampling may not necessarily be an optimal strategy if a priori knowl-
edge on choice probabilities is available from previous research. For example, importance 
sampling strategies, that over-sample from the a priori most likely alternatives to be chosen 
(McFadden 1977), can lead to estimates that are closer to those produced by including all 
alternatives (Lemp and Kockelman 2012; Hassan et al. 2019). We therefore examined the 
effects of different methods of sampling from alternatives on the results of discrete spatial 
choice using a real-world crime dataset. To our knowledge this is the first study to directly 
compare different sampling methods in the crime location choice context. It contributes to 
a burgeoning literature on crime location choice (Ruiter 2017) and provides initial indica-
tions of the effects of different sampling strategies which could help guide future studies 
in this paradigm. Although not the primary purpose of this paper, we also provide new 
insights into crime location choice from a country that has not yet featured in the DSCM 
literature.

We begin with a review of DSCM crime location choice studies with a focus on sample 
sizes and methods. We then discuss the literature on sampling from alternatives, which 
informed the selection of sampling strategies to compare in the present study. The experi-
mental design and data used in this study are then described, along with the discrete choice 
model method used. Our results present the effects of sampling strategies on model coef-
ficients and measures of fit, and we conclude by discussing their implications for sampling 
in future crime location choice studies.

Studies of crime location choice

A growing body of criminological research has sought to model offenders’ decisions1 
about where to commit crime using a discrete choice approach. Discrete choice models 
(McFadden 1984) are common in other domains where decision makers are choosing from 
a range of alternatives—consumer products (Nevo 2001), transport modes (Nguyen et al. 
2017), travel destinations (Huybers 2005)—and where researchers are interested in the 
attributes of the alternatives, and of the choosers, that influence the outcome of the deci-
sion. Studying crime location choice using discrete choice methods enables researchers to 
isolate attributes of offenders and potential crime locations that are associated with a loca-
tion being chosen for crime (Townsley 2016; Bernasco 2017; Ruiter 2017). Attributes of 
locations (such as the number of potential crime targets present), of offenders (such as their 
age or level of criminal expertise) or of location-offender combinations (such as the loca-
tion’s distance from the offender’s home), are input as predictor variables and the outcome 
variable is categorical: which of the possible locations was chosen for crime commission 
(e.g., Bernasco and Nieuwbeerta 2005; Long et al. 2018; Frith 2019)? To date, over thirty 
studies have applied discrete spatial choice modelling (DSCM) to crime data (see Ruiter, 
2017 and subsequent studies e.g., Bernasco 2019; Hanayama et al. 2018; Long et al. 2018; 
Song et  al. 2019). Their results have provided significant insights with implications for 
theory and practice in terms of crime investigation, prediction, and prevention (Bernasco 
2019; Curtis-Ham et al. 2020) but there is potential to expand the research agenda further 

1  We use the terms ‘decision’ and ‘choice’ to refer to location choice as revealed in behaviour. The choice 
may not feel like a choice to the offender and may not even take place consciously. It can also reflect a deci-
sion to visit a place for a non-criminal purpose, whereupon a crime opportunity is identified and acted on 
(Ruiter 2017).
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(Ruiter 2017; Curtis-Ham et al. 2020). Finding ways to overcome barriers to this expansion 
is therefore important.

In DSCM studies of crime location choice, the number of alternative locations that 
could be chosen for crime can be very large, as can the number of crime choices. Further, 
estimating discrete choice models requires attributes of all alternatives to be linked to the 
attributes of every choice. The datasets of all alternatives x all choices used (without sam-
pling) so far have ranged from 5,502 rows (262 street segments × 21 drug deals; Bernasco 
and Jacques 2015) to 93,919,959 rows (138,321 houses × 679 burglaries; Vandeviver and 
Bernasco 2020). The more typical range is between approximately 500,000 to 5 million 
rows, involving 1000 to 5000 alternatives and 500 to 5000 offenses (Townsley et al. 2015; 
e.g., Bernasco et al. 2015; Frith et al. 2017). When these datasets outstrip the capacity of 
the typical research computer,2 two options to reduce the dataset exist: reduce the number 
of choices, or the number of alternatives for each choice. However, the former may not be 
desirable. As with any form of regression, a smaller sample (here, of choices) means less 
statistical power, reducing the ability to detect associations between the attributes of alter-
natives and choices. Further, the more attributes being examined, the larger the sample (the 
more choices) needed to ensure sufficient power. We therefore focus on the latter option: 
sampling the alternatives.

Computational limitations have prompted the use of sampling from alternatives in four 
crime location choice DSCM studies to date. For example, Vandeviver et al’s. (2015) data-
set included 503,589 alternative houses that could be chosen by each of 650 residential 
burglars. Including all alternatives for each offender would yield 327,332,850 rows, beyond 
the processing capability of even the specialist computer lab used by the researchers. They 
therefore randomly sampled one of every 8 alternative addresses for each offender, yielding 
a manageable 40,916,200 rows (given the lab’s computing capacity). Likewise, Bernasco 
et al. (2013) randomly sampled 5,999 from the 24,593 alternative census blocks that could 
have been chosen.3 In addition, the authors randomly sampled 6,000 street robberies from 
12,938 cases,4resulting in 36 million rows, processed on a consumer level computer with 
12 GB of RAM. Promisingly, the estimates and standard errors were very close to those 
produced by models using the full choice set for a smaller sample of 2,000 offenders. In 
a further study with the same dataset Bernasco et al. (2017) randomly sampled 7,999 and 
11,999 of the census blocks for models estimated using only the offenses occurring on a 
given day of the week and 2-h period of the day, respectively. Simple random sampling 
from alternatives was also used by Bernasco (2010) to reduce a potential dataset of almost 
45 m rows to 2.8 m (sampling 1,499 of 23,984 alternative postcodes for 1871 burglaries).

To increase the robustness of the estimates by reducing the influence of random error 
introduced by sampling, an additional bootstrapping process was used by Vandeviver et al. 
(2015) and Bernasco et al. (2013). In these studies, model outputs were combined across 
20 and 25 sampling iterations respectively. Although bootstrapping multiple samples itera-
tively can solve an issue of insufficient RAM to hold the full dataset, dividing a single long 

2  A dataset might be too large to hold in RAM, or it might take days, weeks or even months to run the 
model, depending on the speed of the processor.
3  Note that the chosen alternative is always included in the sample; the random sample is taken from the 
remaining alternatives (McFadden 1977; Ben-Akiva and Lerman 1985).
4  The fact that both sample sizes (of alternatives and of robberies) totalled 6,000 is coincidental. There is 
no reason why this should be the case.
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processing time into many shorter processing times may not solve a problem of insufficient 
CPU power (processing speed).

However, simple random sampling may not adequately capture the alternatives consid-
ered by individual decision makers that contain the most information about variables rel-
evant to their choice. In crime location choice it is very unlikely that offenders consider 
every possible alternative (at house, street or neighborhood level) equally carefully when 
deciding where to commit crime (Ruiter 2017). They are most likely to consider places of 
which they have existing knowledge (Brantingham and Brantingham 1991; Ruiter 2017; 
Menting 2018). To the analyst, locations known to offenders through their routine activi-
ties thus contain the most ‘signal’ about the variables influencing offenders’ crime loca-
tion choices, such as how well they know the location and its crime potential (Curtis-Ham 
et al. 2020). But the larger the number of alternatives, and the smaller the proportion of 
alternatives sampled, the less likely a random sample is to include these more informative 
alternatives. Thus, for example, the consistency between estimates from simple random 
sampling of 24% of alternatives and from the full choice set achieved by Bernasco et al. 
(2013) might not generalize to smaller samples. We next consider other means of sampling 
from alternatives that could potentially provide more robust estimates if applied to condi-
tional logit models of crime location choice through prioritizing the sampling of the most 
informative alternatives. We focus on conditional logit because it is by far the most used 
model in in DSCM studies to date, and also because the development of sampling from 
alternatives in other discrete choice models is not yet completely developed (Guevara and 
Ben-Akiva 2013a, b; Guevara et al. 2016).

Alternative methods of sampling from alternatives

An alternative to simple random sampling for DSCMs is importance sampling, where 
alternatives that are more likely—based on a priori beliefs—to be chosen are preferentially 
sampled (McFadden 1977; Ben-Akiva and Lerman 1985). Importance samples are typi-
cally stratified: alternatives most likely to be chosen are sampled at a higher rate, followed 
by alternatives with lower (a priori) choice probabilities, for a number of strata defined 
by the researchers (Li et  al. 2005). Methods of importance sampling range in complex-
ity. Most simply, one could have a single stratum sampled randomly at a higher rate than 
the remainder. For example, Bhat et al. (1998) defined a single ‘most feasible choice set’ 
stratum as potential travel destinations that were within the maximum distance travelled in 
any of the trips in the dataset (see similarly, Shiftan 1998). More complex methods have 
defined multiple strata using a combination of their spatial location (often with reference to 
journey start points) and other theoretically relevant attributes. For example, in a study of 
residential location choice, zones located within a central city area (more desirable) and in 
the same income bracket as decision makers’ current home zones were preferentially sam-
pled (Bowman and Ben-Akiva 2001; see similarly Jonnalagadda et al. 2001). Several stud-
ies have used Moran’s I to identify, statistically, strata made up of zones that are both spa-
tially proximal and similar on a relevant variable such as the number of employees, when 
modelling work trip destinations (Li et al. 2005; Park et al. 2013; Kim and Lee 2017).

More sophisticated methods to establish the prior probability of each alternative being 
chosen, to inform its sampling probability, have been proposed. These include: using fuzzy 
logic to identify the routes (in a route choice scenario) most likely to be considered by 
individuals (Hassan et  al. 2019); and using the choice probabilities output by an initial 
random sample (Lemp and Kockelman 2012). Moreover, when compared with simple 
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random sampling, such importance sampling methods lead to more robust results, produc-
ing smaller standard errors and higher predictive accuracy (Lemp and Kockelman 2012; 
Hassan et al. 2019).

Present study

We therefore propose a method for importance sampling in the crime location choice con-
text and compare variants of this method with simple random sampling from alternatives. 
We also explore the impact of sample size, given previous demonstrations of the effects of 
sample size on model performance with both random (Nerella and Bhat 2004; von Hae-
fen and Domanski 2013) and importance sampling (Park et al. 2013; Hassan et al. 2019). 
We employ a simple method for determining importance sampling strata akin to the use 
of distance from origin point in studies of trip destination choice (Bhat et al. 1998; Shif-
tan 1998). However, in crime location choice, the focus is increasingly on the relationship 
between multiple routine activity locations—the various locations frequented in daily life 
such as home, work, school, shops and family and friends’ homes—and crime locations, 
rather than the origin and destination point of a specific journey (Ruiter 2017; Bernasco 
2019; Menting et  al. 2020). We also have theoretical and empirical grounds for believ-
ing that alternatives close to these routine activity ‘nodes’ are more likely to be chosen 
for crime commission than other alternatives (Brantingham and Brantingham 1991; Ruiter 
2017; Bernasco 2019; Menting et  al. 2020). The sampling method thus prioritizes the 
inclusion of alternatives closer to any of the routine activity nodes in the dataset as more 
likely to be in a given individual’s choice set. To determine which sampling procedures 
best approximate the true estimates, we also run models using the full set of alternatives 
as a baseline. We separately study 5 different crime types, to account for the potential for 
different spatial relationships to exist for different crime types (Curtis-Ham et al. 2020) and 
to enable assessment of whether the results from different sampling methods generalize 
across crime types.

Method

Offense and offender data

The data used in this study included solved residential and non-residential burglary, com-
mercial and personal robbery and extra-familial sex offenses occurring between 2009 
and 2018 from a national dataset obtained from the New Zealand Police. For each of the 
offenders recorded as having committed these offenses, the location of their most recent 
offense was the location choice of interest. The dataset also included the locations of a 
range of pre-offense activity nodes. These included: past and present homes of the offender 
and their family members, school and other educational institutions attended, workplace, 
prior offenses they had committed or experienced as victims or witnesses, non-crime inci-
dents in which they were involved, and places they were arrested, stopped or otherwise 
noted for intelligence purposes. Curtis-Ham et al. (2021) describe the dataset in detail; it 
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includes approximately 4.5 million activity locations for 60,607 offenders. In this study we 
used random samples of 50% of the offenders within each offense type.5

Because these activity node locations are only recorded where needed for operational 
purposes during policing activities, they are not a complete or systematic set of pre-offense 
activity locations for each offender. However, they constitute a wider array of activ-
ity nodes than used in previous crime location studies based on administrative data (e.g., 
Lammers et al. 2015; Menting et al. 2016; van Sleeuwen et al. 2018). Further, Curtis-Ham 
et al.  (2021) analyze the extent—number and geographic range-of offenders’ pre-offense 
activity nodes in this dataset, concluding that the data hold potential for use in crime 
location choice research. Indeed, the results of the present study confirm that the activity 
nodes included in the dataset provide considerable ‘signal’ in explaining offenders’ crime 
locations.

Unit of analysis

In this study we used the NZ Census Statistical Area 2 (SA2) as the set of locations from 
which an offense location could be chosen. SA2s roughly equate to neighborhoods and 
typically contain 2000–4000 residents in metropolitan  areas (1000–5000 in rural areas). 
There were 2153 SA2s, with land areas of 0.063km2 to 12,042.36km2, reflecting the rela-
tive population density in urban and rural areas (median 1.962km2).6 SA2s are comparable 
to the units used in other crime location choice studies (e.g., Clare et al. 2009; Townsley 
et al. 2015).

Outcome variable

The outcome variable was the choice of SA2: in which of the 2153 SA2 areas of New 
Zealand did the offender commit the index offense? Whereas in the theoretical model we 
assume that all SA2s appear in the offender’s choice set, in the estimation of the parameters 
of this model for each offense only a subset of the SA2s is used.

Predictor variables

As our focus was on testing different sampling methods, rather than testing detailed explan-
atory factors, we constructed a simple model using six predictors reflecting the proximity 
of offenders’ routine activity nodes to each SA2 in their choice set, and an additional sev-
enth predictor reflecting the level of crime opportunity in each SA2. Previous crime loca-
tion choice studies have demonstrated that the odds of a neighborhood being chosen for 
crime are greatest when there is an activity node in the same neighborhood and lower for 
neighborhoods that are further from any of the offender’s activity nodes (Bernasco 2019; 

5  This study forms part of a wider programme of research for which the data were divided into ‘training’ 
and ‘test’ samples (50% each). The training data were used for all analyses where models were trained (such 
as the present study). The test data were reserved for later studies testing model accuracy when applied to 
new data.
6  The 2018 SA2 shapefile and metadata were downloaded from https://​dataf​inder.​stats.​govt.​nz/​layer/​92212-​
stati​stical-​area-2-​2018-​gener​alised/. We excluded 83 SA2s which cover large bodies of water along coast-
lines and over lakes.

https://datafinder.stats.govt.nz/layer/92212-statistical-area-2-2018-generalised/
https://datafinder.stats.govt.nz/layer/92212-statistical-area-2-2018-generalised/
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Menting et al. 2020). We therefore included dichotomous variables reflecting the presence 
or absence of offenders’ activity nodes in increasing distance bands in relation to each SA2 
in their choice set. The six distance bands were: within the same SA2, or within 0-200 m, 
200-500 m, 500 m-1 km, 1-2 km or 2-5 km outside of the SA2 boundary. Following previ-
ous crime location choice research (e.g., Menting et al. 2020), the activity node variables 
reflected whether the nearest activity node to the SA2 fell into a given distance band. For 
example, if the closest node was in the same neighborhood, we coded ‘Same SA2’ as true 
and all other node distance variables false; if the closest node was 4 km outside the SA2 
boundary, we coded ‘Node within 2-5 km’ as true and all other node distance variables 
false.

Since crime location choice is not only a product of the locations of which offenders 
are aware from their routine activities but of the opportunities available at those locations 
(Brantingham and Brantingham 1991; Menting 2018), we also included a measure of 
opportunity relevant to each crime type. The opportunity measures were sourced from Sta-
tistics NZ Census and Business Demography data (http://​nzdot​stat.​stats.​govt.​nz/) and are 
comparable to opportunity measures used in other crime location choice studies (Townsley 
et al. 2015; Lammers 2018; Long et al. 2018; e.g., Frith 2019). For residential burglary, 
opportunity was the number of households in the SA2.7 For non-residential burglary it was 
the number of business units in any industry.8 For commercial robbery, it was the number 
of business units for industries of the types targeted in commercial robbery.9 For personal 
robbery and extra-familial sex offenses it was the number of commercial or public busi-
ness units, as an indicator of ambient population and thus the number of potential crime 
targets.10

Sampling strategies

We compared nine strategies for sampling from alternatives to the results from the full set 
of alternatives. The sampling strategies are described in Table 1 and form three groups, 
within which we varied the sample size. The first group involved ‘distance importance sam-
pling’ (DIS) strategies where we included all SA2s within 5 km of the offender’s activity 
nodes and added more strata at increasing distances from which alternatives were randomly 
sampled with decreasing probability. Similar distance-based importance strata were used in 
previous non-crime location choices studies (Ben-Akiva and Bowman 1998; Shiftan 1998; 
Li et  al. 2005). In the absence of evidence as to how many strata to include over what 
distance in studying crime location choice, we included three additional distance strata 

7  There were large changes in residential population in many SA2s over the data period due to the Christch-
urch earthquakes and housing developments in response to increasing urban populations. Census 2013 
data was used for offenses occurring between 2009 and 2015, and census 2018 data were used for offenses 
occurring between 2016 and 2018.
8  Business demography statistics remained consistent over the data period so 2018 was used for simplicity.
9  Industry categories included: G Retail Trade, H Accommodation and Food Services, K Financial and 
Insurance Services, L Rental, Hiring and Real Estate Services. M Professional, Scientific and Technical 
Services, K Financial and Insurance Services, L Rental, Hiring and Real Estate Services, M Professional, 
Scientific and Technical Services, N Administrative and Support Services, R Arts and Recreation Services, 
S Other Services. See Curtis-Ham et al. (2021) for details of how ‘commercial’ robberies were identified.
10  All industries as for commercial robbery plus: I Transport, Postal and Warehousing, J Information Media 
and Telecommunications, O Public Administration and Safety, P Education and Training, Q Health Care 
and Social Assistance.

http://nzdotstat.stats.govt.nz/
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beyond the initial 0-5 km (strategy DIS1): 5-10 km (DIS2), 10-50 km (DIS3), 50-100 km 
(DIS4). These enabled us to investigate the incremental benefit (if any) of importance sam-
pling SA2 alternatives at a series of increasing distances.

The second group, ‘simple importance sampling’ (SIS), included all SA2s within 5 km 
of the offender’s activity nodes and increased the number of additional SA2s sampled from 
the remainder. The simple importance strategies were included to test whether any advan-
tage of the distance importance sampling was attributable to the inclusion of SA2s in the 
distance strata or merely to the inclusion of additional SA2s regardless of their location.

The third group included two simple random sampling (SRS) strategies based on the 
smallest and largest sample sizes achieved with the previous strategies (to enable compari-
son of like for like in terms of sample size). For the first SRS strategy (SRS1) we ran-
domly sampled the median number of SA2s included in the choice sets when using the 
first distance importance sampling strategy (DIS1). This strategy resulted in the smallest 
choice sets of all the strategies (see Table 2 below). For the second SRS strategy (SRS2) 
we randomly sampled the median number of SA2s included in the choice sets when using 
the sampling strategy that resulted in the largest choice sets (SIS3: all SA2s within 5 km of 
activity nodes plus 100 from the remainder, see Table 2).

The number of additional SA2s to sample were determined with reference to previous 
research suggesting that robust estimates could be achieved by randomly sampling 12.5% 
of the full set of alternatives (Nerella and Bhat 2004) and studies using stratified impor-
tance samples as small as 1–7% (Bowman and Ben-Akiva 2001; Jonnalagadda et al. 2001; 

Table 1   Strategies used for sampling from alternatives

a Asterisks indicate strategies with comparable sample sizes
b Identified as SA2s whose centroids were within the specified distance range from the centroid of any SA2 
containing an activity node. If there were fewer than the specified number of SA2s available to sample, 
100% were sampled

Label Sample includes chosen SA2 plus: Sample size 
equivalencea

DIS1 Stratum: 1: SA2s that contained or had activity nodes within 5 km of the SA2 bound-
ary

*

Remainder stratum: 10 randomly sampled from the remaining SA2s outside of other 
strata

DIS2 As above plus: **
Stratum 2: 20 sampled from remaining SA2s between 5 and 10 km of any activity 

node.b

DIS3 As above plus:
Stratum 3: 15 sampled from remaining SA2s between 10 and 50 km of any activity 

node.b

DIS4 As above plus: ***
Stratum 4: 10 sampled from remaining SA2s between 50 and 100 km of any activity 

node.b

SIS1 Stratum 1 plus 30 sampled from remaining SA2s **
SIS2 Stratum 1 plus 55 sampled from remaining SA2s ***
SIS3 Stratum 1 plus 100 sampled from remaining SA2s ****
SRS1 Random sample of 137 to 261 (depending on crime type) *
SRS2 Random sample of 227 to 345 (depending on crime type) ****
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Li et al. 2005; Kim and Lee 2017). While the size of the choice set varies across individu-
als in the present study, the sampling strategies aimed to generate choice sets averaging 
between 5 and 15% of the 2153 SA2s (about 100–320 SA2s).

Model specification and estimation

The conditional logit model (McFadden 1974) is a statistical model for the probability 
that a decision maker n, who must choose from a set of alternatives C, chooses alterna-
tive i, and can be expressed as:

where xni is a list of attributes that vary across alternatives and may also vary across 
decision makers, and ß is a vector of the parameters that represent the effects of these 
attributes on the outcome of the decision. The ß parameters can be estimated by maxi-
mum likelihood estimation, based on the actual choices observed. From the size, direc-
tion and statistical significance of the estimated � parameters, conclusions can be drawn 
about the relevant criteria that decision makers use. Typically, exponentiated ß esti-
mates ( e� ) are reported. They are called odds ratios and represent the effect of a one-unit 
increase in the xni variables on the odds of an alternative to be chosen.

The log-likelihood of the conditional logit model is:

where yin is the observed choice, such that yni = 1 if decision maker n chooses alter-
native i and yni = 0 if another alternative is chosen.

Sampling from alternatives is an estimation technique in which we use a subset D of 
the full choice set C to estimate the ß parameters. McFadden (1977) proved that under 
the positive conditioning property (whereby each alternative in the choice set C has a 
positive probability of being included in the estimation set D), unbiased parameter esti-
mates are consistently estimated by maximizing a modified likelihood function with an 
added correction term −ln(�(D|i)) in the utility function:

where �(D|i) is the probability of alternative i to be included in the estimation sample 
D. This modified estimation procedure is quite general, as it applies to any sample that 
conforms to the positive conditional property. All importance sampling strategies that 
we use in the present paper conform to the positive conditioning property, and were 
therefore estimated with the additional offset term. In all cases, the probability of the 
alternative being sampled depended on the number of alternatives remaining to be sam-
pled after including those with activity nodes within 5 km.

In the case of a uniform conditional probability, as in the case of simple random 
sampling, each alternative from the full choice set C has the same positive probability 
of being included in D. The �(D|i) thus cancels out in Eq. (3), and the model parameters 
can be estimated by the regular log-likelihood Eq. (2).

(1)Pni =
e�

�xni

∑
j ∫ C e�

�xni

(2)l =
N∑
n=1

∑
i � C,i≠j

�
yni ln

�
Pni

��
=

N∑
n=1

∑
i � C,i≠j

�
yni ln

�
e�

�xni

∑
j � C e

��xnj

��

(3)� =

N�

n=1

�

i � C,i≠j

�
yni ln

�
e�

�xni−ln (�(D�i))
∑

j � C e
��xnj−ln (�(D�j))
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All models were run on an HP Elitebook with 16gb of RAM and an Intel i7-7600U 
2.8 GHz CPU using the clogit function from the survival package (Therneau 2020) in R 
(R Core Team 2013).

Comparison metrics

We assessed the quality of the sampling strategies with a range of criteria. First, we consider 
the size of the dataset produced by each strategy, the aim being to minimize the number of 
rows and thus the computational burden while producing robust results. We also compare the 
processing times for the models based on each strategy as an indicator of computational effi-
ciency (over 10 iterations, using the microbenchmark package: Mersman 2019). The times are 

Fig. 1   Parameter estimates for residential burglary location choice by sampling strategy
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of course specific to the computer used to run the analyses, but provide a general indication 
of the relative time saving of the sampling methods by comparison to using the full choice 
set. Second, we examine whether the strategies produce the same results as those from base-
line model including the full choice set. Following previous studies comparing alternative-
sampling methods (Park et al. 2013; Hassan et al. 2019), we consider the parameter estimates 
(Odds Ratios and their 95% confidence intervals) and model fit (McFadden’s pseudo-R2). In 
discussing the results of these measures, we also consider the complexity of the strategy, with 
simpler strategies that produce robust results being preferred. The R script used to sample the 
data, run models, and analyze the results is appended as Supplementary Material.

Results

We first present the results of the sampling strategies in terms of the overall dataset sizes and the 
distributions of the size of the choice set per offender, before comparing model estimates and fit.

Sample sizes and sampling probabilities

Table 2 shows for each offense and sampling strategy: the number of offenders (choices), 
the total number of rows in the dataset, the proportion of the ‘all alternatives’ dataset 
included in the sampled dataset, the minimum, median and maximum number of alterna-
tives included in the choice set per offender, and the model processing times (average over 
10 iterations). Within the importance sampling strategies, the size of choice sets varied 
widely, reflecting the variability in the number of activity nodes per offender in the dataset. 
The importance sampling strategies resulted in as few as 11 alternatives in the choice set 
(0.5% of the 2153 SA2s). But on average, offenders’ choice sets contained at least 150–350 
alternatives, representing roughly 7–16% of the 2153 SA2s, depending on crime type and 
sampling strategy. All of the sampling methods considerably reduced the total size of the 
datasets and therefore the computational burden, with the ‘random minimum’ strategy pro-
ducing the smallest datasets. The proportions of SA2s sampled per stratum are provided in 
Table S1 in the Supplementary Materials. Run times reflected the size of the datasets, with 
sampling from alternatives models running in 5–18% of the time taken to run the all-alter-
natives models. Further, the computational savings were greatest for the datasets with more 
offenses (e.g., 5–9% for residential burglary), suggesting that the bigger the offense sample 
(number of choices) the greater the gains from sampling from alternatives.

Parameter estimates

Figure 1 displays the parameter estimates, by sampling strategy, for the residential burglary 
offenses (see Figs. 2–5 in Appendices 1 to 4 for other offenses). For the activity node vari-
ables, the odds ratios (ORs) represent the increase in probability of an SA2 being chosen 
for crime given the presence of an activity node in the given distance band. For example, 
offenders were over 1000 times more likely to commit a residential burglary in an SA2 in 
which they also had an activity node. These odds decreased over increasing distances to the 
nearest activity node but remained statistically significant; the presence of an activity node 
up to 5 km from an SA2 was associated with an over 20-fold increase in the likelihood that 
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the SA2 would be chosen. The odds of an SA2 being chosen for a residential burglary also 
increased by 1.06 times for every 100 households in the SA2.

When comparing the sampling strategies with the ‘all alternatives’ model that includes 
all 2153 SA2s in each offender’s choice set, all importance sampling strategies resulted 
in parameter estimates and standard errors that did not differ significantly from the full 
model. None of the incremental additions of the three distance strata (DIS2, DIS3, DIS4) 
beyond the initial 5 km (DIS1) provided additional benefits in terms of correspondence to 
the full model. Nor did increasing the sample size (SIS1, SIS2, SIS3) beyond the minimum 
achieved by including all SA2s with activity nodes within 5  km and 10 SA2s from the 
remainder (DIS1). However, the two simple random sampling strategies (SRS1 and SRS2) 
tended to produce coefficients that deviated widely from the full model coefficients (and 
larger standard errors). Deviation from the full model was larger for the variables reflect-
ing the presence of activity nodes in closer proximity to the SA2, and for the smaller of the 
two random samples (SRS1). Conversely, the ORs for variables reflecting the presence of 
activity nodes farther from the SA2 were closer to those produced by the full model. The 
same broad pattern was found for the other offense types, though by comparison with bur-
glary, for personal robbery and sex offenses the simple random sampling strategies (SRS1 
and SRS2) produced ORs closer to those of the full model for variables reflecting activity 
nodes at longer distances from the SA2.11 For commercial robbery, the confidence inter-
vals produced by simple random sampling (SRS1 and SRS2) overlapped with those of the 
full model for all variables.

Table 3   McFadden Pseudo R2 values by sampling strategy and crime type

a Asterisks indicate strategies with comparable sample sizes

Sampling strategy & sizea Res. Burg Non-res. Burg Com. Rob Pers. Rob Sex Offense

DIS1 * 0.386 0.395 0.316 0.346 0.374

DIS2 ** 0.386 0.395 0.316 0.346 0.374
DIS3 0.386 0.395 0.316 0.346 0.374
DIS4 *** 0.386 0.395 0.316 0.346 0.374
SIS1 ** 0.386 0.395 0.316 0.346 0.374
SIS2 *** 0.386 0.395 0.316 0.346 0.374
SIS3 **** 0.386 0.395 0.316 0.346 0.374
SRS1 * 0.404 0.421 0.323 0.358 0.418
SRS2 **** 0.398 0.411 0.320 0.354 0.400
All alternatives 0.386 0.395 0.316 0.346 0.374

11  We also compared bootstrapped versions of the single stratum importance sampling strategy (DIS1) and 
the smallest simple random sampling (SRS1), since the ‘strategy to beat’ to produce robust results with the 
smallest dataset was the single stratum importance sample, to which the smaller simple random sampling 
strategy was closest in sample size. The estimates and standard errors for 20 bootstrap iterations were com-
bined using Rubin’s rule (Rubin 1987) implemented in the Amelia package in R (King et al. 2000). The 
bootstrapped strategies produced the same pattern as the single iterations, as shown in Fig. 6 in Appendix 5. 
Of note, bootstrapping the simple random sampling did not produce estimates any closer to those from the 
full model.
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Model fit

Table 3 presents the McFadden’s pseudo r-squared values per sampling strategy and the 
full model, for each offense type. As with the parameter estimates, importance sampling 
strategies (DIS1-4 and SIS1-3) led to pseudo r-squared values that matched the values from 
the full model using all alternatives in each choice set. The simple random strategies led to 
slightly higher values than the full model, with the smaller random samples (SRS1) deviat-
ing the most. That smaller random samples led to higher R2 values is consistent with previ-
ous studies (Park et al. 2013; Hassan et al. 2019).

Discussion

This study examined the effects of different methods of sampling from alternatives on 
the results of discrete spatial choice models of offenders’ choice of crime locations, for 
burglary, robbery and extra-familial sex offenses. Our results suggest that overall, impor-
tance sampling that ensures the inclusion of choice alternatives near to offenders’ activity 
nodes can lead to coefficients and model fit on par with the results of the full model using 
all alternatives in each choice set, while reducing the computational burden considerably. 
Simple random sampling, however, tends to risk overestimating both parameter estimates 
and model fit. Since all importance sampling strategies produced comparable results, con-
sidering both the size of the dataset and the complexity of the strategy, the single stratum 
based strategy (all SA2s with activity nodes within 5 km plus 10 SA2s from the remainder, 
DIS1) was the optimal strategy to produce robust results with the smallest dataset, fastest 
run time and simplest method. That preferentially sampling choice alternatives with higher 
choice probability outperforms simple random sampling is consistent with previous studies 
in other discrete spatial choice domains (Lemp and Kockelman 2012; Hassan et al. 2019).

In the only other study to compare sampling from alternatives to the full choice set in a 
crime location choice context, Bernasco et al. (2013) examined street robberies in the city 
of Chicago. They found that the coefficients and standard errors from a model using a sim-
ple random sample of 24% of 24,593 census block alternatives for 6000 robberies were very 
close to those from a model using the full choice set for 2000 robberies. There are several 
possible explanations for simple random sampling producing robust results in that context 
by comparison to the present study. First, and likely foremost, the proportion of alternatives 
sampled was considerably larger. Second, offenders may be familiar with a higher proportion 
of locations (alternatives) within a city than within an entire country; thus there would be a 
higher chance of sampling alternatives relevant to offenders’ decisions. Third, by including 
only offenders with residential addresses in the city, who were probably familiar with more 
parts of the city than outsiders, their study likely includes more offenders with greater famili-
arity with more alternatives than the present study. In contrast, when using a national dataset, 
simple random sampling may not capture enough alternatives containing or near to activity 
nodes, to adequately capture the ‘signal’ from those alternatives that fall within offenders’ 
awareness space (Brantingham and Brantingham 1991).

A further explanation relates to the size of the units of analysis. Bernasco et al. (2013) 
used small spatial units—census blocks with an average of 118 residents—by comparison 
to thousands in our neighborhood sized SA2s. It may be that simple random sampling per-
forms poorly when sampling neighborhoods because features relevant to offenders’ loca-
tion choices (e.g., activity nodes, targets) concentrate in few neighbourhoods. Thus random 
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sampling may have a higher risk of excluding all of them. Conversely, these features may 
be present in more census blocks and thus the risk of excluding them all from the analysis 
by selecting areas randomly may be smaller.12

Overall, our results suggest that (a) simple random sampling does not necessarily lead 
to robust results and (b) ensuring that the sampling from alternatives strategy captures 
enough alternatives within individual offenders’ awareness space is an important consid-
eration when designing discrete crime location choice research. Particularly in countries 
or regions with high levels of inter-city mobility among offending populations, such as 
New Zealand (Curtis-Ham et al. 2021) and some European countries (Menting et al. 2020; 
Polišenská, 2008, as cited in Vandeviver et al. 2015; van Daele et al. 2012; van Daele and 
Vander Beken 2010) or parts of the USA (Bichler et al. 2012), studies of crime location 
choice may benefit from a wider focus. More widely focused studies employing neighbor-
hood level units would also likely benefit from importance sampling.

The relative benefits of importance sampling also depended on crime type. Simple 
random sampling for commercial robbery produced results more consistent with the full 
model than for other offenses. A range of factors could explain this finding, likely in com-
bination. First, commercial robbery has more specific targets so offenders may need to 
seek opportunities that are outside their activity space (at least as revealed by the present 
data). The prior choice probabilities for SA2s may thus be more evenly distributed within 
and outside the activity space limit (5 km) such that importance sampling and simple ran-
dom sampling achieve more similar results. Second, robberies are more likely to involve 
co-offenders (Bright et al. 2020). With group offending, the awareness space of a single 
offender has less influence on crime location choice (Bernasco 2006; Lammers 2018), 
which would similarly lessen the difference between importance and simple random sam-
pling. Third, commercial robbery offenders had more activity nodes on average than other 
offenders, meaning larger proportions of alternatives were sampled in both the importance 
and simple random sampling strategies. Lastly, commercial robbery had the smallest sam-
ple of offenders. The CIs are thus wider than for other offenses and wider CIs mean more 
potential for overlap between the random sample CIs and the full model CIs. If the rela-
tively better performance of simple random sampling for this small sample of offenders 
were solely attributable to the CIs, it would be preferable to use importance sampling with 
future small offender samples, given it yielded results in line with the full model across the 
range of offender sample sizes covered by our different crime types.

The results for the different crime types suggest that importance sampling would be more 
important for crime types not included in this study that have more in common with burglary, 
personal robbery or sex offenses than commercial robbery. For example, property crimes 
where the targets are relatively ubiquitous, such as shoplifting, thefts of and from cars, and 
thefts from the person are more comparable to non-residential burglary or personal robbery 
and thus would likely benefit from importance sampling. However, predatory offenses target-
ing specific victim populations that require offenders to seek opportunities outside, or bearing 
less relation to their personal activity locations (e.g., sexual or other violent offenses target-
ing prostitutes in red light districts: Rossmo 2000) may be more akin to commercial robbery, 
with less need to over-sample alternatives in offenders’ awareness space.

Our substantive findings as to the strong association between prior activity locations 
and crime location choice are also of significance. Even a simple model based on the pres-
ence (or not) of a range of activity nodes within a range of distances to a potential crime 
location, and the level of opportunity in that location, explained a substantial amount of 

12  We are grateful to an anonymous reviewer for contributing this explanation.
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variance in crime location choice. These results are consistent with criminological theory 
(Brantingham and Brantingham 1991) and prior crime location choice studies that also 
used a range of activity nodes and found higher odds of crimes near offenders’ activity 
nodes, declining with distance (Bernasco 2019; Menting et al. 2020). Our results are, how-
ever, novel in several respects. To our knowledge no prior crime location choice study has 
examined non-residential burglary or extra-familial sex offenses separately from other 
crimes. Our results confirm that activity space proximity is strongly related to crime loca-
tion choice for these offenses.

Further, existing studies that included a comparably wide array of activity nodes have only 
measured their relationship to crime in general (Bernasco 2019; Menting et al. 2020), which 
may mask crime-type specific patterns. By disaggregating crime types, the present study 
revealed that while the overall trend of decreasing choice probability over increasing distance 
from activity nodes applies to each crime type studied, some notable variation exists. For 
example, commercial robbery displayed the smallest odds of crime location choice in close 
proximity to activity nodes. Commercial robbery tends to involve specific types of premises 
(e.g., convenience stores and petrol/gas stations) and offenders may need to search further 
afield to find targets that are not just available but suitable, considering for example their level 
of security, layout, and ease of escape (Taylor 2002; Altizio and York 2007). The ORs for sex 
offenses were closer to those of burglars than robbery offenders, with particularly high odds 
(~ 1000x) of crime in SA2s in which they had an activity node. These high odds may be partly 
explained by the inclusion of sex offenses that took place at the offender’s home address. We 
note that sex offenders are a heterogenous group, with the present cohort including offenses 
against both adults and children, and known and stranger victims. These subgroups may have 
stronger or weaker associations between their home or other activity locations and crime loca-
tions, but victim information was not in the data to enable further disaggregation.

Some caveats apply to the present findings on the advantages of importance sampling 
from alternatives in the crime location choice context. The findings are based on a sin-
gle study in one country, from one data source, requiring replication with datasets from 
other jurisdictions. Future crime DSCM studies where sampling of alternatives would be 
needed to overcome computational limits could benefit from conducting initial tests with 
a small subset of choices comparing activity node based importance sampling and simple 
random sampling to the full model, before opting for one or other sampling strategy. We 
also encourage further research exploring the circumstances in which importance sampling 
outperforms simple random sampling to guide crime location choice studies. For example, 
such research might systematically vary the study area size, number and size of the spa-
tial units, crime type, types of variables (activity node and opportunity related) and data 
sources. The present results suggest that importance sampling may be particularly impor-
tant when estimating variables that are idiosyncratic (i.e., that vary simultaneously across 
alternatives and across offenders, such as awareness space) or have skewed distributions, 
such as (again) awareness space but also opportunity variables that are highly skewed. 
Future research could also investigate the effect of decreasing the proportion of alternatives 
that are importance sampled, to establish the point at which the estimates become unreli-
able, by comparison to including 100% in the first (5 km) stratum as was done here.

Several limitations of the present data source also warrant acknowledgement. First, the 
results may only generalize to location choices of offenders who have been identified and 
proceeded against. If the predictor variables impact the likelihood of the offender being 
caught, data from solved cases may not be representative of crime location choices of 
all offenders (Bernasco et  al. 2013; Ruiter 2017). Selection bias will exist if, for exam-
ple, offending near home or prior crime locations makes it more likely that the offender 
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is caught, or more likely that the offense is reported to the police in the first place. It was 
not possible with the present dataset to test for these two types of selection bias. However, 
prior research has found a lack of association between spatial variables and clearance rates 
(Bernasco et al. 2013; Lammers 2014; Chiu and Leclerc 2020) and that similar sources of 
bias in police data (in particular reporting rates) have less effect on analysis using larger 
spatial units like the neighborhoods used in this study (Buil-Gil et al. 2021).

Second, the data do not include all activity nodes of all offenders. The extent to which 
any offender’s pre-offense activity locations are recorded depends on the extent of their 
prior contact with police, so many activity nodes naturally remain unknown to police. 
However, given that peoples’ current activity nodes tend to cluster together (Golledge 
1999; Schönfelder and Axhausen 2002), it is highly likely that the recorded activity loca-
tions are indicative of other, latent, activity nodes. The fact that the odds of crime location 
choice remained significant and large (ORs 16.1 to 21.5) even 2-5 km from activity nodes 
suggests that the data may indeed capture additional nodes or awareness space. It also sug-
gests that distance bands beyond 5 km from activity nodes may explain additional variance 
in location choice and should thus be included in future research.

Lastly, the present results are confined to the use of conditional logit rather than other 
discrete choice models. But other models can be more appropriate when modelling crime 
location choice. For example nested logit models could better account for decisions made 
at tiers of spatial units such as neighborhoods and specific houses (Vandeviver and Ber-
nasco 2020) and mixed logit models are useful for accounting for variation in preferences 
between different offenders (Townsley et  al. 2016; Frith 2019). Further, both models also 
relax the assumption of independence of irrelevant alternatives (IIA) which applies to con-
ditional logit. The IIA assumption requires that the probability of a given alternative being 
chosen be independent of the characteristics of other alternatives (Ben-Akiva and Lerman 
1985). In spatial choice scenarios, it is likely that alternatives are not independent; the choice 
may be influenced by the presence, or characteristics, of nearby alternatives (Bernasco 2010). 
In choosing where to commit a burglary, for example, an offender may be more likely to 
choose a neighborhood with attractive burglary targets that is surrounded by other neighbor-
hoods with attractive targets, than a neighborhood that has the same level of attractive targets 
surrounded by less attractive neighborhoods. However, there is no proof that sampling from 
alternatives, randomly or otherwise, produces robust estimates for these models (von Haefen 
and Domanski 2013). Future crime location choice research might therefore explore means 
of sampling for these models, following recent developments in sampling methods for them 
in other domains (Guevara and Ben-Akiva 2013a, b; von Haefen and Domanski 2013).

Conclusion

The findings of this paper have important implications for future crime location choice 
studies, and make a novel contribution to the growing literature on offenders’ spatial deci-
sion making. We presented a relatively simple and effective method for importance sam-
pling from alternatives which if adopted in future crime DSCM studies could enable the 
use of larger datasets (e.g., with more variables, wider study areas, or more granular spatial 
or spatio-temporal units) to yield greater insights into crime location choice. Our results 
suggest that future DSCM crime location choice studies with such large datasets should 
sample from alternatives (rather than sampling from offenders/offenses, which reduces sta-
tistical power), and should consider conducting initial tests to determine whether simple 
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random or importance sampling is optimal. Further, this is the first New Zealand based 
study in the DSCM paradigm, and the first to specifically examine non-residential burglary 
and sexual offenses. In finding a strong relationship between the locations of offenders’ 
prior criminal and non-criminal activities and their crime locations, the results support the 
generalizability of Crime Pattern Theory (Brantingham and Brantingham 1991, 1993) and 
previous DSCM studies across jurisdictions and crime types.

Appendix 1

See Fig. 2

Fig. 2   Parameter estimates for non-residential burglary location choice by sampling strategy
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Appendix 2

See Fig. 3

Fig. 3   Parameter estimates for commercial robbery location choice by sampling strategy
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Appendix 3

See Fig. 4

Fig. 4   Parameter estimates for personal robbery location choice by sampling strategy
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Appendix 4

See Fig. 5

Appendix 5

See Fig. 6

Fig. 5   Parameter estimates for extra-familial sex offense location choice by sampling strategy
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