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Resumo

Muitas vezes uma imagem vale mais que mil palavras, e esta é uma pequena afirmação

que representa um dos maiores desafios da área de classificação do sentimento contido

nas imagens. O principal tema desta dissertação é a realização da análise do sentimento

contido em imagens das mídias sociais, principalmente do Twitter, de modo que possam

ser identificadas as situações que representam riscos (identificação de situações negati­

vas) ou as quais possam se tornar um (previsão de situações negativas).

Apesar da diversidade de trabalhos feitos na área da análise de sentimento em imagens,

ainda é uma tarefa desafiante. Diversos fatores contribuem para a dificuldade , tantos

fatores mais globais como questões socioculturais, quanto questões do próprio âmbito

de análise de sentimento em imagens, como a dificuldade em achar dados confiáveis e

devidamente etiquetados para serem utilizados, quanto fatores enfrentados durante a

classificação, como por exemplo, é normal associar imagens com cores mais escuras e

pouco brilho à sentimentos negativos, afinal a maioria é assim, entretanto há casos que

fogem dessa regra, e são esses casos que afetam a precisão dos modelos desenvolvidos.

Porém, visando contornar esses problemas enfrentados na classificação, foi desenvolvido

ummodelomultitarefas, o qual irá considerar informações globais, áreas salientes nas im­

agens, expressões faciais de rostos contidos nas imagens e informação textual, de modo

que cada componente se complemente durante a classificação.

Durante os experimentos foi possível observar que o uso dos modelos propostos podem

trazer vantagens para a classificação do sentimento em imagens e até mesmo contornar

alguns problemas evidenciados nos trabalhos já existentes, como por exemplo a ironia do

texto.

Assim sendo, este trabalho tem como objetivo apresentar o estado da arte e o estudo re­

alizado, de modo a possibilitar a apresentação e implementação do modelo multitarefas

proposto e realização das experiências e discussão dos resultados obtidos, de forma a ver­

ificar a eficácia do método proposto. Por fim, as conclusões sobre o trabalho feito e tra­

balho futuro serão apresentados.
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Abstract

Often a picture is worth a thousand words, and this is a small statement that represents

one of the biggest challenges in the Image Sentiment Analysis area. The main theme of

this dissertation is the Image Sentiment Analysis of social media, mainly from Twitter, so

that it is identified as situations that represent risks (identification of negative situations)

or that become a risk (prediction of negative situations).

Despite the diversity of work done in the area of image sentiment analysis, it is still a chal­

lenging task. Several factors contribute to the difficulty, both more global factors like­

wise sociocultural issues, and issues within the scope of the analysis of feeling in images,

such as the difficulty in finding reliable and properly labeled data to be used, as well as

factors faced during the classification, for example, it is normal to associate images with

darker colors and low brightness to negative feelings, after all, most are like that, but some

cases escape this rule, and it is these cases that affect the accuracy of the developed mod­

els. However, in order to overcome these problems faced in classification, a multitasking

model was developed, whichwill consider the entire image information, information from

the salient areas in the images, and the facial expressions of faces contained in the images,

and textual information, so that each component complements the other during classifi­

cation.

During the experiments it was possible to observe that the use of the proposedmodels can

bring advantages for the classification of feeling in images and even work around some

problems evidenced in existing works, such as the irony of the text.

Therefore, this work aims to present the state of the art and the study carried out, in order

to enable the presentation and implementation of the proposed model and carrying out

the experiments and discussion of the results obtained, in order to verify the effectiveness

of what was proposed. Finally, conclusions about the work done and future work will be

presented.

Keywords

Image Sentiment Analysis, Convolutional Neural Network, Multimodal, Image Classifi­

cation, Dataset, Facial Expression Recognition, Salient Areas, Text Classification.
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Chapter 1

Introduction

This chapter presents the problem statement, as well as the goals to be achieved during

the development of this work. Also, it contains the respective dissertation outline.

1.1 Problem Statement

We are increasingly witnessing the growth of the online community, which shows us the

different opinions andways of thinking that each person has. In the sameway, as an artist

expresses himself through art, users seek ways to express themselves beyond the use of

words, often using images to reach their goal. Therefore, the ascent of the use of social

media plays a fundamental role, because it’s through social media that the users found a

place not just to exercise their right of freedom of speech, but also as a news vehicle, which

is powerful and can spread easier and quicker. It can also be used as a way of finding

and attracting supporters, contestants, and even getting information faster which can be

useful to the competent authorities. Thus, social media has posts that pass on to us good

feelings and others that will pass on to us not so good feelings. There are many factors

to take into account when we need to analyze the sentiment that an image passes to us,

for instance, the socio­cultural issues. However, other features can help us to identify the

sentiment in the image, for example: prevailing colors in the image, the type of objects in

the image, and the metadata (e.g image’s caption) that are associated with the image, and

through all those factors, we can get a clue to which sentiment the image conveys.

Many works have been done in the image sentiment analysis field. However, there is no

way to say that a method is more correct than the other because there are a lot of different

ways to approach such a theme. Also, it will depend on the goal to be achieved by the

developed model.

Thus, this project aims to develop a model that classifies the image sentiment to identify

those images that may represent negative and strongly negative situations since we are

interested in predicting when possible strongly negative events are going to take place.

This prediction will be obtained not just with the image information from the social media

posts, but also with textual information, but that part of the project is done by other team

members.

1.2 Objectives

This dissertation has the goal of analyzing the sentiment of images from social media,

namely Twitter, which is within the scope of the MOVES project. The collective behavior

of crowds can be an agent of social change and an affirmation of existing social norms
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and structures, with this the MOVES project proposes to develop a multilingual surveil­

lance system capable of detecting emerging crowds by identifying rising events that foster

high focus, high energy and high emotion on social media. Their fundamental hypothesis

is that virtual crowds show similar characteristics to real crowds, which may allow their

modelization in terms of complex computer systems by relying on advanced natural lan­

guage processing and machine learning techniques, [mov]. The collective behavior may

have dramatic consequences such as crimes and material damages, which badly reflect

how fractured our societies can be. Daily reports of protests in various parts of the world

emerge, which requires special attention. For this, a model should be employed, which

must classify and identify mainly the negative and strongly negative sentiments, which

will be also responsible for the image sentiment analysis for the MOVES project.

In this thesis we will create a newmodel for image sentiment analysis using deep learning

methods to be able to classify and identifymainly the negative and strongly negative senti­

ments by analysing the entire image, the salient areas of the image, the facial expressions

(if there is at least one face in the image), and the text that follows the image.

1.3 Dissertation Outline

In order to reflect the work that has been done, this dissertation is organized as follows:

1. The first chapter ­ Introduction ­ presents the problem statement, the objectives

to be accomplished, and the respective dissertation outline;

2. The second chapter ­ Related Work ­ presents the studies made, discussing re­

lated works in the image sentiment analysis field, related techniques, and available

approaches;

3. The third chapter ­ProposedMethodand Implementation ­ presents an overview

of the proposed model, presenting in detail its components;

4. The fourth chapter ­Results andDiscussion ­ presents the experiments thatwere

made and the results obtained, and a discussion about the values and behaviour

observed from the tests;

5. The fifth chapter ­Conclusion ­ contains themain conclusions about the work that

has been done. Also, it presents the contributions to be achieved, and the future

work.
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Chapter 2

RelatedWork

2.1 Introduction

This chapter presents themost relevant work in the image sentiment analysis field, as well

as the most common datasets and their features. This chapter is split as follows: section

2.2 presents the used and available datasets in the image sentiment analysis field. The

following section 2.3 presents the approaches that can be used in the image sentiment

analysis field. Section 2.4 presents the tools and technologies with object detection that

we can use. Section 2.5 presents the approaches used in the facial expression recognition

field. Section 2.6 presents the sentiment models that are used in the image sentiment

analysis field. Section 2.7 analyses the works on image sentiment analysis, and the final

section 2.8 contains the main conclusions made while formulating this chapter.

2.2 Datasets

This subsectionpresents the available datasets and anoverviewabout them. It also presents

the datasets used in the studied works and the results obtained.

2.2.0.1 International Affective Picture System (IAPS) ­ 1999

In 1997 an intensive study was performed on the IAPS in order to extract a categorical

structure of such dataset [BL17]. As a result, a database of photos that have been validated

as consistently eliciting a specific emotional response in viewers was obtained. Being a

psychological dataset, it’s very difficult to be built in large scale and maintained over time

[OFB20]. According to [OFB20], the IAPS dataset is composed by 716 photos, which are

not from social media. Also, it is not classified into polarity nor contains any additional

metadata as text. To obtain this dataset, a formal request is necessary [BL].

2.2.0.2 AIC Using Features inspired by Psychology and Art Theory ­ 2010

In [MH10b] methods were developed to extract and combine low­level features that rep­

resent the emotional content of an image, and use these for image emotion classification.

For testing and training, they used three datasets:

• IAPS (I);

• A set of artistic photography from a photo sharing site (II);

• A set of peer rated abstract paintings (III).
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The latter two datasets (II and III) were collected for their study, and they are available to

the research community [MH10a]. According to the [OFB20] the datasets are composed

by 228 paintings and 807 photos, and they have the following categories: awe, amuse­

ment, contentment, excitement, disgust, anger, fear, and sadness. However, the photos

are not from social media and the dataset did not contain additional metadata.

Figure 2.1 shows an example of the photo contained in the dataset (II).

Figure 2.1: Example of a photo contained in the AIC dataset (II), which represents excitement. (Source:
image from the dataset available on [MH10a]).

Figure 2.2 shows an example of the painting contained in the dataset (III).

2.2.0.3 Geneva Affective Picture Database (GAPED) ­ 2011

GAPED is a database consisting of 730 photos, and it was created to increase the avail­

ability of visual emotion stimuli. Four specific negative contents were chosen: spiders,

snakes, and scenes that induce emotions related to violation of moral and legal norms

(human rights violation or animal mistreatment). Positive and neutral pictures were also

included: positive pictures represent mainly human and animal babies as well as nature

scenarios, while neutral picturesmainly depict inanimate objects. The pictures were rated

according to valence, arousal, and the congruence of the represented scene with internal

(moral) and external (legal) norms [dG]. According to the [OFB20] this dataset is used to

classify the images into positive, negative, and neutral, and it is a psychological dataset.

There is no additional metadata and the images are not from social media. The dataset

can be downloaded from [dG], which has 402 MB.

2.2.0.4 VSO ­ 2013

Visual Sentiment Ontology (VSO) is the largest benchmark dataset for visual sentiment

prediction, which has about 1.4 million images from 3,244 Adjective Noun Pairs (ANP).
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Figure 2.2: Example of a painting contained in the AIC dataset (III), which have the following groundtruth:
amusement ­ 0, anger ­ 0, awe ­ 1, content ­ 2, disgust ­ 0, excitement ­0, fear ­ 2, sad ­ 3. (Source: image

from the dataset available on [MH10a]).

This dataset is collected by querying Flickr with ANPs. There are a total of 269 adjectives

(attributes), which are considered to be sentiment related. Among them, 127 attributes

are labeled as positive and the others are negative. Each image is associated with one

ANP. Thus, each image is labelled according to the sentiment label of its ANP [WMW20].

In [DBC] there are several datasets for download, which are:

• VSO ­ Ontology and Concepts (200.88 KB):

– Analysed Images & Videos: 316,000;

– Non­empty ANP candidates: 47,000;

– VSO ANP: 3,244;

– ANP included in SentiBank: 1,200.

• VSO ­ Image Dataset (58.23 GB): the database consist of two datasets, a set of

Flickr images with Creative Common (CC) licenses used in training/testing 1,200

ANPs detectors in SentiBank and the set of images associated with the full VSO in­

cluding 3,244 ANPs;

• SentiBank ­ Visual Sentiment Concept Classifiers (975 MB): this dataset

was used to train the concept detector. For each ANP a concept detector has been

trained using 80% of its Flickr sample images. The remaining 20% have been used

for detector testing;
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• Photo Tweet Sentiment Benchmark (56.92 MB): the benchmark includes

603 tweets with photos and is intended for evaluating the performance of automatic

sentiment prediction using features of different modalities (text only, image only,

and text­image combined). It was collected in November 2012 via the PeopleBrowsr

Application Programming Interface (API) using 21 hashtags. The groundtruths of

sentiment values were obtained by AmazonMechanic Turk annotation, resulting in

470 positive and 133 negative labels.

Figure 2.3 shows an example of the images contained in thePhotoTweet SentimentBench­

mark dataset.

Figure 2.3: Example of an image contained in the VSO dataset. (Source: image from the dataset available
on [DBC]).

The VSO dataset contains additional metadata, for example, the Figure 2.4 presents the

additional metadata of the Figure 2.3

2.2.0.5 Nencki Affective Picture System (NAPS) ­ 2014

Another psychological dataset [OFB20], the NAPS consists of 1,356 realistic, high­quality

photographs that are divided into five categories (people, faces, animals, objects, and

landscapes). Affective ratings were collected from 204 mostly European participants.

The pictures were rated according to valence, arousal, and approach­avoidance dimen­

sions using computerized bipolar semantic slider scales. Validation of the ratings was

obtained by comparing them to ratings generated using the SAM and the IAPS. In addi­

tion, physical properties of the photographs are reported, including luminance, contrast,

and entropy. The newdatabase, with accompanying ratings and image parameters, allows

researchers to select a variety of visual stimulus materials specific to their experimental

questions of interest [MZJG14], [Mat]. To download the dataset, it is necessary to fill out

a request form [LOB14].

6



Image Sentiment Analysis of Social Media Data

Figure 2.4: Additional metadata of the Figure 2.3, which can be found in the VSO dataset.

2.2.0.6 Emotion6 ­ 2015

The work [PCSG15] explores two new aspects of photos and human emotions. The au­

thors presented a new database, Emotion6, containing distributions of emotions. The

dataset consists of 1,980 images collected from Flickr by using the emotion keywords and

synonyms as search terms. There are 330 images for each emotion category. Amazon

Mechanical Turk (AMT) workers were invited to label the images into the Ekman’s 6 emo­

tions and neutral to obtain the emotional responses. Each image was scored by 15 sub­

jects.The discrete emotion distribution information is released. The considered emotions

are: anger, disgust, fear, joy, sadness, and surprise. Also, the dataset contains the Valence

and Arousal scores.

Figure 2.5 shows an example of the images contained in thePhotoTweet SentimentBench­

mark dataset.

The dataset can be downloaded (181MB) onAdvancedMultimedia Processing (AMP)Lab,

Cornell University website [Sad].

2.2.0.7 Image­Emotion­Social­Net (IESN) ­ 2016

The IESNdataset is constructed for personalized emotionprediction [ZYG+16a], [ZYG+16b],

with 1,012,901 images from Flickr. Lexicon­based methods are used to segment the text

of metadata from uploaders for expected emotions and comments from viewers for actual

emotions. Synonym based searching is employed to obtain the Mikels’ emotion category

by selecting the most frequent synonyms [ZDH+18].

In [Zha] it is possible to find two datasets:

• IESN_V1.0: related to the work [ZYG+16a], this is the data of IESN dataset, which

is designed for various visual emotion analysis tasks. It contains 358MBof JavaScript

Object Notation (JSON) files with the following characteristics:
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Figure 2.5: Example images of Emotion6 dataset with the corresponding ground truth. The emotion
keyword used to search each image is displayed on the top. The graph below each image shows the

probability distribution of evoked emotions of that image. The bottom two numbers are V­A scores in SAM
9­point scale. (Source: image from [PCSG15]).

– ExpectedEmotion: Emotions from the image uploaders obtained by the ti­

tle, tags and descriptions;

– ActualEmotion: Emotions from image comments;

– Groups: Flickr interest groups;

– Users: user information (image uploaders and commenters).

• IESN_Continuous Distribution_V1.0: related to the work [ZYG+16b], this is

the data used for probability distribution modeling of image emotions. It contains

2.1 GB of images and 11 MB of the respective valence­arousal labels.

2.2.0.8 FI ­ 2016

The original FI dataset consists of 90,000 noisy images collected from Flickr and Insta­

gram by searching the emotion keywords [KS16]. The weakly labeled images are further

labeled by 225 AMT workers, which are selected through a qualification test. The 23,308

images that receive at least three votes from their assigned 5 AMT workers are kept. The

number of images in each Mikels’ emotion category is larger than 1,000.

Table 2.1 shows an overview about the statistics of FI dataset.

DataSet Amusement Anger Awe Contentment Disgust Excitement Fear Sadness Sum

Submitted 11,000 11,000 11,000 11,000 11,000 11,000 13,000 11,000 90,000
Labeled 4,942 1,266 3,151 5,374 1,658 2,963 1,032 2,922 23,308

Table 2.1: Table presenting the statistics of the current labeled images in FI dataset. (Source: image from
[KS16]).
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2.2.0.9 EmotionROI ­ 2016

In [PSGC16] the authors built a dataset as a benchmark for predicting the Emotion Stim­

uli Map (ESM), which describes pixel­wise contribution to evoked emotions. The authors

used images in the Emotion6 dataset to reach their goal. The EmotionROI database con­

tains the ground truth ESMs collected by asking people to identify the regions in the im­

ages which most influence their evoked emotions. Thus, the authors used the AMT to

collect responses from subjects, building the ground truth ESMs in EmotionROI. Also,

they kept the categories used in Emotion6 dataset and created 220 different AMT tasks

(each one contains 10 images) for AMT that meet the following constraints:

1. Each AMT task contains at least one image from each of the 6 categories;

2. Images are ordered in such a way that the frequency of an image from category i

appearing after category j is equal for all i, j.

The authors enforce the following regulations to be consistentwith theEmotion6database:

1. The same subject can only respond to each image orAMT task atmost once, and each

subject cannot respond to more than 55 different AMT tasks to increase diversity;

2. 15 responses was collected for each image to have statistically significant results.

The ground truth ESMs was normalized to the range between 0 to 1. Figure 2.6 shows

some example images in EmotionROI and the corresponding ground truth ESMs. The

dataset is openly and available (195MB) on AMP Lab, Cornell University website [Sad].

Figure 2.6: The leftmost image is a screenshot of the interface of their user study on Amazon Mechanical
Turk. The other images are some examples from EmotionROI dataset with the corresponding ground truth
emotion stimuli maps. The emotion keyword used to search each image (provided by Emotion6 dataset

[PCSG15]) is displayed under the image. (Source: image from [PSGC16]).

2.2.0.10 T4SA & B­T4SA ­ 2017

In [VCC+17a], the authors trained amodel for visual sentiment classification starting from

a large set of user­generated and unlabeled contents. They collected more than 3 million

tweets containing both text and images. The authors used the Twitter’s Sample API to

access a random 1% sample of the stream of all globally produced tweets, discarding:
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• Tweets not containing any static image or containing other media (i.e., they also

discarded tweets containing only videos and/or animated Graphic Interchange For­

mat (GIF)s);

• Tweets not written in the English language;

• Tweets whose text was less than 5 words long;

• Retweets.

At the end of the data collection process, the total number of tweets in T4SA dataset

was about 3.4 million, corresponding to approximately 4 million images. Each tweet

(text and associated images) has been labeled according to the sentiment polarity of the

text (negative = 0, neutral = 1, positive = 2) predicted by our tandem Long Short­Term

Memory (LSTM)­Support Vector Machines (SVM) architecture, obtaining a labeled set

of tweets and images divided in 3 categories. The authors of the tweets having the most

confident textual sentiment predictions to build their T4SA dataset. The corrupted and

near­duplicate images have been removed, and they selected a balanced subset of images,

named B­T4SA, that was used to train their visual classifiers.

Table 2.2 shows the details of the dataset.

Sentiment T4SA
(tweets)

T4SA
(images)

T4SA (w/onear
dup ­ images)

B­T4SA

Positive 371,341 501,037 372,904 156,862
Neutral 629,566 757,895 444,287 156,862
Negative 179,050 214,462 156,862 156,862
Sum 1,179,957 1,473,394 974,053 470,586

Table 2.2: Table presenting T4SA dataset information.

It’s possible to get access to the T4SA dataset through filling a request form available in

their website [Vad].

The presented datasets are the most used in the Image Sentiment Analysis field. How­

ever, it’s possible to find other datasets, in platforms like Kaggle, that can be used to train

models to execute this task. For example, the dataset available on [Hsa], which has about

32,000 Flickr images. Table 2.3 summarizes the dataset used in some of the works pre­

sented in section 2.7.

Table 2.4 presents the respective results obtained from each work presented in Table 2.3.

Choosing datasets to train a model can be a tough task. Thus, it’s necessary to filter the

requirements to downsize the number of available options. Aiming the Image Sentiment

Analysis for social media images, we can discard (at first) psychological datasets based,

due on their number of images. Thus, datasets like B­T4SA, VSO, Flickr, IESN can be

good choices due to the huge amount of data contained.

Also, an approach to be investigated is the use of facial expressions. In all studied works

none has presented the idea of evaluating the sentiment/polarity taken into account the
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Work Flickr
[BJC+13]

FI [KS16] Twitter I
[YLJY15a]

Twitter II
[BJC+13]

B­T4SA
[VCC+17a]

[YLJY15b] X
[GA19a] X
[GA19b] X
[ZWS+20] X X
[WQJZ20a] X X X X
[FCd19] X X
[VCC+17b] X

Table 2.3: Studied works and the datasets used.

Work Flickr
[BJC+13]

FI [KS16] Twitter I
[YLJY15a]

Twitter II
[BJC+13]

B­T4SA
[VCC+17a]

EmotionROI
[PCSG15]

[YLJY15b] 0.7730
[GA19b] 0.5234
[ZWS+20] 0.7572 0.8715
[WQJZ20a] 0.7239 0.8884 0.8604 0.8097 0.8304
[FCd19] 0.9159 0.8635
[VCC+17b] 0.5130

Table 2.4: Results obtained from the studied works for each dataset used.

classification of the facial expressions in images that contain faces. Thus, there are two

options to approach this idea:

• Use a pre­trained model;

• Find a dataset and train a model to classify facial expressions.

However, not all images on social media contain faces. Thus, it could be a waste of effort

to find a dataset and train a model to execute this task, and the idea of using a pre­trained

model seems to be the best.

As already seem through the studied works, the evaluation of local and global images is

also crucial. Thus, this approach will be included in the model. The challenge is to decide

which approach to be taken. It’s hard to say which one is better when we have many

possibilities. We can have:

1. Evaluate polarity in local and global images;

2. Evaluate sentiment in local and global images;

3. Evaluate polarity in local images and sentiment in global images;

4. Evaluate sentiment in local images and polarity in global images.

The use of the text available also seems interesting, because can help the model to classify

correctly. However, as seen at [FCd19] the analysis of the text is worth only if there is

metadata available and the use of a text classification algorithm presented a similar accu­

racy when compared with a model trained from scratch. So to analyze the metadata the

use of a text classification algorithm seems to be more advantageous.
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2.3 TraditionalMachineLearningAlgorithmsandDeepLearn­

ing Models

With the variety of approaches that can be taken, mainly due to the researchmade, before

making the decision about which approach to use, it was necessary to understand the

difference between them.

Traditional machine learning is a branch of artificial intelligence where engineers and

scientists manually select features within the data and train the model [DeL].

Deep learning is a branch of machine learning modeled loosely on the neural pathways of

the human brain where the algorithm automatically learns what features are useful.

• Traditional machine learning: typically used for projects that involve predict­

ing output or uncovering trends. A limited body of data is used to help themachines

learn patterns that they can later use to make a correct determination on new input

data. Some examples of traditional machine learning algorithms are: linear/logistic

regression, decision trees, SVM, naive Bayes, and discriminant analysis;

• Deep learning: typically used for projects that involve classifying images, iden­

tifying objects in images, and enhancing images and signals. They are designed to

automatically extract features from spatially and temporally organized data such as

images and signals. Some examples of deep learning methods are: Convolutional

Neural Network (CNN)s, Recurrent Neural Networks (RNN), and reinforcement

learning (deep Q networks).

Table 2.11 shows some considerations to take into account before choosing an approach.

Consideration Traditional Machine Learning Deep Learning

Data consideration Available data is more limited and
structured

Requires a large quantity of training
data

Available Hardware and
Deployment

Require less computational power Require specialized hardware
(GPUs)

Table 2.5: Results obtained from the studied works for each dataset used.

Thus, traditional machine learning algorithms may be more desirable if you need quicker

results. They are faster to train and require less computational power. The number of

features and observations will be the key factors that affect training time. With traditional

machine learning, it is expected to spend the majority of time developing and evaluating

features to improve model accuracy.

Deep learning models will take more time to train, but pre­trained networks and public

datasets can shorten training through transfer learning. With deep learning, it is expected

to spend a majority of time training models and making modifications to the architecture

of deep neural networks. However, some works investigated the use of both approaches,

as seen in [ZWS+20].
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2.3.0.1 Transfer Learning

Transfer learning is a popular method in computer vision because it allows us to build

accurate models in a time­saving way [RW17]. With transfer learning, instead of starting

the learning process from the scratch, you start from models that have been trained on a

different problem.

Transfer learning usually uses pre­trainedmodels, which are models that were trained on

a large benchmark dataset to solve a problem similar to the one that we want to solve.

Several pre­trainedmodels used in transfer learning are based on a large CNN [VDDP18].

A typical CNN has two parts:

• Convolutional base: the main goal is to generate features from the image;

• Classifier: the main goal is to classify the image based on the detected features.

To repurpose a pre­trained model for your own needs, you start by removing the original

classifier, then you add a new classifier that fits your purposes. Then, it is necessary to

fine­tune the model according to one of three strategies:

1. Train the entire model;

2. Train some layers and leave the others frozen;

3. Freeze the convolutional base.

Figure 2.7 shows these three strategies schematically.

Figure 2.7: Fine­tuning strategies. (Source: image from [Mar]).

When you’re using a pre­trained model based on a CNN (except Strategy 3), it’s smart to

use a small learning rate because high learning rates increase the risk of losing previous

knowledge.

The process of transfer learning can be divided into:
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1. Select a pre­trained model.

2. Classify your problem according to the Size­Similarity Matrix (Figure 2.8 – left).

3. Fine­tune your model (Figure 2.8 ­ right).

Figure 2.8: Size­Similarity matrix (left) and decision map for fine­tuning pre­trained models (right).
(Source: image from [Mar]).

The work [Li] aims to summarize the study made in [KSL19]. As seen, the idea of transfer

learning is adapting the model trained with a big dataset to your problem. There are two

types of transfer­learning: i) use fixed features; ii) fine­tuning. Both involve restoring

weights fromapre­trained ImageNetmodel and retraining thenetwork for the newclasses

of interest. The difference between both of them is:

• Fixed features approach: freezes early layers and only trains the last layer;

• Fine­tuning approach: trains all layers.

The fixed features approach is less prone to overfitting, while the fine­tuning approach is

better at handling new classes. Google researchers set themselves the goal of studying the

pros and cons of these two approaches. Figure 2.9 shows the results of their experiments.

We can see if we have a large dataset but the data is different from the pre­trainedmodel’s

dataset, it will be necessary to train the entire model. For example, the pre­trained model

VGGNet couldn’t help if the goal of the task is to predict over renal biopsy because there

are no images like this in the ImageNet dataset.

From the experiments, the researchers could find:

• Datasets similar to ImageNet benefit more from transfer learning than dataset un­

similar to ImageNet;

• Both fine­tuning and trained from scratch led to significantly better features;
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Figure 2.9: 2D embedding t­SNE of features from the penultimate layer of Inception for different
approaches. (Source: image from [VDDP18]).

• Although training from scratch achieved parity with fine­tuning, it is at the cost of

significantly more training data and longer training time.

Also, the researchers concluded that ResNet seems to be the best fixed features extractor.

However, their affirmation is completely empirical­based and there is no theory behind

it. The authors of the review suggest trying at least three pre­trained models, which are:

ResNet, Inception­V4, andNeural Architecture SearchNetwork­A­Large (NASNet­A­Large).

However, among twelve transfer tasks, the best model on ImageNet is NASNet­A­Large.

It has won 9 of the 12 transfer tasks in the study. Thus, for fine­tuning, NASNet­A­Large

could be a good choice. Thus, once it is relatively easy and does not require toomuch time

(depending on the purpose), a good strategywould start with pre­trainedmodels and eval­

uate their accuracies, then use a state­of­art dataset large enough to train a model from

the scratch.

2.3.0.2 VGG

There are a total of six VGGNet architectures. VGG­16 and VGG­19 are the most popular

[Bas]. Every VGGarchitecture has filters of size 3 x 3, because two 3 x 3 filters almost cover

what a 5 x 5 filter would cover. Also, two 3 x 3 filters are cheaper (total number of multi­

plications to be performed) than one 5 x 5 filter. However, VGGNet has a problem that is

this naive architecture is not good for a deeper network – as the network goes deeper, it is

more prone to the vanishing gradients’ problem, which occurs when the calculated partial

derivatives, used to compute the gradient, go deeper into the network. Since the gradients

regulate how much the network learns during training, if the gradients are very small or

zero, then little to no training can take place, attending to poor predictive performance.

More training and also more parameters have to be tuned in deeper VGG architectures.
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But VGGNets are handy for transfer learning and small classification tasks. Figure 2.10

shows the VGGNet­16 architecture.

Figure 2.10: VGGNet­16 architecture. (Source: image from [Bas]).

2.3.0.3 ResNet

The success recipe of ResNet for training a deep (152 layers) network is that it has residual

connections [Bas]. Figure 2.11 shows the ResNet architecture.

Figure 2.11: ResNet architecture. (Source: image from [Bas]).

In VGGNet, every layer is connected to its previous layer, fromwhich it is getting its input

(this makes sure that useful features are propagated, and the less important features are

dropped out). However, the latter layers can not see what the former layers have seen.

ResNet address this problem by connecting not just the previous layer to the current one,

but also a layer behind the previous layer. Training such a deep residual network is possi­

ble by using batch normalisation layers after every convolutional layer. These layers will

boost the values of weights and hence higher learning rates can be used while training

(will help train faster and can minimize the vanishing gradient problem).

2.3.0.4 DenseNet

In this architecture, proposed in [HLvdMW18], for a given layer, all other layers preceding

it are concatenated, and given as input to the current layer. Figure 2.12 shows DenseNet’s
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architecture. Smaller filters counts can be used to minimize the vanishing gradient prob­

lem as all layers are directly connected to the output, and gradients can be calculated

directly from the output for each layer [Bas].

Figure 2.12: DenseNet architecture. (Source: image from [HLvdMW18]).

2.3.0.5 InceptionNet

In ResNet, the focus is on deeper networks. The idea of InceptionNet is to make the net­

work wider. This can be done by parallel connection of multiple layers having different

filters and then finally concatenating all of those parallel paths to pass to the next layers

[Bas]. Figure 2.13 shows the InceptionNet architecture.

Figure 2.13: InceptionNet architecture (Source: image from [Bas]).

There are many variants of InceptionNets. The differences among them are:

• Instead of using a 5 x 5 filter, use two 3 x 3 filters as they are computationally effi­

cient;

• Using a 1 x 1 Conv2D layer with smaller filter count before performing any Conv2D
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layer with large filter sizes will reduce the depth of the input and hence is computa­

tionally efficient;

• Instead of performing a 3 x 3 filter, perform a 1 x 3 filter followed by a 3x1 filter. This

will drastically improve the computational efficiency.

Table 2.6 shows the winners of the ILSVRC [Sha], [Siy].

Model Error Rate (%) Year

AlexNet (SuperVision) 15.3 2012
Zeiler and Fergus Network (ZFNet) (Clarifai) 11.2 2013
Inception (GoogLeNet) 6.67 2014
VGG­16 (Runners­Up) 7.3 2014
ResNet (Microsoft Research Asia (MSRA)) 3.57 2015
ResNetXt­10 4.1 2016
Squeeze­and­Excitation Networks (SENet) 2.251 2017
Progressive Neural Architecture Search Network (PNASNet)­5 3.8 2018

Table 2.6: Winners of ILSVRC competition.

In [SP18], a comparison between AlexNet, VGG­16, and VGG­19, to transfer learning was

made. The authors concluded that when using VGG­19 CNNarchitecture there was an im­

provement in the average recall, precision, and F­score on both the databases, CalTech256

[GHP07], and GHIM10K [LW03].

In the work [MGGTZC+20] we can find a comparison between AlexNet, GoogleNet, In­

ceptionV3, ResNet18, and ResNet50 for the classification of tomato plant diseases. The

authors found that every model used in their work was capable of classifying nine dis­

eases in tomato leaves from the healthy class, where the GoogleNet model with 22 layers

can reach 99.72% classification of tomato diseases using the trainingmechanism of trans­

fer learning. On the other hand, Inception V3 obtained the lowest performance compared

to the other architectures.

In thework [ACT+20], a comparison between a customCNN(CNNL_Rectified LinearAc­

tivationFunction (ReLU) topology) andpre­trainedmodels (AlexNet, VGG­19, GoogleNet,

and InceptionV3) was made for Nonalcoholic Fatty Liver Disease (NAFLD) Biopsy Im­

ages. The results showed that the custom CNN achieved a 95.8% classification accuracy,

while AlexNet produced the highest classification performance (accuracy:97.8%).

In thework [GA19a] a comparisonbetweenResNet18, ResNet50, ResNet152, InceptionV3,

and DenseNet161 was made to improve the state of the art in a large tweet data set. The

authors found that it was possible to improve the accuracy value with DenseNet (52.74%),

with an increase of 0.76% from the previous work [GA19b]. However, looking towards the

execution time presented, it’s possible to conclude that ResNet50 reaches a similar value

(52,51%), but in a shorter time, 78 hours and 17 hours, respectively.

2.4 Object Detectors

According to the studied papers, it’s almost mandatory to conclude that it is important to

analyze the sentiment in the salient region of the image, and take into account the objects
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in the image. Thus, we need to analyze the available algorithms to make object detection.

The object detection task involves object classification and object localization, and both

are challenging topics in the domain of computer vision.

The source [Cho20] presents eight algorithms for object detection, which are:

• Histogram of Oriented Gradients (HOG);

• Spatial Pyramid Pooling (SPP)­net;

• Region­based Convolutional Neural Networks (R­CNN);

• Fast R­CNN;

• Faster R­CNN;

• Region­based Fully Convolutional Network (R­FCN);

• Single Shot Detector (SSD);

• YOLO.

The author presented a description of each one based on their respective works. Thus, a

brief description will be presented below.

2.4.0.1 HOG (2005)

HOG is a feature extractor that can be used to detect objects in image processing and other

computer vision techniques [DT05]. The HOG descriptor technique includes occurrences

of gradient orientation in localized portions of an image, such as the detection window,

the ROI, etc.

2.4.0.2 SPP­net (2014)

SPP­net is a network structure that can generate a fixed­length representation regardless

of image size/scale [HZRS14]. This method avoids repeatedly computing the convolu­

tional features.

2.4.0.3 R­CNN (2014)

The R­CNN is a combination of region proposals with CNNs. It helps in localizing ob­

jects with a deep network and training a high­capacity model with only a small quantity

of annotated detection data [GDDM14]. R­CNN can scale to thousands of object classes

without resorting to approximate techniques including hashing.

2.4.0.4 Fast R­CNN (2015)

This algorithm mainly fixes the disadvantages of R­CNN and SPP­net, while improving

their speed and accuracy, [Gir15].

Advantages:
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• Higher detection quality (mAP) than R­CNN, SPP­net;

• Training is single­stage, using a multi­task loss;

• Training can update all network layers;

• No disk storage is required for feature caching.

2.4.0.5 Faster R­CNN (2015)

This algorithm utilizes the Region Proposal Network (RPN) that shares full­image convo­

lutional features with the detection network in a more cost­effective manner than R­CNN

and Fast R­CNN, [RHGS15]. The RPN is a fully convolutional network that simultane­

ously predicts the object bounds as well as the score at each position of the object and is

trained end­to­end to generate high­quality region proposals.

2.4.0.6 R­FCN (2016)

The R­FCN is a region­based detector for object detection. It’s fully convolutional with al­

most all computation shared on the entire image, [DLHS16]. In this algorithm, all learn­

able weight layers are convolutional and are designed to classify the ROIs into object cat­

egories and backgrounds.

2.4.0.7 SSD (2016)

The SSD is a method for detecting objects in images using a single deep neural network.

The SSD approach discretizes the output space of bounding boxes into a set of default

boxes over different aspect ratios, [LAE+16]. It combines prediction frommultiple feature

maps with different resolutions to naturally handle objects of various sizes.

Advantages:

• Eliminates proposal generation and subsequent pixel or feature resampling stages

and encapsulates all computation in a single network;

• Easy to train and to integrate into systems.

2.4.0.8 YOLO (2016)

YOLO is one of the most popular algorithms in object detection used by researchers,

[RDGF16]. The base YOLO model processes images in real­time at 45 frames per sec­

ond while a smaller version of the network, Fast YOLO, processes 155 frames per second

while still achieving double mAP of other real­time detectors.

The first three YOLO models have been released between 2016 and 2018. However, in

2020, three major versions of YOLO have been released, which are: YOLOv4, YOLOv5,

and Paddle Paddle (PP)­YOLO.
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• YOLOv4: released in April 2020, takes the influence of the state of art Bag of Free­

bies (BoF) andBag of Specials (BoS). The BoF improves the accuracy of the detector,

without increasing the inference time. YOLOv4 is based on the Darknet;

• YOLOv5: released in June 2020, YOLOv5 is different from all other prior releases,

as this is a PyTorch implementation and the major improvements include mosaic

data augmentation and auto­learning bounding box anchors;

• PP­YOLO: introduced in July 2020, PP­YOLO is based on PaddlePaddle (Parallel

Distributed Deep Learning), an open source deep learning platform. Its developers

aimed to implement an object detector with relatively balanced effectiveness and

efficiency that can be directly applied in actual application scenarios.

In [Hui18] the author did a comparison between Faster R­CNN, R­FCN, SSD, Feature

Pyramid Network (FPN), RetinaNet, and YOLOv3. The speed and accuracy were evalu­

ated. The author affirms that is very hard to have a fair comparison among different object

detectors and that there is no straight answer on which model is the best. He also points

to the need to be aware of other choices that impact the performance, for instance:

• Features extractors (VGG, ResNet, Inception, MobileNet);

• Output strides for the extractor;

• Input image resolutions;

• Matching strategy and Intersection overUnion (IoU) threshold (howpredictions are

excluded in calculating loss);

• The number of proposals or predictions;

• Boundary box encoding;

• Data augmentation;

• Training dataset;

• Use of multi­scale images in training or testing.

In his study, the author summarizes the results from individual papers. Due to the diffi­

culty to compare results from different papers, whose experiments were done with differ­

ent settings, the author plotted them together to make it easier for the reader to have an

idea about their performance. The results were obtained from the following settings:

• Data training: PASCAL VOC 2007 and 2012;

• mAPmeasurement: PASCAL VOC 2012 testing set;

• SSD: 300 x 300 and 512 x 512 input images;

• YOLO: 288 x 288, 416 x 416, and 544 x 544 input images.
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The author highlighted that higher resolution images for the samemodel have better mAP

but slower time processing.

Despite the shifting scenario and the different optimization techniques applied, its possi­

ble to notice:

• Region based detectors (like Faster R­CNN) demonstrate a small accuracy advan­

tage if real­time speed is not needed;

• Single shot detectors work well for real­time processing. However, it’s necessary to

verify whether its accuracy meets the respective accuracy requirement.

The research made in [HRS+17] offers a survey to study the tradeoff between speed and

accuracy for:

• Faster R­CNN;

• R­FCN;

• SSD.

It re­implements those models in TensorFlow usingMicrosoft COCO dataset for training,

and also introduces MobileNet, which achieves high accuracy with lower complexity.

Figure 2.14 shows the results obtained the overall mAP and the respective GPU time for

each configuration tested.

Figure 2.14: Accuracy vs time, with marker shapes indicating meta­architecture and colors indicating
feature extractor. (Source: [HRS+17]).

Themost accurate was Faster R­CNNwith Inception ResNet V2 and 300 proposals. Con­

sidering the time, we can see that SSD with MobileNet and SSD with Inception V2 (both

with low resolution) were the fastest models. Also, it was possible to see sweet spots, for

example, Faster R­CNNwith ResNet­101 and 100 proposals, and R­FCNwith ResNet­101

and 300 proposals.
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Figure 2.15 shows the behavior of object detector accuracy based on the feature extractor

accuracy. To avoid crowding the plot, the authors showed only the low resolutionmodels.

Figure 2.15: Accuracy of detector (mAP on COCO) vs accuracy of feature extractor (as measured by top­1
accuracy on ImageNet­CLS). (Source: [HRS+17]).

This experiment aims to study the influence of the feature extractor’s accuracy on the

detector’s accuracy. From the results it was possible to see that Inception ResNet V2 has

less impact with SSD (21/81)1. However, with R­FCN and Faster R­CNN, it’s possible to

get better results: (26/81), and (30/81), respectively.

Overall, VGG­16 presented the lowest values (with all object detectors). SSD and R­FCN

obtained their best mAP values with ResNet­101: 24 and 28, respectively.

Figure 2.16 shows the behavior of object detector accuracy based on the object size. The

authors fixed the image resolution to 300.

It’s possible to see that all detectors perform very well with large objects. However, SSD

presented a very poor performancewith small objects, with highest value of approximately

3%. Figure 2.17 shows the behavior of each object detector.

It’s possible to see that the SSD has problems in detecting small objects (for example:

bottles, cup, bag) in the middle of the table, while other methods do not.

Figure 2.18 shows the object detector accuracy based on the object size. The authors stud­

ied the resolutions 300 and 600.

The authors concluded that the input resolution can significantly impact detection ac­

curacy. They observed that decreasing resolution by a factor of two in both dimensions

results in lowers accuracy (15.88% on average), but also reduces inference time (27.4% on

average).

Figure 2.19 shows the behavior of object detector accuracy based on the number of pro­

posals.

It’s possible to see that for Faster R­CNNwith Inception ResNet, they obtained 96% of the

1(Object detector accuracy/feature extractor accuracy)
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Figure 2.16: Accuracy stratified by object size, meta­architecture and feature extractor. (Source: [HRS+17]).

Figure 2.17: Example from 4 different modelsce: [HRS+17]).

accuracy of using 300 proposals. However, using only 50 proposals is possible to improve

the speed by a factor of 3, and the accuracy drops only 4%. This is because R­FCN has

much less work per ROI, hence the speed improvement is far less significant.

The authors also presented the GPU time for each model combination. However, due to

the platform dependency, they decided to count FLOPS, so it gives a platform indepen­

dence measurement of computation, which may or may not be linear concerning actual

running times due to several issues such as caching, input/output, hardware optimization

etc.

Figure 2.20 shows the FLOPS count against observed wall­clock times on the GPU and

Central Process Unit (CPU), respectively.
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Figure 2.18: Result of the effect of image resolution. (Source: [HRS+17]).

Figure 2.19: Effect of proposing increasing number of regions on mAP accuracy (solid lines) and GPU
inference time (dotted). (Source: [HRS+17]).

The authors measured the total memory usage, also they included all datapoints corre­

sponding to the low­resolution models. The error bars reflect variance in memory usage

by using different numbers of proposals for the Faster R­CNN and R­FCNmodels (which

leads to the seemingly considerable variance in the Faster R­CNN with Inception ResNet

bar).

Figure 2.21 shows the memory usage for each model. It’s possible to see that MobileNet

requires the lowest amount of memory. Otherwise, Faster R­CNN with Inception ResNet

V2 presented the highest use of memory.

From this study, it was possible to highlight some points:
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Figure 2.20: FLOPS vs GPU time. (Source: [HRS+17]).

Figure 2.21: Memory (Mb) usage for each model. (Source: [HRS+17]).

• R­FCN and SSDmodels are faster. However, the Faster R­CNN is better in terms of

accuracy if speed is not a problem;

• Faster R­CNN requires at least 100 ms per image;

• Reduce image size by half in width and height lowers accuracy by 15.88% on average

but also reduces inference time by 27.4% on average;

• Choice of feature extractors impacts detection accuracy for FasterR­CNNandR­FCN

but less reliant for SSD;

• Themost accurate single model use Faster R­CNN using Inception ResNet with 300

proposals;
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• SSDwithMobileNet provides the best accuracy tradeoff within the fastest detectors;

• SSD is fast but performs worse for small objects comparing with others;

• For large objects, SSD can outperform Faster R­CNN and R­FCN in accuracy with

lighter and faster extractors;

• Faster R­CNN can match the speed of R­FCN and SSD at 32mAP if we reduce the

number of proposal to 50.

Thus, using object detectors we can not only detect salient regions but also, through the

detected classes, we can get a clue about the image’s context. Figure 2.22 shows an ex­

ample where the use of an object detector could alert the authorities. In March 2019, two

young men broke into a school in Suzano, Brazil [Var20]. They commited a massacre,

which left five students dead. Days before the massacre took place, one of the shooters

posted photos with the gun that would be used in the attack [Qui19].

Figure 2.22: The shooter responsible for the Suzano school’s massacre, posted photos with the gun before
the crime. (Source: image from [Dia19]).

2.5 Facial Expressions Classification Algorithms

FER, as the primary processing method for non­verbal intentions, is an important and

promising field of computer vision and artificial intelligence [HCLW19]. Facial expression

recognition is the task of classifying the expressions on face images into various categories

such as anger, fear, surprise, sadness, happiness, and so on. Several works affirm that

bright images, normally, are positive. However, this isn’t always true. Sometimes the

global information can trick the model, and it leads to a wrong classification. Figure 2.23

gives us an example, with the global information of the image, the model might predict it
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Figure 2.23: Illustration which represent the features’ influence in prediction, and how the facial expression
analysis can help the model’s performance. (Source: image from [des18]).

as positive. However, looking at the detail of the facial expression, we can clearly see that

the woman is desperate.

To get familiarized with the facial expression recognition methods, a brief research was

made, and it will be presented.

In [HCLW19], an overview of recent advances in FER is presented. The most popular

models are AUs, which encode basic movements of facial muscles, and V­A space, which

identify emotion categories according to the value of the emotion dimensions (reminding

the circumplex model presented in subsection 2.6.3). The authors based their discussion

on the AUs model. Figure 2.24 shows an example of the AUs.

Figure 2.24: Some examples of AUs. (Source: image from [HCLW19]).
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The study about FER can be divided into two groups:

• Conventional FER approach: is composed of three major steps ­ image pre­

processing; feature extraction, and expression classification;

• Deep learning­based FER approach: reduces the dependence feature extrac­

tion by employing an “end­to­end” learning directly from input data to classification

result.

When compared to the methods presented in the subsection 2.3, the methods based on

manual feature extraction are less dependent on data and hardware, which have advan­

tages in small data sample analysis. While the deep learning approaches demand less

manual work, they need massive datasets to avoid overfitting. The data can, in general,

be divided into two groups: laboratory type, and wild type.

2.5.0.1 Conventional FER Approaches

As briefly seen in subsection 2.3, a notable characteristic of the conventional FER ap­

proach is its high dependence on manual feature extraction. Thus, the procedure in con­

ventional FER approaches can be divided into three tasks:

• Image pre­processing: aims to eliminate irrelevant information from the input

images and improve the detection ability of relevant information. This step has a

high influence on the extraction of features and the performance of expression clas­

sification. For this step, the authors presented four sub­tasks to be performed: i)

noise reduction; ii) face detection; iii) normalization; iv) histogram equalization;

• Feature extraction: aims to extract useful information from the image. Some

of the main methods used for feature extraction in FER are: Gabor feature extrac­

tion, Local Binary Pattern (LBP), optical flow method, Haar­like feature extraction.

As seen in the section 2.7, and subsection 2.4, the feature extraction influences the

performance of the algorithm;

• Expression classification: aims to select the appropriate classifier that can pre­

dict the face expressions. Some of themain applied classifiers in FER are: k­Nearest

Neighbours (kNN), SVM, Adaptive Boosting (Adaboost), Sparse Representation­

based Classifier (SRC), Bayesian, and Probabilistic Neural Network (PNN).

Despite the dependency on data and hardware, the feature extraction and classification

have to be designedmanually and separately. Thus, the effectiveness of conventional FER

methods depends on the performance of each component.

2.5.0.2 Deep Learning­Based FER Approaches

Deep learninghas demonstrated outstandingperformance inmanymachine learning tasks

including identification, classification, and target detection [HCLW19]. According to the
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authors, this approach deeply reduces the dependence on image pre­processing and fea­

ture extraction. Also, they are more robust to the environment with different elements

(illumination and occlusion). Some of the main approaches are:

• CNN: is an “end­to­end” model, an improvement of the Artificial Neural Network

(ANN) [WRP+17]. The qualities of CNN include local connectivity and weight shar­

ing, resulting in faster training speed, and regularization effect;

• DeepBelief Network (DBN): is based on Restricted BoltzmannMachine (RBM)

and its feature extraction of the input signal is unsupervised and abstract. Themeth­

ods based on DBN can learn the abstract information of facial images automatically

and are sensitive to activity factors;

• LSTM: the methods based on LSTM are well suited for temporal feature extrac­

tion of sequential frames. This can be a good choice to be used on video sequence

analysis;

• Generative Adversarial Network (GAN): is an unsupervised learning model

composed of a generative network and a discriminative network. The models based

onGANnot only contribute to training data augmentation and the recognition tasks,

but also for pose­invariant and identity­invariant expression recognition.

The authors presented some FER­related datasets. However, we are more interested in

the images of the dataset, so any video or frame information will not be presented. Table

2.7 shows an overview of the related dataset in the FER area.

The authors did a comparison of representative FER approaches on widely evaluated

datasets. In the comparison, all the approaches and respective accuracy were presented.

However, we will only present the approach that achieved the highest accuracy. Table 2.8

shows the approaches that obtained the highest accuracy on thewidely evaluated datasets.

Concluding the survey, some challenges found in FER (theoretical and practical) were

presented, for instance:

• Wild Environmental Conditions: complex conditions like occlusion and pose­

variation, which may delay the recognition of original facial expressions, are two

major obstacles to the versatility of FER, especially in wild scenarios;

• TheLackofHigh­QualityPubliclyAvailableData: mainlywith deep learning­

based approaches, it usually requires a large amount of training data to capture sub­

tle expression­related deformations. The major challenge these approaches suffer

is the deficit of training data in terms of both quantity and quality;

• Visual Privacy: increasing privacy­preserving concerns are a major obstacle in

camera­equipped systems. Consequently, more reliable and accurate privacy pro­

tection methods are required to discover a balance between privacy and data utility

for FER models.
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Dataset Year Subjects Material Resolution Condition Elicitation Annotation

Japanese Female
Facial Expressions
(JAFFE)[LAKG98]

1998 10 213 still images 256 x 256 Unique Posed 6Basic Emotions (BEs)&
Neutral

Extended
Cohn–Kanade
(CK+)[LCK+10]

2010 123 593 still images 640 x 480 Unique Posed 6 BEs & contempt

Compound Emo­
tion (CE)[DM15]

2015 230 5,060 still images 3000 x 4000 Unique Posed 22 CEs

Maja & Michel
Initiative
(MMI)[PVRM05]

2005 75 740 still images 720 x 576 Complex Posed 6 BEs & Neutral, AUs

Binghamton
University 3D
Facial Expression
(BU­3DFE)[YWS+06]

2003 100 2,500 still images 1040 x 1329 Complex Posed 6 BEs, 83 Facial Land­
marks (FLs)

MPI[KCBW12] 2012 19 1,045 still images 768 x 576 Complex Spontaneous 55 expressions

Karolinska Di­
rected Emo­
tional Face
(KDEF)[LF�98]

1998 70 4,900 still images 562 x 762 Complex Posed 6 BEs & Neutral

Multi­Pose, Il­
lumination,
and Expression
(Multi­PIE)[GMC+08]

2013 337 755,370 still im­
ages

­ Complex Posed 6 expressions, FLs

Oulu­
CASIA[ZHT+11]

2011 80 2,880 image se­
quence

320 x 240 Complex Posed 6 BEs

FER2013[GEC+13] 2013 ­ 35,887 still im­
ages

48 x 48 Wild Posed & spon­
taneous

18 expressions, 6 BEs &
Neutral

Static Facial
Expressions
in the Wild
(SFEW)[DGLG11]

2011 ­ 1,766 still images ­ Wild Posed & spon­
taneous

6 BEs & Neutral

Real­world Af­
fective Database
(RAF­DB)[LDD17]

2017 ­ 29,672 still im­
ages

­ Wild Posed & spon­
taneous

6 BEs & Neutral, 12 CEs,
42 FLs

Real­world Af­
fective Faces
Multi Label
(RAF­ML)[LD19]

2018 ­ 4,908 still images ­ Wild Posed & spon­
taneous

6 BEs & Neutral, 12 CEs,
42 FLs

GENKI­
4K[WLFM09]

2009 ­ 4,000 still images ­ Wild Spontaneous 6BEs distribution vector,
42 FLs (smiling & non­
smiling), head­pose

Table 2.7: An overview of FER­related datasets, based on the survey [HCLW19].
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Dataset Approach Accuracy

JAFFE[LAKG98] SVM[TC18] 97.10%
CK+[LCK+10] CNN[BK17] 98.62%
MMI[PVRM05]

3D Inception­ResNet (3DIR) +
LSTM[HM17]

79.26%

FER2013[GEC+13] CNN[BK17] 72.10%
BU­3DFE[YWS+06] GAN[YCY18] 84.17%
Multi­PIE[GMC+08] Deeper CNN[MCM16] 94.70%
SFEW[DGLG11]

Anatomically Constrained Neural
Networks (ACNN)[LZSC19]

51.72%

Oulu­
CASIA[ZHT+11]

GAN + CNN[YZY18] 88.92%

Table 2.8: Comparison of representative FER approaches on widely evaluated datasets, based on the survey
[HCLW19].

2.6 Sentiment Models

The lack of proper differentiation between affect, feeling, emotion, sentiment, and opin­

ion, and understand how they relate to one another. The work [MSMSP14] aims to clarify

the difference between these terms and present significant concepts to the computational

linguistics community for their effective detection and processing. Affect, feeling, emo­

tion, sentiment, and opinion are terms relating to human subjectivity, which is a feature

of the person’s mind. Thus, like in the image sentiment analysis, these subjective expe­

riences will be created from the subject perspective (and we need to take into account

the cultural background, societal background, and other factors that may influence this

perspective), and they will reflect the subject’s desires, beliefs, and feelings. The authors

complain about the lack of consistency in terminology, which means the fact that these

subjective terms are used without sufficient differentiation between them, and this leads

to a poor apprehension and confusion about what concepts should be involved in text

analysis. Also, they complain about works in Sentiment Analysis (SA) and Opinion Min­

ing (OM) focused on detecting text polarity, arguing that sentiment and opinions aremore

complex than just having polarity.

The authors presented the definitions found in dictionaries of these subjective terms. Ta­

ble 2.9 presents the definitions presented by the authors in [MSMSP14], which was based

in the Merriam­Webster Online Dictionary [mer28] accessed in 2014 (to avoid any out­

dated definition, the dictionary was accessed to compare the definition presented in 2014

with the definitions found nowadays).

It’s worth mentioning that the definitions presented are related to the subjective term,

for example, the feeling can be defined as the basic physical sense (touch), but we are

not interested in definitions like this. There is no information if the definitions suffering

updates or if they passed through a review, but for Affect (noun), none of the synonyms

found were ‘Feeling’, moreover ‘Feeling’ was presented as obsolete, which is a term used

to the definitions that will be encountered when visiting the literature of the past [obs].
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Subjectivity Term Definition Synonym

Affect
The conscious subjective aspect of an emotion considered
apart from bodily changes; also a set of observable
manifestations of a subjectively experienced emotion.

Feeling*

Feeling
An emotion state or reaction; often unreasoning opinion or
belief.

Sentiment, Emotion

Emotion

Excitement; the affective aspect of consciousness; a state of
feeling; a conscious mental reaction (as anger or fear)
subjectively experienced as strong feeling usually directed
toward a specific object and typically accompanied by
physiological and behavioral changes in the body.

Feeling, Sentiment

Sentiment
An attitude thought, or judgment prompted by feeling; a
specific view or notion.

Feeling, Emotion,
Opinion

Opinion
A view, judgment, or appraisal formed in the mind about a
particular matter; A belief stronger than impression and less
strong than positive knowledge.

Feeling, Sentiment

Table 2.9: Definitions provided by Merriam­Webster Online [mer28].

However, is possible to see, through the synonyms, where the confusion begins.

The authors presented a scheme to show the differentiating factors of subjectivity terms.

Figure 2.25 shows the respective scheme.

Figure 2.25: Differentiating factors between the subjective terms. (Source: image from [MSMSP14]).

The work [KK18] presents an overview of the existing body of research on sentiment and

emotion analysis. However, the focus will be on popular models and theories in compu­

tational analysis.
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2.6.1 Ekman’s Theory of Basic Emotions

Ekman, Soreson, and Friesen (1969) proclaimed that facial displays of fundamental emo­

tions are not learned but innate. However, there is the cultural influence that leads to how

andwhich situations emotions are displayed (the facial expression that best fits). Also, Ek­

man’s theory postulates that emotions should be considered as discrete categories rather

than continuous. Thus, Ekman devised his list of basic emotions after researching many

different cultures, and found 6 basic emotions, [Han]: anger, disgust, fear, happiness,

sadness, and surprise.

In the 1990s he added other emotions but stated that not all of these can be encoded

via facial expressions: amusement, contempt, contentment, embarrassment, excitement,

guilt, pride in achievement, relief, satisfaction, sensory pleasure, and shame.

2.6.2 Plutchik’s Wheel of Emotions

In the early 1980s, Robert Plutchik proposed amodel of emotions, which became popular.

Unlike Ekman’s theory, Plutchik’s theory defended a small set of basic emotions, and all

other emotions are the result of the mix and derived from the various combinations of

basic ones. Plutchik’s Wheel of Emotions has the following characteristics:

• Similar emotions are placed closer together;

• Opposite emotions are placed 180 degrees apart;

• The intensity of an emotion depends on how far from the center a part of a petal is.

The wheel is constructed from eight basic bipolar emotions, as shown in Figure 2.26:

• Joy vs sorrow;

• Anger vs fear;

• Trust vs disgust;

• Surprise vs anticipation.

The blank spaces between the leaves are emotions that are mixture of two of the primary

emotions:

• Optimism = joy + anticipation;

• Aggressiveness = anticipation + anger;

• Contempt = anger + disgust;

• Remorse = disgust + sadness;

• Disapproval = distraction + pensiveness;

• Awe = fear + surprise;

• Submission = fear + trust;

• Love = trust + joy.
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Figure 2.26: Plutchik’s wheel of emotions. (Source: image from [KK18]).

2.6.3 Russel’s Circumplex Model

JamesRussel proposed a circumplexmodel of affect aiming to overcome the shortcomings

of basic emotions theory. The “circumplex” is related to the fact that emotional episodes

do not cluster at the axes but rather at the periphery of a circle. At the core of the cir­

cumplex model is the notion of two dimensions plotted on a circle along horizontal and

vertical axes. These dimensions are:

• Valence: how pleasant or unpleasant one feels;

• Arousal: the degree of calmness or excitement.

The number of dimensions is not strictly fixed. Each affective experience can be depicted

as a point in a circumplex that is described by two parameters (valence and arousal) with­

out the need for labeling or reference to emotion concepts for which a name might only

exist in particular subcommunities, or which are difficult to describe [Rus03]. Figure 2.27

shows the circumplex model of affect proposed by Russell.

However, it is not clear what should be done with qualitatively different events, for ex­

ample, fear and disgust will fall in identical places in the circumplex structure [RB99].

Thus, this model is applied when the interest is in continuous measurements of valence

and arousal rather than in the specific discrete emotional categories.

2.6.4 Parrots’ Classification of Emotion

In 2001 a tree­structured list was proposed by Parrot, where over 100+ emotions were

identified and conceptualized [Han] the first level is composed of six primary emotions.

This classification differs from the others above cited because the secondary emotions are
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Figure 2.27: Circumplex model of affect. (Source: image from [KK18]).

the derivation of the primary ones instead of being a combination of them. Figure 2.28

shows the first two layers of Parrot’s classification.

Figure 2.28: First two layers of the Parrots’ Classification. (Source: image from [BDLM13]).

2.6.5 Hugo Lövheim Cube of Emotions

Hugo Lövheim proposed in 2011 a classification that merger the categorical and the di­

mensional: the cube representation. In this representation, eight basic emotions are

ordered in an orthogonal coordinate system of three main monoaminergic axes, which

represent serotonin, dopamine, and noradrenaline [BDLM13]. These neurotransmitters

compose part of the monoamine class [BDLM13], [Pim]. Figure 2.29 shows its 3D repre­
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sentation.

• Noradrenaline is a neurotransmitter that plays an important role in responses

that involve fight or flee, your production increases with danger or stress situations;

• Dopamine plays an important role in the coordination of body movements, also is

involved in reward, motivation, and reinforcement;

• Serotonin plays an important role in self­confidence, inner strength, and satisfac­

tion.

Figure 2.29: The cube of emotions proposed by Hugo Lövheim. (Source: image from [Pim]).

2.7 RelatedWork

Thework [YLJY15b] tries to handle the image sentiment analysis (without any text consid­

eration), using a Plutchik’s wheel of emotions approach to classify those emotions. Also,

address challenge issues like implementing supervised learningwithweakly labeled train­

ing data, in other words, data that was labeled through a model (and not labeled by a

human), and handles the image sentiment classification generalizability. Thus, the work

focused on finding the resolution for two main questions:

• Implement the supervised learning (because of the CNN) with weakly labeled train­

ing data;

• Reach a high level of generalizability to cover different domains (we can understand

domains as the emotions).

The progression’s implementation aims to reduce the impact of training instances’ noise,

and to allow the model to have a high level of generalizability. Firstly, the CNN will be
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trained with Flickr’s images, then a subset will be selected from the difference between

the prediction’s values and training data itself, in that way, the model will be fine­tuned.

The smaller the difference, the higher the probability of the instance to be removed from

the training set. In the end, this fine­tuned model will be the final model to make the

image sentiment analysis. The experiments aim to solidify the use of progressive CNN by

comparing it with different CNN architectures (networks with iCONV­jFC). Also, it was

compared the Progressive Convolutional Neural Network (PCNN)’s performance with the

other three baselines or competing algorithms for image sentiment classification. The

results are evaluated by the following metrics:

• Precision: the number of the correct results divided by the number of all returned

results – how many of them are actually positive;

• Recall: the number of the correct results divided by the number of results that

should have been returned;

• F1: used when we want to seek a balance between Precision and Recall. It is the

harmonicmean of Precision and Recall and gives a better measure of the incorrectly

classified cases;

• Accuracy: it is the measure of all correctly identified cases. It is mostly used when

all the classes are equally important.

From the tests, it was confirmed that the fine­tune applied on CNN allowed the network

to find out a better local optimum and improves the generalizability extensibility. Even

PCNN presenting the best result in all tests, there is a deficit in not presenting the compu­

tational cost and the execution/training time to each model. Also, it would be interesting

to test other architectures approaches, for instance: bottom­up, lateral, and top­down

connections, [SMK17]. The work concludes that the use of CNN provides advantages over

using predefined low­level visual features or mid­level visual attributes. The main advan­

tage presented by using CNN is the possibility to transfer knowledge to other domains by

using the fine­tune strategy. Another significant point is the possibility of using weakly

labeled data in the training set.

The work [GA19b] aims to reduce the image classification’s dependence on the text con­

tent. The proposedmodel was divided into 3 parts (in each one there is a specific task) and

then, in the end, all parts are fused using a weighted sum, which is capable of predicting

the polarity of a sentiment level (positive, neutral, and negative). Those three parts are:

• Text analysis: twomethods were tested, Vader and TextBlob, using the respective

confusion matrices, and considering the results that the B­T4SA dataset provides

on a validation set, the authors in [GA19b] concluded that TextBlob reveals a higher

accuracy.

• Image analysis: an exploration of ResNet topology was made, in which three ver­

sions were selected (ResNet18, ResNet50, and ResNet152), this choice was justified

by arguing that this method reduces significantly the vanishing gradient problem.

38



Image Sentiment Analysis of Social Media Data

From a test, the ResNet152 presented the best performance, which outperformed

the results presented in another work [VCC+17a]. To use this model, the dataset

(withmany images) was prepared (re­sizing each image to 224 x 224) and all hyper­

parameters were set up.

• Content image analysis: a pre­trained (InceptionResNetV2) model with the Im­

ageNet was used to classify the data. The content image analysis aims to build a

probability distribution that allows them to classify an image according to its senti­

ment polarity.

In the end, a weighted sum is calculated, and the information fusion is made through a

voting system, where each method (above cited) has specific importance in the vote.

To execute the experiments, the authors of [GA19b] chose to use a subset from the T4SA

dataset, called B­T4SA, which is divided into three partitions (train, validation, and test)

where each class has the same number of images. With the proposedmethod, the authors

obtained 52.20% accuracy on the test set, which outperformed the results presented in

[VCC+17a].

The work [GA19a] aims to evaluate image classification methods to improve the state of

the art in a large tweet dataset by using different approaches to improve the results ob­

tained from its previous work [GA19b], focusing only on the analysis of sentiment on iso­

lated images. In the previous work, the authors explored three versions of the ResNet,

which are: the ResNet18, the ResNet50, and the ResNet152. Now they added the other

two architectures: InceptionV3 and DenseNet. As well as in the previous work, the data

needed to pass through a re­sizing process, thus, the pre­processing method resized each

image to 224 x 224 (ResNet architectures) and 299 x 299 in the others. Also, all themodel

was set upwith the samehyper­parameters, which have the same values from the previous

work, and the B­T4SA was used. About the new results (obtained with Inception V3 and

DenseNet), it was concluded that is possible to improve the accuracy valuewithDenseNet,

with an increase of 0.76%. Table 2.10 presents the results obtained.

Network Architectures
ResNet18 ResNet50 ResNet152 InceptionV3 DENSENet61

Train Time(H) 6 17 41 25 78

Test LOSS 1.0490 0.9909 0.9821 0.9770 0.9730
ACC 0.4474 0.5251 0.5234 0.5156 0.5274

Table 2.10: Comparison between the results obtained from the tests.

It’s possible to see the accuracy improvement. However, looking at the time, it’s possible

to conclude that ResNet50 reaches a similar value, but in a shorter time. That’s inter­

esting because, in the previous work, ResNet152 presented the best result (52.20%). The

authors concluded that it is possible to improve the accuracy, however, the time question

must be considered depending on the application.
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This work [ZWS+20] proposes a novel model for image sentiment analysis. The authors

identified two key issues that need to be addressed, which are: i) high­quality training

samples are scarce; ii) the cross­modal sentimental semantic among heterogeneous im­

age features have not been fully explored. To reach this goal, the authors proposed a

novel model called Multidimensional Extra Evidence Mining (ME2M), which contains

three main pieces of evidence:

1. New sample­refinement strategy to refine the “Pending Data” (data waiting for de­

cisions or refinement);

2. Extraction of a set of complementary image features including traditional image fea­

tures and deep­learning based features;

3. The use of the Different of Convex functions Algorithm (DCA) model to complete

cross­modal sentimental semantics mining.

The use of cross­modal sentimental semantics is encouraged because according to the

authors:

• There is the possibility to perform image sentiment analysis through heterogeneous

image features;

• Can depict the key visual contents of images accurately and comprehensively.

The authors used 2 datasets to execute the experiments, which are: Twitter I and FI. With

the experiments, the authors concluded that:

1. MEMmodel with cross­modal sentimental semantic:

• The shape (S) feature is the most important visual cue for characterizing the

Twitter I dataset, and SV19 delivered the highest average accuracy value, and

XGBoost20 presented the highest average accuracy between the classifiers;

• The deep­learning based feature (V) is the most important visual cue for char­

acterizing the FI dataset, and V19V16 delivered the highest average accuracy

value, and Logistic Regression presented the highest average accuracy between

the classifiers.

2. ME2Mmodelwith cross­modal sentimental semantic andsample­refinement:

• SV19 delivered the highest average accuracy value, and Naive Bayes presented

the highest average accuracy between the classifiers;

• V19V16 delivered the highest average accuracy value, and Logistic Regression

presented the highest average accuracy between the classifiers;

• The authors also compared the ME2M model with the first category baseline.

For the Twitter I dataset, the ME2MKNN model achieves the highest perfor­

mance improvement. For the FI dataset, the ME2MLR model achieves the

highest performance improvement.
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3. Classification performance comparisons between the ME2Mmodel and

several state­of­the­art baselines:

• TheDCAalgorithmoutperforms other popular cross­modal analysismodel and

can promote the real­time efficiency of the ME2Mmodel;

• The idea of cross­modal sentimental semantics mining is more important than

the proposed sample­refinement strategy on a relatively small dataset;

• The proposed sample­refinement strategy plays a more important role in a rel­

atively large dataset.

4. Qualitative analysis:

• The concatenation mode can maximally retain the key discriminant informa­

tion of transformed features;

• Deep learning­based features are insufficient for characterizing sentimental se­

mantics.

To predict the image sentiments, the authors in [WQJZ20b] proposed a model that com­

bines global and local information. The work proposes a framework to leverage local re­

gions and global information to estimate the sentiment conveyed by images, which the

same pre­trained CNN model will be used, but it will be fine­tuned using different train­

ing sets. Training set I will address the entire images (GMEI), and training set II will

address the sub­images (LRMSI), in the end, both predictions will be fused to obtain the

final sentiment prediction. The extraction of the sub­images is based on the detection

window for salient objects in the entire image.

To evaluate the performance the authors conducted the experiments on five datasets. The

first experiment was designed to obtain α’s optimal value (and 0.8 was obtained). To

employ binary classification the authorsmapped into two labels themulti­emotion labels.

To evaluate the use of local information, the authors compared two schemes: i) a model

trained on entire images –GMEI ; ii) twomodels trained on entire images and sub­images,

respectively – GMEI&LRMSI . This latter scheme presented always the higher value ac­

curacy to all datasets.

To evaluate the sentiment classification performance, the authors compared their model

with 4 state­of­art algorithms, which are: PCNN [YLJY15b], VGGNet (GM) [YSS+18],

DeppSentiBank [CBDC14], and Yang’s method [YSS+18]. All these algorithms use only

global information. With the results, the authors concluded that their model outperforms

the other algorithms.

Also, the authors evaluated if local information is always effective on sentiment predic­

tion. They analyzed 140 images, of the EmotionROI dataset, in the testing set (total 590

images) that don’t include any salient object and its performance with/without the local

information. To extract a sub­image, without having salient objects in the image, they are

based on normalized Emotion Stimuli Map in EmotionROI. Using only global informa­

tion, the model reached 75.71% of accuracy. However, using only local information, the

accuracy drops to 73.57%.
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The authors in [FCd19] propose a method based on a multitask framework to combine

multimodal information whenever it’s available, the explanation for their choice it’s be­

cause in real environments (social media) we seldom have both image and text informa­

tion available simultaneously. Thus, they want to propose a model that is able to handle

the cases where a modality is missing.

For this problem, the authors commented on some solutions, which are:

• The late­fusion. However, this approach suffers due to its simplicity and address

the modalities independently and can’t learn discriminative multimodal interac­

tions;

• A robust method to a missing modality. However, this approach requires a

complex training strategy.

The proposed model contains one classifier for each task:

• Text classification;

• Image classification;

• Prediction based on the fusion of both modalities.

The authors explain this approach can overcome the problems of the previous approaches

cited, because:

1. Themultimodal classifier can use any fusion technique to learn complexmultimodal

interactions;

2. The monomodal classifiers enable the model to perform accurate predictions (even

with there is no text­image pair available).

The performance could be improved because the feature extractors and the monomodal

classifiers to be trained with image­only or text­only examples.

The model must be able to predict the label yi of an instance xi, where label is the sen­

timent or an emotion. Also, the model should be able to handle with an instance xi (at

training and test time) even if it is an image, a text or an image­text pair.

Figure 2.30 shows an overview of the proposed model.

Figure 2.30: Overview of the proposed multimodal multi­task approach. (Source: image from [FCd19]).

The model is composed by:
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• Two features extractors:

– Visual Network (Φv): aims to extract a representation of the image;

– Textual Network (Φt): aims to extract a representation of the text.

• Three auxiliary classifiers: each classifier specializes itself either in the clas­

sification of the image representation, the text representation, or the multimodal

representation.

– Visual classifier (Cv);

– Textual classifier (Ct);

– Multimodal classifier (Cm).

During training, if an instance is an image­text pair the whole model is updated. Other­

wise, if an instance is an image or a text, only the corresponding features extractor and

classifier are trained.

During test time, the prediction is done with the corresponding classifier.

During the training the model handle with three tasks, which are:

1. The prediction of the sentiment ŷv from the visual information only;

2. The prediction of the sentiment ŷt from the visual information only;

3. (main task) The prediction of the sentiment ŷm from the fusion of the image and text

representation.

For each of the three tasks j ∈ {v, t, m}, its auxiliary loss Lj(ŷj , y) is defined by the cross­

entropy. The whole model is trained to minimize:

L = αvLv(ŷv, y) + αtLt(ŷt, y) + αmLm(ŷm, y) (2.1)

When an image­text pair is available, the two features extractors Φv and Φt and the three

classifiers C are trained according to the multi­task loss defined in the equation 2.1.

When the instance is an unpaired image, the loss function only includes the prediction of

the visual classifier:

L = αvLv(ŷv, y) (2.2)

The same happens when the instance is an unpaired text, the loss function only includes

the prediction of the text classifier:

L = αtLt(ŷt, y) (2.3)

The authors used the following datasets for the experiments:

• Flickr emotion: only examples where the majority of workers agreed for a partic­

ular label were used.
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– 20% of examples that received all the votes for the same emotion were ran­

domly divided equally to form the validation and the test sets.

• VSO: the authors downloaded the images and used the Flickr API to collect the

texts associated with the images.

– Samples with less than 5 words and more than 150 words were removed ­ re­

sulting in 301,042 pairs of images and texts;

– 80% of the images composed the training set;

– 20% of the images composed the validation and the test sets, 10% each.

The authors made two experiments, which were compared with six variants as baselines:

• Image­based classifier (SI): Visual network with visual classifier;

• Text­based classifier (ST): Textual network with textual classifier;

• Single­task multimodal classifier (SM): Visual network and Textual network

with Multimodal classifier;

• Late­fusion: Trained Image­based classifier and text­based classifier are reused

and their predictions are averaged;

• Multimodal­text only (SMT ): Single­taskmultimodal classifier is reused but the

images are absent at test time;

• Multimodal­image only (SMI): Single­task multimodal classifier is reused but

the texts are absent.

The authors evaluated the advantages of their multi­task approach on the generalization

of each three tasks: text, image, and multimodal classification. The authors concluded

that their model is more robust to a missing modality. However, it is interesting to see

the difference between the results with FlickrEmotion and VSO. With FlickrEmotion it is

possible to notice the advantage of multi­task learning, whereas with VSO late­fusion and

the single­task multimodal classifier obtained similar performance with their model, the

authors speculated that since VSO is noisy, the upper­bound that any algorithm can ap­

proach on this dataset is relatively low. On the other hand, since the dataset is very large,

it is possible that simple models are already able to obtain relatively good performances.

Figure 2.31 shows the results of Experiment 1 presented by the authors.

The authors evaluated the possibility of leveragingmonomodal examples to improvemul­

timodal classification. This was particularly useful for FlickrEmotion dataset which is lim­

ited to 8,163 image­text pairs, but actually contains 13,912 image­only examples. Thus,

they trained theirmodel with this additional data. The results show a significant improve­

ment (5%) in comparison with the first experiment. However, this can be intuitively as­

sociated with the fact that now the visual classifier was trained with more data, and thus

the quality of the visual representation is improved.
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Figure 2.31: Results of Experiment 1 presented by the authors. Table a) shows the results obtained with
FlickrEmotion dataset. Table b) shows the results obtained with VSO dataset. (Source: image from

[FCd19]).

With VSO dataset, a given fraction of the training set was kept as multimodal data, while

the remaining portionwas divided in two: the texts are removed from the first half and the

images from the second. The advantage of performing multimodal classification is only

visible when themodel can be trained with a large amount of image­text pairs. Otherwise,

when their model can also be trained with monomodal data, the multimodal classifier

always performs better than a text­based classifier even with very few training image­text

pairs.

Figure 2.32 shows the results of Experiment 1 presented by the authors.

Figure 2.32: Results of Experiment 2 presented by the authors. Table a) shows the results obtained with
FlickrEmotion dataset. Figure b) shows the results obtained with VSO dataset. (Source: image from

[FCd19]).

The idea of handlingmissingmodalities is interesting and useful, because in real environ­

ments seldom we will have both information available. Thus, the experiments show that

not only their approach offers a viable and simple solution to a missing modality, but also

that multitask learning can improve generalization. Thus, the approach of multi­task is
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in the sense that it considers a multimodal and two monomodal classification problems

at the same time. Some advantages of the multi­task approach are presented:

• They concluded that multimodal classification can generalize better compared to

when each classifier is trained individually;

• It becomes easy to train a multimodal model with additional monomodal data.

The authors complain that sentiment analysis and emotion recognition are harder tasks

with images than with texts. However, they don’t talk about analyzing the sub­images

in the entire image, which can provide significant information and define the conveyed

emotion/sentiment, as well as using a facial expression recognition technique in images

with faces.

Also, if they concluded late­fusion and the single­task multimodal classifier obtained a

similar accuracy with their model, they could investigate employing one of these methods

(because they are more simple), and evaluate the computational cost. Unfortunately, no

information about computational cost was presented in the paper.

It would be interesting to see a work handling with ISA using the K­score to evaluate the

performance of the model, and this could be more interesting with a multi­task model.

However, the use of F1 was right due to the existence of uneven class distribution.

The authors could test their model behavior with a balanced class distribution. To ex­

tract the representation of the input image, the authors used a DenseNet121 pretrained

on ImageNet, they could have evaluated their model with other pretrained models and

the respective execution time.

Thework [OFB20] presents a review of themost relevant works in Visual Sentiment Anal­

ysis, which were published between 2010 and 2019 (27 works). Thus, this work aimed to

be a guide for researches that are interested in Visual Sentiment Analysis. The authors

presented two approaches to emotion modeling:

• Dimensional approach: emotions are represented as points in a 2 or 3­dimensional

space, which have three basic underlying dimensions: valence, arousal, and control;

• Category approach: there is a number of basic emotions.

Of all the models that the author presented, the only one that is not included in the pre­

vious report is the Mikels’ model, which defines that there are 8 basic emotions, which

are: amusement, awe, disgust, contentment, anger, excitement, fear, and sad. Although

the article [OFB20] is from 2020, the author does not mention Russel’s CircumplexMod­

el/1980 (which represents the 2Ddimensional approach, considering only the arousal and

valence axes), Parrots’ Classification of Emotion Model/2001 (which classifies emotions

in a tree­structured, so that there are six primary emotions, and secondary emotions are

derivations and not junctions of primary emotions), and Hugo Lövheim Cube of Emo­

tions/2011 (a dimensional approach, however, it does not consider arousal, valence, and

control, but rather agrees with the activation of neurotransmitters).

The authors arguing that the most popular model is Plutchik’s Wheel of Emotions, which

is a well established psychological model of emotions.
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The author describes that a factor that makes it difficult to compare techniques and ap­

proaches is the fact that the choice is arbitrary, i.e., it is difficult to compare a model that

uses a pre­trainedCNNand in the end, it will give us one of the 24Plutchik’s categories and

a model that combines textual and visual information. However, it’s possible to observe

that until 2016 the models were mostly based on hand­crafted visual features, however

in 2019 it started to use models that combine the image with the associated metadata.

The author emphasizes that there is no correct strategy, but lately, CNN and multimodal

approaches to learning representation have been shown to be promising, and capable of

incorporating the contribution of multiple sources of information.

It would be interesting if the author could have mentioned pros and cons regarding the

use of traditional and deep­learning algorithms, if the authors of the works presented the

training and test times, one of the comparisons that could bemadewas based on temporal

performance.

The authors talk briefly about some datasets, which can be divided into two types:

• Psychological based: this kind of dataset requires high efforts to be built and

maintained over time. Thus, it is not possible to build large scale datasets;

• Social media based: datasets of images shared through social media, provide

an easy way to retrieve images on a very large scale. However, due to the number

of images, it’s necessary to use automatic labeling, and as consequence may cause

unreliable labels (metadata includes sarcasm, personal considerations).

One of the most difficult steps for the design of a Visual Sentiment Analysis model is the

selection of the data features that better encode the information that the model is aimed

to infer. The authors presented the three categories that the image features can be divided

into:

• Low­level features: minor details of the image, like color histograms, texture,

color, lines or dots, that can be picked up by, Scale­Invariant Feature Transform

(SIFT), GIST, or HOG;

• Mid­level features: these features bring more semantic. They are learned using

class­level information are potentiallymore distinctive than the traditional low­level

local features, and aremore interpretable, and have stronger associations with emo­

tions;

• High­level features: are built on top of low­level features to detect objects and

larger shapes in the image, i.e these features describe the semantic concepts shown

in the images.

As shown in Figure 2.33, the most used approach involves raw images (15/27), with or

without the combination of the raw image with the associated metadata. In the last, the

features taken from different modalities are combined to create a common vector space.

Using the raw image, the system automatically learns how to extract the needed infor­

mation from the input data (e.g, training a CNN). However, these methods require huge

amounts of labeled training data and an intensive learning process.
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Figure 2.33: Distribution of approaches used by the studied works in [OFB20].

Another approach often used (7/27) is the combination of a huge number of hand­crafted

visual features. However, there is no agreement about which of them gives a major con­

tribution to the aimed task.

There is no agreement about which strategy to select. However, according to the authors,

recent results suggest that it is worth investigating the use of representation learning ap­

proaches (e.g CNN) andmultimodal embedding that can embody the contribution ofmul­

tiples sources of information [ZWS+20].

The authors mentioned some additional challenges and techniques that can be investi­

gated, the most relevant to our research are:

• Relative attributes: Given a set of images that have been assigned to the same

emotional category, the authors suggest that would be interesting to determine their

raking concerning the specific attribute. It’s possible to see an approach like this in

work [GA19a], which has a probability distribution table to the item (in an image)

owing to a certain category;

• Common sense: The reduction of the affective and cognitive gap between images

and sentiment conveyed by them. For example, a Halloween picture can be classi­

fied as a negative image, however, the knowledge of the context should affect the

semantic concepts conveyed by the picture. The authors suggest the exploitation of

the Attention mechanism, which makes the Artificial Neural Network work better

by letting the network know where to look as it is performing its task;

• Emoticon/Emoji: possibility to exploit text ideograms, since this was introduced

to allow the writer to express feelings and emotions concerning a textual message.

It would be interesting if the authors presented themost usedmetrics to evaluate themod­

els, and also going a little deeper about the use of facial expressions recognition to help the
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sentiment prediction (images with faces), and problems like the bright colors and bright

areas in negative images, that influence a wrong classification.

The work in [STD14] aims to present the results of recognition of seven emotional states

(neutral, joy, sadness, surprise, anger, fear, and disgust) based on facial expressions.

The research was made based on the fact that light conditions and changes of head po­

sitions are the main factors that affect the quality of emotion recognition systems using

cameras.

For their study, the authors used Microsoft Kinect for 3D face modeling, which has an

infrared emitter and two cameras. One of the cameras record visible light, while the other

operates in infrared and is used for measuring the depth. The model is based on 121 spe­

cific points of the face, which are arranged on characteristics positions on the face. Then,

the spatial coordinates of the points are stored in a form of amatrix. The authors also take

advantage of the use of Kinect since the device provides six AUs derived from the Facial

Action Coding System (FACS) system (changes in facial expressions resulting from the

activity of specific muscles, which were organized in the form of special coefficients).

For the material, the authors took six men aged 26­50 to conduct the experiment. A par­

ticipant taskwas to playmimic effects according to instructions on a computer screen. The

instructions presented the nameof the emotional state and a picture (fromKDEFdatabase

[CL08]) of an actor performing the corresponding mimic effect, in order to make it easier

for the participant to reproduce the emotion. In the end, the authors created an entire

database, which contains 252 facial expressions.

For the classification process, six AUs were used as features, which are:

• AU0: upper lip raising;

• AU1: jaw lowering;

• AU2: lip stretching;

• AU3: lowering eyebrows;

• AU4: lip corner depressing;

• AU5: outer brow raising.

It is possible to organize these AUs in a distribution table for each emotion. Figure 2.34

shows the table presented in the work.

The authors conducted their experiments using kNN and Multilayer Perceptron (MLP)

classifiers, in order to test the possibility of automatic recognition of emotions using AUs.

The authors used a 3­Nearest Neighbors (NN) classifier and two­layer neural network

classifier (MLP) with 7 neurons in the hidden layer. Figure 2.35 shows the respective

structure of the neural network.

The authors tested two ways to recognize emotions: a) subject­dependent; b) subject­

independent, for both, the data were randomly divided on teaching (70%) and testing
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Figure 2.34: Table presented in [STD14], which presents the facial expression and the corresponding action
units distribution.

Figure 2.35: The neural network architecture for the proposed method. (Source: image from [STD14]).
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(30%) for 3­NN classifier, and for MLP into three groups: teaching (70%), validation

(15%) and testing (15%).

The authors could conclude that for recognition of emotions based on facial expressions

for all users is much more useful and versatile than for an individual user. In subject­

independent approach, the classifier accuracies (CA) for 3­NN and MLP algorithms were

respectively 95.5% and 75.9%. However, for subject­dependent the results obtained were

90% for MLP classifier, and 96% for 3­NN. The authors generated the confusion ma­

trices in order to identify which emotions are the easiest and which the most difficult to

distinguish. The confusion matrix for 3­NN classifier presented low values for samples

that were wrongly classified. However, the confusion matrix for MLP classifier presented

higher values for samples wrongly classified, for example, for sadness, the model resulted

505 neutral as false positive.

The authors also tested the different division of the data (learning and testing). For subject­

dependent classification, the authors divided the data into 6 subsets with all 7 facial ex­

pressions ­ five subsets were used for teaching and one for testing. The results presented

73% accuracy for MLP classifier, and 70% for 3­NN.

For subject­independent classification, the authors divided the data into 12 subsets ­ eleven

subsets were used for teaching and one for testing. The results presented 73% accuracy

for MLP classifier, and 63% for 3­NN.

The authors concluded that neural networks have a good ability to generalize. Also, through

the confusion matrices, it was possible to identify the model behaviour. Therefore, they

concluded the most difficult to recognize were: sadness and fear, which were often con­

fused respectively with neutral and surprise emotions. This is probably caused by using

only six AUs.

The work in [LGAC21] proposed a novel multi­modal model, which will use both textual

data and images from social media to perform the classification: positive, neutral, and

negative. The respective model consists of initial classification of the textual and image

components, and then fuse both classifications into a final one using an Automated Ma­

chine Learning (AutoML) approach, which will perform a random search to determine

the best model to perform the final classification.

The proposed method was evaluated using a dataset containing over 470,000 tweets,

where each tweet is composed of both textual and image content.

The proposed method is composed of three stages, which are:

• Pre­processing: the first container represents the pre­processing component, that

receives an image and associated text, and pre­processes it to remove noise and non­

important data;

• Individual classifications: the second container shows both classification com­

ponents, where the image and the text are classified individually using CNNs;

• Fusion stage: the third container receives the concatenation of the individual clas­

sifications, and performs a final classification using the optimal model searched ­
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Figure 2.36: Proposed multi­modal architecture. It’s possible to identify 3 main components on the
architecture. (Source: image from [LGAC21]).

represented by a Gradient Boosting Machine (GBM) in the image.

For the image sentiment analysis, the authors explored the use of state­of­the­art CNNs

that perform feature extraction and classification, they focused on two architectures: ResNet

and DenseNet. The images were resized (224 x 224), in order to uniform the dataset, then

a normalization was applied on each image, which was obtained by subtracting the mean

and dividing by the standard deviation in each channel of each image.

For ResNet, the authors implemented ResNet18, ResNet34, ResNet50, ResNet101 and

ResNet152, using the parameters defined in the original paper [HZRS16]. For DenseNet

the authors implementedDenseNet161 using the parameters detailed in the original paper

[HLVDMW17].

For the text sentiment analysis, a pre­processing step was applied to the input text in

order to clean the textual data. Thus, the steps were: i) transform HyperText Markup

Language (HTML) codes into words and symbols; ii) remove stop words using Natural

Language Toolkit (NLTK) functionalities; iii) transform every word to lower case; iv) re­

move occurrences of more than three equal sequential characters into amaximum of two;

v) remove links and specific social media user­mentions (both the mention and the ”RT”

word from Twitter); vi) punctuation was removed.

For the fusion method, the authors focused on using the individual classifications of the

text and image components to perform a final classification. The method was based on

AutoML, in order to create an optimal model to classify a given dataset, without requir­

ing extensive human modelling. To search for the optimal machine learning model, the

authors based their solution by performing an automatic random search [BB12] over a

set of several machine learning algorithms and their inner parameters. The search was

performed over a space that includes 2 models: i) a random forest; ii) a random grid of

XGBoost. After searching, 2 stacked ensembles were created, the first one comprised of

all models evaluated, and the other one, containing the best model of each type. In the

end, the model with the best performance on the validation set is the one selected to be in

the architecture of the proposed method.

The authors used the B­T4SA dataset. Furthermore, the authors incorporated two more

datasets: Stanford Sentiment Treebank (SST)­5, for the text classification, and Flickr and
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Model Approach

TextBlob Values under−0.1 are classified as having anegativemeaning, over 0.1 are classified as positive,
and the remainder is classified as neutral.

FastText An Embedding layer followed by two Linear layers, the first having input size equal to the
embedding size andoutput equal to 256, whilst the secondonehas input size of 256 andoutputs
the classification vector.

LSTM an Embedding layer, followed by an LSTM layer with an input size equal to the dimension of
the Embedding and with the number of features in the hidden state equal to 256. This is then
followed by a Linear layer with input size equal to the number of features in the LSTM (256)
and output size equal to the number of classes.

LSTM­Attn An Embedding layer, followed by an LSTM layer with input size equal to the embedding di­
mension and 256 as the number of hidden features. Following this, comes the Attention layer
that receives the output from the LSTM and the last hidden LSTM state, and outputs a new
hidden state with the same size as the output of the LSTM. This then serves as input to the
Linear layer, which outputs the classification vector.

Bi­LSTM An Embedding layer, followed by a bidirectional LSTM layer with input size equal to the em­
bedding dimension and 256 as hidden features. Then, the output from the Bi­LSTM layer
performs both an average pool and a max pool, which are concatenated together and fed into
a Linear layer of input size 256 x 4 and output of 64. Then, a ReLU operation is performed,
followed by a dropout, with p = 0.1. The result of this goes to a Linear layer that outputs the
classification vector.

RNN An Embedding Layer followed by a multi­layer Elman RNN with 2 layers, input size equal to
the dimension of the embedding and with a hidden size of 256. The output of this layer is then
inserted into a Linear layer that outputs the classification vector.

R­CNN An Embedding Layer, a bi­directional LSTM Layer with input size equal to the dimension of
the embedding, hidden size of 256 and a dropout of 0.8. The final embedding vector is the
concatenation of its embedding and left and right contextual embeddings, which in this case
is the hidden vector of the LSTM. This concatenated vector is then passed to a Linear Layer
which maps the input vector back to a vector with a size equal to the hidden size of the LSTM,
256. This is passed through a 1D Max Pooling Layer, and finally, the output from this layer is
sent to a Linear Layer that maps the input to a classification vector.

TextCNN a second CNN­based network was defined to perform text classification. The architecture has
3 with kernel sizes of 1, 3 and 5 respectively.

Very Deep Convo­
lutional Networks
(VDCNN)

It was implemented 4 VDCNN architectures with different depths: 9, 17, 29 and 49. Every
architecture starts with an Embedding layer, followed by a 1D Conv layer with input size equal
to embedding size and output size of 64. Then, they have a set of Convolution Blocks. Then
comes a K­Max Pooling layer, a Linear layer with input of 512 x k, where k is the number
selected for the pooling layer, and output of 2048. Following it, a Linear Layer with 2048 as
input and output is inserted and finally, a Linear Layer with an input size of 2048, outputs the
classification vector.

Table 2.11: Models evaluated by the authors and the respective application given to each one.

Instagram Dataset, for the image classification component to conduct experiments using

transfer­learning [PY10].

To select the best text sentiment analysis model to use in the multimodal architecture,

the authors conducted a set of experiments with all the models implemented, where each

modelwas evaluated three times in the task of classifying sentiments in theB­T4SAdataset,

using the Adam optimizer [KB14], and the Cross­Entropy loss.

From the results, the authors selected R­CNN as the text classifier to be used in the pro­

posed method, since it presented the best results in the validation set (94.61%).

To select the best image sentiment analysis model, the authors conducted a few experi­
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ments.

From the obtained results, it was possible to see that all models performed similarly, but

ResNet34 was the best one, achieving 49.8% accuracy using RGB images, with or without

pre­training. Even though ResNet18 had almost the same performance using pre­trained

settings, the authors selected ResNet34 for the proposed method, as it consistently out­

performed ResNet18.

After selecting themodels, the authors evaluated the performance of the proposedmethod

as awhole. They conducted the experiments using a baseline using SVM, and theAutoML­

based Fusion. The difference in the results was small (SVM ­ 95.16%, AutoML ­ 95.19%

­ 0.03%), but the authors selected the AutoML due to several advantages, one of them

it’s the time required to train, while AutoML method requires two hours, SVM required

several hours to train.

Finally, the authors validated their model comparing the results with the state­of­the­art

methods. From the results, the authors could conclude that their method was capable of

finding an optimal model that outperformed the state­of­the­art in the B­T4SA dataset,

with 95.19% (using AutoML), which, due to its natural content, is very challenging and

contains intra and inter­class subjectivity.

To summarize all the information obtained during the survey of the state of the art, Table

2.12 presents some of the recent works, relevant for this project, that can be found in the

literature, which aim to propose models to handle the image sentiment analysis.

We notice that, recently, several works employed models with image and text classifica­

tion. However, none of them employed an approach that could handle images, salient

regions, textual data, and facial expressions. Regarding the final output, over 85.71% em­

ployed polarity as the final classification, using either 2 classes (positive and negative), or

3 classes (positive, neutral, and negative). Only one work employed an approach using an

emotional model.

2.8 Conclusion

This chapter presented an overview of the image sentiment analysis area. We presented

themost common datasets, the sentiment models, a brief overview of traditional machine

learning approaches and also deep learning approaches to image sentiment analysis. We

also focused facial emotion recognition and discussed object detection. It was possible

to identify the available tools and technologies, which can be used in our own work, and

using the knowledge acquired during the study of the area, it will be possible to propose a

method that can innovate and improve the state­of­the­art in image sentiment analysis.
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Work Year Proposed Model Global
Image

Salient
Regions

Face Text Polarity Emotion
Model

Dataset

[YLJY15b] 2015 PCNN X ­ ­ ­ 2 ­ Flickr,and Twitter­I
[CSGiNJ15] 2015 CNN X ­ ­ ­ 2 ­ Twitter (created by

You)
[SYWS16] 2016 CNN X X ­ ­ 2 ­ Flickr, and Twitter­I
[YSS17] 2017

Augmented Con­
ditional Prob­
ability Neural
Network (ACPNN)

X ­ ­ ­ ­ Mikels’ Emotion6, Twitter­I,
and Abstract (from
AIC)

[VCC+17b] 2017 Multimodal model X ­ ­ X 3 ­ T4SA/B­T4SA, and
one created by the
authors

[SYLM18] 2018 CNN w/ visual at­
tention

X ­ ­ ­ 2 Mikels’ Twitter­I, and ART­
photo

[OFTB18] 2018 Multimodal model X ­ ­ X 2 ­ Flickr
[WQJZ20b] 2019 Multimodal model X X ­ ­ 2 ­ Flickr, FI, Twitter­

I, Twitter­II, and
EmotionROI

[FMP+19] 2019
Deep Convolu­
tional Neural
Network (DCNN)

X ­ ­ X 3 ­
SocIal MediaPic­
tureS News­related
(SIMPSoN)[sim19]

[HZZ+19] 2019
Deep Multimodal
Attentive Fu­
sion (DMAF)

X ­ ­ X 2 ­ Getty, Twitter­I, and
Flickr

[GA19b] 2019 Multimodal model X ­ ­ X 3 ­ B­T4SA
[GA19a] 2019 Evaluation of

[GA19b]
X ­ ­ X 3 ­ B­T4SA

[ZWS+20] 2020 Cross­modal senti­
mental semantics

X ­ ­ ­ 2 ­ Twitter­I and FI

[FCd19] 2020 Multimodal model X ­ ­ X ­ ­ Flickr, and VSO

Table 2.12: The works that can be found in the ISA’s literature and the respective approaches.

55



Image Sentiment Analysis of Social Media Data

56



Image Sentiment Analysis of Social Media Data

Chapter 3

Proposed Method and Implementation

3.1 Introduction

This chapter presents the proposed method and its components. This chapter is split as

follows: the section 3.2 presents the proposed method and a brief discussion about its

components and the tasks to be accomplished for each model. The following section 3.3

presents the implementation of the facial expression recognition model, with a brief dis­

cussion. Section 3.4 presents the implementation of the image classification model, with

a brief discussion. Section 3.5 presents the implementation of the salient area classifi­

cation model. Section 3.6 presents the implementation of the text classification model.

The final section 3.7 contains the discussion about the junction of all models to obtain

the final model and presents how it was done. Finally, the section 3.8 contains the main

conclusions made while formulating this chapter.

3.2 Proposed Method Overview

According to the study made in chapter 2, it was possible to idealize a new approach to

be developed. Figure 3.1 shows an overview of the proposed model that was developed

during this project.

Figure 3.1: Overview of the proposed method’s architecture and its components.

The proposed method fuses the outputs of all models. The model will support receiving

an image and text (not mandatory), or a Comma­Separated Values (CSV) file containing
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the paths for each image and the respective sentence to be analyzed.

The proposed method will be composed by 4 models, which are:

• Image classifier: model responsible for analysing the sentiment of the original

image. This is a mandatory model, that is, the information returned by this model

will be always considered. It will be used to process the full image and also its salient

regions;

• Facial Expression Recognition Classifier: model responsible for analysing

the sentiment of the identified faces on the original image. The global features can

give hints regarding the feeling of the image, but several works faced difficulties

with themodel getting an erroneous classification due to global features. Therefore,

the objective of using a model that performs the classification of facial expressions

would be to address these problems that may be faced by the proposed method dur­

ing classification. From the results returned by this model, the information to be

considered will be the one that has been obtained with the highest confidence de­

gree;

• Salient areas detector: component responsible for detecting the salient areas in

the original image. The objective of using a model that performs the detection of

salient areas would be to address the global features problems that may be faced by

the model during classification, and it will allow to get a sense of which objects are

contained in the images. Likewise the FERmodel, from the results returned by this

model, the information to be considered will be the one that has been obtained with

the highest confidence degree;

• Text Classification: even though this project does not include the development of

a text classifier, in order to evaluate the proposedmethod’s behaviour when exposed

to the textual information, it is necessary to use one. To this end, several models

were evaluated.

The following sections are responsible for presenting in detail each component, their roles,

how they work, and a discussion regarding the chosen approaches.

3.3 Facial Expression Recognition

3.3.1 Proposed Facial Expression Recognition Model

The Facial Expression Recognition model is responsible for two tasks: i) detecting faces

in the images; ii) classifying the detected faces’ expressions.

Tomake the detection in the images, weuse theMTCNNmodule from the facenet_pytorch

library. This model has three convolutional networks (P­Net, R­Net, and O­Net).

When receiving an image, themodel will create an image pyramid, in order to detect faces

of different sizes. Then, it is possible to split the MTCNN operation into three stages

[ZZLQ16]:
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Figure 3.2: Overview of MTCNN structure. The architectures of P­Net, R­Net, and O­Net. The step size in
convolution (Conv) and pooling (MP) is 1 and 2, respectively. (Source: image from [ZZLQ16]).

• Stage 1: : A fully convolutional network is exploited (P­Net), in order to obtain the

candidate facial windows and their bounding box regression vectors. Then, candi­

dates are calibrated based on the estimated bounding box regression vectors. Then,

Non­Maximum Suppression (NMS) is employed to merge highly overlapped candi­

dates;

• Stage 2: All candidates are fed to another CNN (R­Net), which further rejects a

large number of false candidates, performs calibration with bounding box regres­

sion, and conducts NMS;

• Stage 3: This stage is similar to the second stage, but this stage is aimed to identify

face regions with more supervision. In particular, the network will output five facial

landmarks’ positions, O­Net.

Additionally, its high accuracy is obtained by using deep neural networks. Having three

networks allows producing a higher precision since each network can fine­tune the results

of the previous one. The model also employs an image pyramid to find faces both large

and small. Even though this may provide an overwhelming amount of data, NMS, as well

as R­Net and O­Net, all help discard a large number of false bounding boxes.

Since it is able to deliver high accuracy with less run­time, these qualities make MTCNN

one of the most popular and most accurate face detection tools.

Therefore, the FER model function will receive an image, which will be converted to an

array and then, using theMTCNN, the bounding boxes will be obtained, and also the con­

fidence degrees of each detected face in the image.

Then it will be checked if any face was detected in the image since there is a possibility that

there are no faces in the image, that is, the list of bounding boxes has returned empty.

Otherwise, for each identified bounding box, the values X, Y, w (width), and h (height) will

be obtained, in order to perform the clipping of the respective face in the image. Before

saving the crop, the resolution of the image will be checked, in order to maintain a certain

level of quality of the images obtained and prevent images of very low quality (and which
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Figure 3.3: Pipeline of the cascaded framework that includes three­stage multi­task deep convolutional
networks. Firstly, candidate windows are produced through a fast P­Net. After that, these candidates are
refined in the next stage through an R­Net. In the third stage, the O­Net produces the final bounding box

and facial landmarks position. (Source: image from [ZZLQ16]).

would not add any utility to the model) from being kept.

The rule of only saving images with a resolution greater than or equal to 16x16 pixels was

added. However, bad quality images were obtained. Figure 3.4 presents one of the images

obtained in one of the execution tests.

Figure 3.4: Example of image that were obtained with the rule setup to save images with resolution greater
than or equal to 16x16.

Therefore, the rule was changed to only save images with resolution greater or equal to 30

x 30. Figure 3.5 presents an image demonstrating the results obtained from the dataset

built with images from Twitter, and with the new rule. Then, these images were saved

and their paths were added to a list, which would be processed to obtain the emotion

classification.

After the face detector, the emotion recognition is performed. For this task, a CNN was
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Figure 3.5: Results obtained with the new rule.

created with ResNet9, which increases (gradually) the number of channels of facial data

and decreases the dimension, followed by a fully connected layer responsible for returning

an array with 7 values between ­1 and 1, describing the probability of the class belonging.

The learning rate scheduler, 1Cycle, was implemented so that the learning rate was not

manually implemented. It starts with a very low learning rate, increases, and again de­

creases. Figure 3.6 shows the model’s architecture.

Figure 3.6: Architecture of the FER model.

During the tests, it was possible to observe the advantage of having increased the dataset

size, taking into account the value initially obtained in test_0, and even in the values ob­

tained between tests B and D. In this way, the model was saved in order to be used later

in the proposed method with all the models.

After the training and configuration phase of the FER model, it underwent some changes

to be adapted for the pipeline junction:

• Themodel received the list of faces (obtained by the face detector), to would be clas­

sified;

• A Softmax layer was added in order to normalize the values of degree of confidence

in the interval [0,1];
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• The 7 classes were converted to 3, in order tomaintain the consistency of the classes.

3.3.2 Datasets for Facial Expression Recognition

For training, the FER2013 dataset was used. This dataset consists of 48x48 pixel grayscale

images of faces. The faces have been automatically registered so that the face is more or

less centred and occupies about the same amount of space in each image. The labels are

divided into 7 types: 0=Angry, 1=Disgust, 2=Fear, 3=Happy, 4=Sad, 5=Surprise, 6=Neu­

tral. The training set consists of 28,709 examples and the validation and test sets consists

of 3,589 examples each. The model achieved approximately 68.82% accuracy in the test

set with data from FER2013.

However, a set of data was prepared with social media images, namely Twitter, in order

to assess the model’s behavior when exposed to social media images, which may or may

not have large resolutions. The accuracy obtained with the Twitter image test data set was

approximately 18.22%. Figure 3.7 shows the confusion matrix obtained.

Figure 3.7: Confusion matrix obtained from the dataset with images from Twitter, used in order to identify
the behavior of the model with images from social networks.

Observing the low accuracy obtained with the set of tests with Twitter images, it was

planned to increase the FER2013 dataset so that the model could have contact with data

that were closer to the test images (images from social networks).

A dataset with a wide range of images was found so that it was possible to recognize even

images from the dataset JAFFE (images made in laboratory environments). So we will

call it Mixed dataset. This dataset contains a total of 13,691 images, which are labeled.

Figure 3.8 presents one of the images that make up theMixed dataset. It is possible to see

that it contains images that were not obtained in laboratories.

However, it was possible to verify the need to use images directly taken fromTwitter, since

the posted images are often of low quality.

In this way, the training images from the dataset previously created (to train the object

detector) were used. However, the images were not organized for the FER model, that is,
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Figure 3.8: Example of an image that is part of the Mixed dataset, so that it is possible to notice that it was
not obtained in a laboratory.

the images had much more information than just the faces. Therefore, the face detection

function was used in order to only capture the necessary information from the images,

that is, the faces.

The second step was to tag the images. It was based on the classes used in the FER2013

dataset, that is, Anger, Disgust, Happy, Sad, Surprise, Fear, and Neutral. The labeling

phase is a little challenging, mainly because we have no specialization in the analysis of

facial expressions, and some expressions can lead to confusion, such as fear and surprise.

Therefore, for the first two tests, only the data from FER2013 and TwitterFER were used,

containing: Training ­ 29,676 images, Validation ­ 3,709 images, and Test ­ 3,710 images.

Figure 3.9 presents one of the images that compose the dataset used.

Figure 3.9: Sample images of the dataset (FER2013 and TwitterFER) used. Sentiment from left to right:
surprise (5), sad (4), happy (3), angry (0), and neutral (6).

Finally, for the last two tests, all the datasetswere concatenated, resulting in a final dataset

with 50,783 images, which were divided into: 40,627 samples for training, 5,078 samples

for testing, and 5,080 samples for validation.
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3.3.3 Model Evaluation

3.3.3.1 Test A ­ FER2013_TwitterFER

For the first test, the number of epochs was set to 150 in order to assess the behavior of

accuracy and loss.

The training had a total duration of 20 minutes and obtained an accuracy of 69.28% for

validation. Figure 3.10 presents the accuracy values as a function of the number of epochs.

Figure 3.10: The graph obtained from the execution of the training, which shows the values of accuracy
(validation set) as a function of the number of epochs.

Figure 3.11 presents the graph, which contains information on the value of the learning

rates as a function of the number of batches.

Figure 3.11: The graph obtained from the execution of the training in 150 epochs, which shows the values of
the learning rate as a function of the number of batches.

Asmentioned, themodelmakes use of theOneCycleLR scheduler, whichdefines the learn­

ing rate for each group of parameters according to the 1 cycle learning rate policy. The

1 cycle policy changes the learning rate from an initial learning rate to some maximum

learning rate and then from that maximum learning rate to some minimum learning rate

that is much lower than the initial learning rate.

Figure 3.12 presents the information of the loss value as a function of the number of

epochs.

It is possible to have a notion that from the time of number 45 (approximately), the graph

shows an overfitting behavior.
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Figure 3.12: The graph obtained from the execution of the training in 150 epochs, which shows the Loss
values as a function of the number of epochs.

Finally, the test presented an accuracy of 65.16%, whose value, taking into account the test

values, with images from Twitter, presented initially in this subsection (approximately

18.22%), shows a significant rate of increase.

3.3.3.2 Test B ­ FER2013_TwitterFER

For this test, the number of epochs was configured taking into account the graph pre­

sented by Figure 3.12, in which it is possible to notice an overfitting behavior of the model

from epoch 45 (approximately).

The training lasted 7 minutes and obtained an accuracy of 67.67% for validation. Figure

3.13 presents the accuracy values as a function of the number of epochs.

Figure 3.13: The graph obtained from the execution of the training, which shows the values of accuracy
(validation) as a function of the number of epochs.

Figure 3.14 presents the loss value as a function of the number of epochs. Finally, the test

had an accuracy of 64.72%.

3.3.3.3 Test C ­ FER2013_TwitterFER_MixedFER

For the first test with the final dataset, it was done similar to Test A, presented in sub­

section 3.3.3.1. The number of epochs was set to 150 in order to evaluate the behavior of
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Figure 3.14: The graph obtained from the execution of the training in 45 epochs, which shows the values of
loss as a function of the number of epochs.

accuracy and loss during the epochs since the number of images has been increased.

The training lasted 27 minutes and obtained an accuracy of 74.23% for validation. Figure

3.15 presents the accuracy values as a function of the number of epochs.

Figure 3.15: The graph obtained from the execution of the training, which shows the values of accuracy
(validation) as a function of the number of epochs.

Figure 3.16 presents the loss value as a function of the number of epochs.

Figure 3.16: The graph obtained from the execution of the training in 150 epochs, which shows the loss
values as a function of the number of epochs.

It is possible to observe that from the epoch 65 (approximately), the graph shows an over­

fitting behavior. The highest loss value obtained by the validation was 1.4 and the lowest
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was approximately 0.83.

Finally, the test showed an accuracy of 73.01% which, taking into account the test values

presented in the subsection 3.3.3.1, shows a very pleasant increase rate, with an increase

of approximately 12.05%.

3.3.3.4 Test D ­ FER2013_TwitterFER_MixedFER

Finally, the number of epochswas configured taking into account the graph in Figure 3.16,

in which it is possible to notice an overfitting behavior of the model from epoch 55 (ap­

proximately).

The training lasted approximately 13 minutes and obtained an accuracy of 74.10% for

validation. Figure 3.17 presents the accuracy values as a function of the number of epochs.

Figure 3.17: The graph obtained from the execution of the training, which shows the values of accuracy
(validation) as a function of the number of epochs.

Figure 3.18 presents the loss value as a function of the number of epochs.

Figure 3.18: The graph obtained from the execution of the training in 55 epochs, which shows the values of
loss as a function of the number of epochs.

Finally, the test showed an accuracy of 72.75%, an increase of approximately 12.41% over

the value presented in the results obtained in the subsection 3.3.3.2. Figure 3.19 contains

the respective confusion matrix.

Table 3.1 shows an overview of the obtained results.
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Figure 3.19: Confusion matrix obtained from the Test D results.

Datasets Validation Test
FER2013 Twitter Mixed Epochs Time(min) Accuracy Accuracy

Test_0 X ­ ­ ­ ­ ­ 68.82%
Test_0 ­ X ­ ­ ­ ­ 18.22%

TestA X X ­ 150 20 69.28% 65.16%
TestB X X ­ 45 7 67.67% 64.72%
TestC X X X 150 27 74.23% 73.01%
TestD X X X 55 13 74.10% 72.75%

Table 3.1: Comparison between the results obtained from the tests.

The confidence produced by the model are normalized using a Softmax layer. The lists of

the degree of confidence and predicted classes will be passed to an auxiliary function, re­

sponsible for converting each classification obtained by themodel into one of the 3 classes

(negative, neutral, and positive) and return the class that was predicted with the highest

degree of confidence.

The classes are converted, as follows:

• Angry, Disgust, Fear,and Sad ­> Negative;

• Surprise, and Neutral ­> Neutral;

• Happy ­> Positive.

Some research, before the FER model implementation, was made in order to find a good

model that could be used for this project. Table 3.2 presents the models found that would

be evaluated in order to find the best option, if any, to be used in this project.

However, taking into account that the objective is to implement as a model, it was not

advisable to implement a complex model, since it would still be necessary to carry out

training and tests. Therefore, it was decided to develop amodel from scratch using a built

dataset, which was presented in this section. It was possible to obtain good accuracy, even

higher than the models presented in Table 3.2, however, with low complexity.
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Method Rank # Classes Accuracy

Pyramid With Super Resolution for In­
the­Wild Facial Expression Recognition
[VLYK20]

1 8 60.68%

Region Attention Networks for Pose and
Occlusion Robust Facial Expression Recog­
nition [WPY+19]

2 8 59.5%

Efficient Facial Feature Learning with
Wide Ensemble­based Convolutional
Neural Networks [SMW20]

3 8 59.3%

Compacting, Picking and Growing for Un­
forgetting Continual Learning [HTW+19]

7 6 63.57%

FacialMotion Prior Networks for Facial Ex­
pression Recognition [CWC+19]

9 6 61.52%

Table 3.2: Facial Expression Recognition models found that would be evaluated in order to find the best
option, if any, to be used in this project.

3.4 Image Classification

For the image classifier, the architecture proposed in [GA19b] was used, since the pro­

posed configurations obtained greater results than [VCC+17b].

A pre­trained ResNet152 network was used, with the last layer being fully­connected, ac­

companied by a Softmax layer, which will have 3 outputs, which will represent the proba­

bility of each class (negative, neutral, and positive), in the range [0,1], where 1 represents

that the image belongs to that respective class and 0 that it does not. Thus, it was used a

saved model, which was trained with the B­T4SA dataset.

In this way, the model will receive an image, which will be passed by the classifier, so that

it will result in the respective predicted class and its respective probability, which can be

seen as the degree of certainty with which that class was predicted.

3.5 Salient Areas Recognition

For the classification of salient areas, the image model will be used. However, it will not

be sent from the whole image, but areas detected by the object detector, which will be cut

and saved.

The detector chosen was YOLOv5, briefly described in the subsection 2.4.0.8. It was cho­

sen due to being a recent launch and having demonstrated better values in comparison to

other object detectors.

YOLO5 has been developed with PyTorch, and provides four models: YOLO5S, YOLO5M,

YOLO5L and YOLO5X. Figure 3.20 shows a comparison between the versions.

The idea to use images from Twitter is to observe the objects that each model will detect,

and choose the one that presents the biggest advantage on salient areas detection. The
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Figure 3.20: Comparison between the detection accuracy and performance of the available models.
(Source: image from [Ult]).

reason to try to use an object detector trained with custom data is to take advantage not

only to detect salient areas but also to identify the object classes and to use this informa­

tion.

The MakeSense tool was used to label the objects in the images. 10 classes were selected,

which are: State authority, State vehicle, Fire, Smoke, Flag, Poster, Person, Car, Weapon,

and Damage.

The tests were made in order to decide the model to be used for the identification and

selection of salient areas on images. For the tests, 3 datasets were used:

• Twitter dataset (custom dataset): the images collected directly from Twitter;

• Twitter dataset with data augmentation;

• VOC dataset: one of the most generic and largest datasets.

Each dataset was tested with each sub version of YOLO5, which are: YOLO5X, YOLO5S,

YOLO5M, and YOLO5L. All the training was set up with 130 epochs. For Twitter Dataset

and Twitter Dataset with augmentation, the batch size used was 512, for the VOC dataset,

the batch size was 64.

3.5.1 Twitter Dataset

For the first set of tests, the Twitter Dataset was used, which contains 417 images, and

the respective (10) classes. The data was split into: 333 (80%), 42 (10%), and 42 (10%)

for train, validation, and test, respectively. Regarding execution time on training, the
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YOLO5Smodel was the fastest (0.127 hours). YOLO5X and YOLO5L, presented very sim­

ilar results, with a small difference between their mAP values. However, the difference in

execution time was significant. Therefore, YOLO5L was faster than YOLO5X.

Figure 3.21 shows the confusion matrix obtained with the YOLO5L model since it has

reached the best performance on the tests made.

Figure 3.21: Confusion matrix obtained when training the YOLO5L model in the Twitter Dataset.

3.5.2 Twitter Dataset with augmentation

For this set of tests, the Twitter Dataset with augmentation was used. The following aug­

mentation procuderes were applied:

• Flip: horizontal, vertical;

• 90° Rotate: clockwise, counter­clockwise, upside down;

• Crop: 0% minimum zoom, 42% maximum zoom;

• Shear: ±25° horizontal, ±22° vertical;

• Blur: up to 2.25px.

The dataset contains 1041 images and the same 10 classes. The data was split into: 936

(90%), 63 (6%), and 42 (4%) images for train, validation, and test, respectively. Despite

the higher number of images, through the tests made, it was possible to see a decay on

YOLO’s performance, since any result overcame the results obtained on the tests made

with the original dataset (Twitter Dataset without augmentation). Figure 3.22 shows the

confusion matrix obtained with the model that reached the best results.
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Figure 3.22: Confusion matrix obtained when training the YOLO5L model in the Twitter Dataset with
augmentation.
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3.5.3 VOC Dataset

TheVOCdataset contains 21,503 imageswith annotations. The datawas split into: 16,551,

and 4,952 images for train and validation, respectively. It was only possible to train using

the YOLO5X model. With the other models, even trying a lower batch size, a few epochs

were achieved before returning ”core dumped”. Figure 3.23 shows the confusion matrix

obtained from the YOLO5X model.

Figure 3.23: Confusion matrix obtained when training the YOLO5X model in the VOC Dataset.

Table 3.3 shows an overview of the results obtained from the tests made.

Twitter Dataset Twitter Dataset_Aug VOC Dataset

mAP.5 mAP.95 Time mAP.5 mAP.95 Time mAP.5 mAP.95 Time
YOLO5S 17.9% 6.6% 0.127 13.8% 4.09% 0.313 ­ ­ ­
YOLO5M 16.1% 5.13% 0.230 14.5% 5.00% 0.420 ­ ­ ­
YOLO5L 19.4% 7.3% 0.364 16.0% 5.61% 0.903 ­ ­ ­
YOLO5X 19.7% 7.2% 0.583 13.2% 4.95% 1.511 83.1% 62.7% 27.309

Table 3.3: Comparison between the results obtained from the tests.

Despite the low accuracy obtained by themodel trained with the Twitter Dataset, such be­

havior is comprehensible, because regarding the relation between the data amount in the

dataset and the number and type of classes, it is expected a large size dataset, just as we
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see the amount of data in the VOC dataset and the amount for the amount of classes that

can be recognized. Also, for objects like person and state_authority, it is expected that

the model makes confusion between both, mainly when the object is with a low resolution

and relatively far from the focus.

However, despite the model trained with the VOC Dataset reaching a higher accuracy

(since it is a large dataset), this does notmean it has better utility for this project. Notwith­

standing the model trained with the Twitter Dataset achieved a low accuracy (on object

recognition), its detected areas could have a bigger significance than the areas detected

by the model trained with VOC, since VOC annotation includes: bird, cow, horse, sheep,

etc.

Figure 3.24 presents an example of salient areas obtained from an image.

Figure 3.24: Example of using the salient area detector using YOLO model trained with Twitter dataset.

Hence, it is necessary to compare the areas that each model will detect, in order to de­

cide which model can be useful for this project. Therefore, both versions will be tested

in the final pipeline in order to understand which version has the greatest advantages in

detecting protruding areas.

Despite being images that protrude from the original image, it makes no sense to pre­

pare another image classification model, just to analyze these images. Therefore, it was

decided to reuse the global image classifier, but instead of receiving the entire image, it

would receive the salient images and finally return the class that was obtained with the

highest degree of confidence. This way, consistency in how images are analyzed would be

maintained, and time would be saved.
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3.6 Text Classification

The sentiment analysis can be made with text. Text sentiment analysis is a procedure

derived from Natural Language Processing (NLP). We can have three levels of sentiment

analysis [ASM17]:

• Document level: the entire document will be considered as a single entity. Thus,

the analysis will be applied to the whole document;

• Sentence­level: every sentence will be considered as a single entity. Thus, the

analysis will be applied to individual sentences. The result will be obtained by cal­

culating the overall result of the document;

• Aspect­level: it’s fine­grained to discover sentiments on aspects of items. The

positive and negative opinion is identified from the already extracted features.

However, this project does not include the development of a text classifier, which will be

made by other members of the team. Therefore, for this role, three methods which use

different approaches to do sentiment analysis were tested: TextBlob [Lor], Valence Aware

Dictionary and sEntiment Reasoner (VADER) [HG15], and the text model proposed in

[LGAC21] (described in section 2.7).

TextBlob is a Python (2 and 3) library for processing textual data. It provides a simple API

for diving into commonNLP tasks such as part­of­speech tagging, noun phrase extraction,

sentiment analysis, classification, translation, and more. TextBlob will ignore the words

that it does not know, it will consider words and phrases that it can assign polarity to and

averages to get the final score, it will provide:

• Polarity: is a float that lies between [­1,1], where ­1 indicates negative sentiment

and +1 indicates positive sentiments;

• Subjectivity: is also a float that lies in the range of [0,1]. Subjective sentences

generally refer to opinion, emotion, or judgment.

VADER is a lexicon and rule­based sentiment analysis tool that is specifically attuned

to sentiments expressed in social media. It does not require to be trained because it is

constructed through a standard sentiment lexicon, and it uses a list of lexical features (e.g.

word) which are labeled as positive or negative according to their semantic orientation to

calculate the text sentiment [HG15]. VADER sentiment returns the probability of a given

input sentence to be positive, negative, and neutral.

The main disadvantage with the rule­based approach for sentiment analysis is that the

method only considers individual words and completely neglects the context in which it

is used. For example, ”the party was savage” will be negative when considered by any

token­based algorithms.

As there was a lot of information regarding the accuracy of each classifier, it was ideal to

perform the tests with both methods.

We know that tweets involve a lot of noise, such as emojis/emoticons, links, numbers, etc.

Therefore, before going through one of the text evaluation methods, the respective tweet
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will be cleaned, in order to remove this noise and only the clear text to be evaluated.

First, the tweet will be passed by Beautiful Soup, it’s a Python library for pulling data out of

HTML and eXtensible Markup Language (XML) files. It works with the parser to provide

idiomatic ways of navigating, searching, and modifying the parse tree. It will be used to

avoid HTML encoding that has not been converted to text, and ended up in the text field

as ’&amp’,’&quot’,etc., which means decoding HTML to general text.

The second part of the preparation is dealing with @mention. Even though @mention

carries some information (which another user that the tweetmentioned), this information

does not add value to build a sentiment analysis model.

The third part is dealing with URL links, wich as, with @mention, even though it carries

some information, for sentiment analysis purpose, it will be ignored.

There is the possibility of Unicode Transformation Format (UTF)­8 Byte Order Mark

(BOM) character issues. The UTF­8 BOM is an array of bytes (EF BB BF) that allows

the reader to recognize a file as being encoded in UTF­8. To avoid unfamiliar characters,

we used a text decoder that replaces them by the symbol ”?”.

Sometimes the text used with hashtags can give useful information about the tweet. It

might be a bit risky to remove the hashtags. So it was decided to leave the text intact and

just remove the symbol (#). It will be employed by cleaning all the non­letter characters

(including numbers). Then the text will be transformed to lower case.

During the letters­only process, unnecessary white space is created, so redundant white

spaces is removed.

After the tweet is cleaned, the classification method will be called.

The polarity value will be obtained, which will be converted into one of the three classes.

Just in case the polarity is neutral (which means TextBlob returned 0 from the classifi­

cation), the confidence degree is automatically set to 1 (in order to prevent 0 from being

returned and negatively influence the final classification of the model).

Unlike TextBlob, VADER returns the degree of probability for each class, so the index

(corresponding to each class) of the highest value in the list of degrees of probability will

be returned. Then, for VADER, we can actually use its degree of probability as the confi­

dence degree value.

Therefore, from the text model, a tuple will be returned containing the class and the con­

fidence degree.
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3.7 Final Model

Tomake the fusion of the information of eachmodel, we propose three differentmethods:

i) considering the average of all models, ii) using a voting system, and iii) using AutoML.

To obtain the average of all models, each class obtained by the model and its respective

accuracy will be multiplied, and this value will be divided by the number of models that

were evoked, that is, to consider only the information of the models that were actually

evoked, which is represented by Equation 3.1.

class =
1

n

n∑
i=1

Xipi (3.1)

We will also consider a variation to the method 1, in which the confidence degree associ­

ated to which class will also be used. Thus, the variation of Equation 3.1 will consider the

confidence degrees information returned by each model together with the class, which is

represented by Equation 3.2,

class =
1

n

n∑
i=1

Xipiki (3.2)

where:

• n is the number of used models;

• Xi is the polarity obtained by the models;

• pi is the accuracy values for the validation set models;

• ki is the confidence degree value associated to the polarity by the models.

After obtaining its result, it will be sent to a function f in order to return one of the 3

classes, thus obtaining an integer value. This functionwill receive the value obtained from

the average and will return the class:

f(class) =


0, if class ≤ 0.33

1, if 0.33 < class ≤ 0.66

2, if class > 0.66

(3.3)

For the second method we decided to use an AutoML approach [HKV19]. AutoML is the

process of automating the end­to­end process of applying machine learning to real­world

problems. AutoML tends to automate the maximum number of steps with a minimum

amount of human effort [HZC21]. We decided to use H2O AutoML, which is a fully open­

source, distributed in­memory machine learning platform with linear scalability. H2O
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supports the most widely used statistical & machine learning algorithms [LeD20]. We

decided to use this approach and take advantage of AutoML for finding the final classifier

that works on top of the the decisions of the individual models, for this we will infer the

train set with the proposed model, and then the values returned by each model (the class

and the respective confidence degree) will be used as input in the AutoML.

For the voting system we will count the votes for each class, and to avoid any tie the ac­

curacy value of each model will be considered, when necessary. Therefore, a tuple will be

created, which will store the vote count of each class and the sum of the accuracy values

of each model that voted in this same class:

(vi, si), i = 0, 1, 2, (3.4)

where vi is the vote count for class i and si is the sum of the accuracy values for that class.

The selected class is given by:

class = argmax
i

vi (3.5)

when there is no draw between the votes, and in the case of draw, the class is given by:

class = argmax
i

si, (3.6)

where in this case, the index i runs through the drawn classes only. Then, to obtain the

winner class, we will consider the index of the tuple with the highest si value. If there is

no tie, the tuple with the highest number of votes will be returned. In case of a tie, the

tuple (among those that are tied) with the highest sum si will be returned.

3.8 Conclusions

This chapter presented each component of the proposed method. From the individual

performance of each component, it is possible to have an idea that the proposed method

will work as expected. In the next chapter, the experiments will be carried out and the

results discussed, in order to observe the model’s behavior.
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Chapter 4

Results and Discussion

4.1 Introduction

This chapter presents the experiments and a reflection on the results obtained. This chap­

ter is split as follows: section 4.2 presents the proposed tests to be executed and the dataset

used for this purpose. The following section 4.3 presents the results and a discussion

about the values obtained. Section 4.4 presents a comparison between the values ob­

tained by the proposed method and works in the area that used the same dataset. Finally,

section 4.5 contains the main conclusions made while formulating this chapter.

4.2 Experiments and Results

For the experiments, a variation of the B­T4SA validation set was used. This dataset was

presented in subsection 2.2.0.10, which is a dataset composed of social media (Twitter)

content (images and tweets). B­T4SA is a balanced subset of T4SA, where the corrupted

and near­duplicate images have been removed.

The original B­T4SA validation set is composed by 51,000 samples. However, due to the

hardware and time limitations, this set had to be randomly decreased approximately 82%,

resulting 9,064 samples. Therefore, with the original test set the tests had a duration of

approximately between 20­22 hours, and with the reduction the tests were reduced to

approximately between 6­9 hours.

In order to evaluate the proposed method and its behaviour, 10 types of tests were stipu­

lated, which are:

• Test 1: the proposed method is fully tested, that is, all the models were used during

the tests. However, the confidence degree of eachmodel will not be used to calculate

the final average;

• Test 2: the proposedmethod is fully tested, that is, all the models were used during

the tests. However, the confidence degree of each model will be used to calculate

the final average;

• Test 3: the proposedmethod is fully tested, that is, all the models were used during

the tests. However, the confidence degree of each model, except for the text and

salient areas classifiers, will be used to calculate the final average (this test has three

variations);

• Text 4: only the global image and text classifiers will be used, that is, without using

the proposed models;
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• Test 5: the model will be tested only using global image, salient areas, and text

models;

• Test 6: themodel will be tested only using global image, text, and facial expression

recognition models;

• Test 7: only the global image model will be used;

• Test 8: only the salient area model will be used;

• Test 9: only the text model will be used;

• Test 10: only the FER model will be used.

With these experiments, we should expect to obtain the best configuration to then proceed

with the test using the respective dataset, which is composed by 51,000 samples. We

decided to follow this approach due to the execution time for each test using the entire

validation dataset.

The experiments were made in a computer with the following specifications:

• CPU: AdvancedMicroDevices (AMD)Ryzen 72700 (Octacore | 16Threads) 3.2GHz;

• Random­Access Memory (RAM): 16GB;

• GPU: NVIDIA 1080ti;

• Disk: 256BG SSD, 3TB Hard Disk Drive (HDD).

4.3 Discussion

4.3.1 Test 1

These tests were made in order to evaluate the proposed method’s accuracy without con­

sidering the confidence degree of each model on the final average. Table 4.1 presents the

results obtained and Table 4.2 presents the respective times. Since Test 1 does not involve

the confidence degree, it was possible to fuse the information using the three methods

presented in Section 3.7.

Text Configuration YOLOModel Accuracy
Test TextBlob VADER R­CNN Twitter VOC Mean AutoML V.S.

Test001 X ­ ­ X ­ 50.60% ­ 59.06%
Test002 ­ X ­ X ­ 48.11% ­ 49.59%
Test003 ­ ­ X X ­ 58.86% 56.29% 72.31%
Test004 X ­ ­ ­ X 50.72% ­ 58.98%
Test005 ­ X ­ ­ X 48.03% ­ 49.10%
Test006 ­ ­ X ­ X 59.31% 57.52% 73.19%

Table 4.1: The results obtained from the tests, which were made in order to evaluate the proposed method’s
accuracy without considering the confidence degree of each model on the final average.
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Fusion Time (H) Decision Time (H)
Test Mean AutoML V.S. Mean AutoML V.S.

Test001 0.83e­03 ­ 0.12e­02 6.37 ­ 6.37
Test002 0.83e­03 ­ 0.12e­02 6.20 ­ 6.20
Test003 0.83e­03 1.47 0.12e­02 5.52 6.39 5.52
Test004 0.83e­03 ­ 0.12e­02 9.28 ­ 9.28
Test005 0.83e­03 ­ 0.12e­02 9.31 ­ 9.31
Test006 0.83e­03 1.47 0.12e­02 9.15 10.57 9.15

Table 4.2: The execution time resulted from the tests, which were made in order to evaluate the proposed
method’s accuracy without considering the confidence degree of each model on the final average.

From the testsmadewith TextBlob andVADER, it was possible to observe a little variation

in the accuracy obtained. The accuracy value keeps between 48%­51%. The setup using

the YOLOmodel trainedwith the VOC dataset and the VADER classifier (TestE), obtained

the lowest accuracy between all the tests, 48.03%. However, the setup using the YOLO

model trainedwith theTwitter dataset and theVADERclassifier (TestB), performedbetter

(48.11%). Despite the small difference between the values, it was possible to observe an

increase of 1.54%. Using the voting system to fuse the information of all models, we can

see an improvement of 3.08% for Test B and 2.23% for Test E on the accuracy obtained.

Almost the same happens with the tests using TextBlob. The setup using the YOLOmodel

trained with the Twitter dataset and the TextBlob classifier (TestA), obtained a low accu­

racy (50.60%). However, when compared with the lowest value obtained using VADER

(48.03% ­ value obtained fromTestE), we can notice an increase of 5.35%. The setup using

the YOLO model trained with the VOC dataset and the TextBlob classifier (TestD), per­

formed better (50.72%). Despite the small difference between the values from TestA and

TestD, it was possible to observe an increase of 0.24%. When compared with the highest

value obtained using VADER (48.11% ­ value obtained from TestB), we can notice an in­

crease of 5.43%. However, unlike VADER, the voting system for the configurations using

TextBlob brought advantages. We can notice a higher difference between the values. We

can observe an improvement of 16.72% for Test A and 16.29% for Test D.

Like in [GA19b], TextBlob still presents better performance when compared to VADER.

However, using the R­CNN developed in [LGAC21], described in Section 2.7, which has

the purpose of classifying text, we can observe a significant difference when compared

with the tests where TextBlob and VADER were used. The setup using the YOLO model

trained with the VOC dataset and the R­CNN classifier (TestF), obtained the lowest ac­

curacy (58.86%) from the tests using R­CNN. However, even comparing its result with

the highest values obtained with TextBlob (50.72%), and VADER (48.11%) we can notice

an increase of 16.05% and 22.34% over the value, respectively. Similarly to the configura­

tions using TextBlob, we can notice a higher difference between the values when using the

voting system for the configurations using the R­CNN. We can observe an improvement

of 15.47% for TestC and 18.26% for TestF.

Using AutoML, we could notice a drop in the performance of about 4.37% and 22.15% for
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TestC when compared with using using the mean approach and voting system, respec­

tively. Also, we could notice a drop in the performance of about 3.02% and 21.41% for

TestC when compared with using using the mean approach and voting system, respec­

tively.

It was possible to verify that using the voting system, the model reaches high accuracy

values, instead of fusing the information by calculating a mean between the values. This

difference is noticeable mainly for configurations that use TextBlob and R­CNN.

The setup using the YOLOmodel trainedwith the Twitter dataset and theR­CNNclassifier

(TestC), obtained the highest accuracy between all the tests, 59.31%. When compared

with the highest values obtained with TextBlob (50.72%), and VADER (48.11%) we can

notice an increase of 16.94% and 23.28% over the value, respectively. Comparing the

tests using R­CNN, we can see an increase of 0.76% between TestC and TestF (using the

voting system).

Like B­T4SA, the VOC dataset is composed of a variety of categories. However, the Twit­

ter dataset, used to train the YOLO model from scratch, was created in order to identify

negative situations. Thus, there is a high probability that the YOLO model trained from

scratch will lose relevant areas, just because there is no negative information to be con­

sidered. Thus, it will be normal to see cases where the YOLOmodel trained with the VOC

dataset outperforms the YOLO model trained with the Twitter dataset, and vice versa.

Thus, we can clearly see the difference when using a R­CNN for text classification, instead

of using the Python libraries.

4.3.2 Test 2

These tests were made in order to evaluate the proposed method’s accuracy considering

the confidence degree of each model on the final average. Table 4.3 presents the results

obtained and Table 4.4 presents the respective times. Unlike Test 1, the confidence degree

will be used for these tests. Therefore, it will not be possible to use the voting system to

fuse the information.

Text Configuration YOLOModel Accuracy
Test TextBlob VADER R­CNN Twitter VOC Mean AutoML

Test007 X ­ ­ X ­ 47.83% ­
Test008 ­ X ­ X ­ 47.21% ­
Test009 ­ ­ X X ­ 70.59% 56.28%
Test010 X ­ ­ ­ X 47.76% ­
Test011 ­ X ­ ­ X 46.79% ­
Test012 ­ ­ X ­ X 71.13% 57.13%

Table 4.3: The results obtained from the tests, which were made in order to evaluate the proposed method’s
accuracy considering the confidence degree of each model on the final average.

From the testsmadewith TextBlob andVADER, it was possible to observe a little variation

in the accuracy obtained. The accuracy value keeps between 46%­48%. The setup using

the YOLOmodel trainedwith the VOC dataset and the VADER classifier (TestE), obtained
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Fusion Time (H) Decision Time (H)
Test Mean AutoML V.S. Mean AutoML V.S.

Test007 0.12e­02 ­ 0.14e­02 6.22 ­ 6.22
Test008 0.12e­02 ­ 0.14e­02 6.24 ­ 6.24
Test009 0.12e­02 1.47 0.14e­02 5.50 7.37 5.50
Test010 0.12e­02 ­ 0.14e­02 9.36 ­ 9.36
Test011 0.12e­02 ­ 0.14e­02 9.29 ­ 9.29
Test012 0.12e­02 1.47 0.14e­02 9.10 10.57 9.10

Table 4.4: The execution time resulted from the tests, which were made in order to evaluate the proposed
method’s accuracy considering the confidence degree of each model on the final average.

the lowest accuracy between all the tests, 46.79%. However, the setup using the YOLO

model trainedwith theTwitter dataset and theVADERclassifier (TestB), performedbetter

(47.21%). Despite the small difference between the values, it was possible to observe an

increase of 0.90%.

The same happenswith the tests using TextBlob. The setup using the YOLOmodel trained

with theVOCdataset and theTextBlob classifier (TestD), obtained a lowaccuracy (47.76%).

However, when compared with the lowest value obtained using VADER (46.79% ­ value

obtained from TestE), we can notice an increase of 2.07%. The setup using the YOLO

model trained with the Twitter dataset and the TextBlob classifier (TestA), performed

better (47.83%). Despite the small difference between the values from TestA and TestE, it

was possible to observe an increase of 0.15%. When compared with the highest value ob­

tained using VADER (47.21% ­ value obtained from TestB), we can notice a small increase

of 1.31%.

However, using the R­CNN we can observe a significant difference. The setup using the

YOLO model trained with the Twitter dataset and the R­CNN classifier (TestC), obtained

the lowest accuracy (70.59%) from the tests using R­CNN. However, even comparing its

result with the highest values obtained with TextBlob (47.83%), and VADER (47.76%)

we can notice a significant increase of 47.59% and 47.80% over the value, respectively.

The setup using the YOLO model trained with the VOC dataset and the R­CNN classifier

(TestF), obtained the highest accuracy between all the tests, 71.13%. When comparedwith

the highest values obtained with TextBlob (47.83%), and VADER (47.76%) we can notice

an increase of 48.71% and 48.93% over the value, respectively. Comparing the tests using

R­CNN, we can see an increase of 0.76% between TestC and TestF.

Using AutoML, we could notice a drop in the performance of about 20.27% for TestC

when compared with using using the mean approach. Also, we could notice a drop in the

performance of about 20.88%, for TestF.

Comparing with the results obtained on subsection 4.3.1, the proposed method’s perfor­

mance dropped approximately 5.70%, and 1.87% when using TextBlob and VADER, re­

spectively. However, the opposite happens then using the R­CNN model, the proposed

method’s performance has an increase of 20.3%. Therefore, we could notice using the con­

fidence degree of each model negatively influenced the proposed method’s performance

when using TextBlob and VADER. However, the confidence degree positively influenced
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the proposed method’s performance when using the R­CNN model, which means the re­

sults from the R­CNN are obtained with a higher accuracy than the results obtained with

TextBlob and VADER, what makes the R­CNN model more reliable.

Also, we could notice the difference between the YOLO models. However, despite the

small difference between the accuracy values, when observing the execution time we can

see a significant difference. The tests using the YOLO model trained with the Twitter

dataset finished almost 3 hours earlier than the tests using the YOLO model trained with

theVOCdataset, and considering the difference obtained betweenTestC andTestF, it does

not seem to be so advantageous to wait 3 hours to improve the accuracy value by 0.76%.

4.3.3 Test 3

Considering the behaviour observed on subsection 4.3.2, intuitively, we thought of disre­

garding the degrees of confidence of the variable model (between the tests), that is, of the

salient areas (YOLO trained from scratch and YOLO trained with VOC dataset) and text

classifiers (TextBlob and VADER). Therefore, Test 3 has three variations, which are: i)

the proposed method is fully tested and the confidence degree of each model, except for

the text classifier, will be used to calculate the final average; ii) the proposed method is

fully tested and the confidence degree of eachmodel, except for the salient areas classifier,

will be used to calculate the final average; iii) the proposed method is fully tested and the

confidence degree of each model, except for the text and salient areas classifiers, will be

used to calculate the final average.

Table 4.5 presents the results obtained and and Table 4.6 presents the respective times.

4.3.3.1 Results without using text classification confidence degree

Analysing the set of experiments where the text confidence degree was not considered,

from the tests made with TextBlob and VADER, it was possible to observe a variation in

the accuracy obtained. The accuracy value keeps between 47%­54%. The setup using the

YOLOmodel trained with the Twitter dataset and the VADER classifier (TestB), obtained

the lowest accuracy between all the tests, 47.62%. However, the setup using the YOLO

model trained with the VOC dataset and the VADER classifier (TestE), performed better

(48.12%). Despite the small difference between the values, it was possible to observe an

increase of 1.05%.

The same happenswith the tests using TextBlob. The setup using the YOLOmodel trained

with theTwitter dataset and theTextBlob classifier (TestA), obtained a lowaccuracy (52.32%).

However, when compared with the lowest value obtained using VADER (47.62% ­ value

obtained from TestB), we can notice an increase of 9.87%. The setup using the YOLO

model trained with the VOC dataset and the TextBlob classifier (TestD), performed better

(53.28%). Despite the small difference between the values from TestA and TestD, it was

possible to observe an increase of 1.83%. When compared with the highest value obtained

using VADER (48.12% ­ value obtained from TestE), we can notice an increase of 10.72%.

However, using the R­CNN we can observe a significant difference. The setup using the
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Text Configuration YOLOModel Conf. Degree Accuracy Time(H)

Test TextBlob VADER R­CNN TwitterVOC Text SA Mean AutoML

Test013 X ­ ­ X ­ ­ X 52.32% ­ 6.05 ­
Test014 ­ X ­ X ­ ­ X 47.62% ­ 6.10 ­
Test015 ­ ­ X X ­ ­ X 70.51% 56.28% 5.52 1.47
Test016 X ­ ­ ­ X ­ X 53.28% ­ 9.37 ­
Test017 ­ X ­ ­ X ­ X 48.12% ­ 11.14 ­
Test018 ­ ­ X ­ X ­ X 71.33% 57.13% 9.11 1.47

Test019 X ­ ­ X ­ X ­ 48.67% ­ 6.25 ­
Test020 ­ X ­ X ­ X ­ 48.21% ­ 6.30 ­
Test021 ­ ­ X X ­ X ­ 68.54% 56.43% 5.53 1.47
Test022 X ­ ­ ­ X X ­ 48.95% ­ 9.27 ­
Test023 ­ X ­ ­ X X ­ 47.80% ­ 9.31 ­
Test024 ­ ­ X ­ X X ­ 69.09% 58.24% 9.24 1.47

Test025 X ­ ­ X ­ ­ ­ 52.16% ­ 6.27 ­
Test026 ­ X ­ X ­ ­ ­ 47.99% ­ 6.30 ­
Test027 ­ ­ X X ­ ­ ­ 68.55% 56.26% 6.15 1.47
Test028 X ­ ­ ­ X ­ ­ 52.49% ­ 9.24 ­
Test029 ­ X ­ ­ X ­ ­ 48.85% ­ 9.25 ­
Test030 ­ ­ X ­ X ­ ­ 68.89% 57.43% 9.05 1.47

Table 4.5: The results obtained from the tests, which were made in order to evaluate the proposed method’s
accuracy considering the confidence degree of each model, except for the salient areas (SA) and text

classifiers, on the final average

Fusion Time (H) Decision Time (H)
Test Mean AutoML V.S. Mean AutoML V.S.

Test013 0.97e­03 ­ 0.11e­02 6.05 ­ 6.05
Test014 0.97e­03 ­ 0.11e­02 6.10 ­ 6.10
Test015 0.97e­03 1.47 0.11e­02 5.52 7.39 5.52
Test016 0.97e­03 ­ 0.11e­02 9.37 ­ 9.37
Test017 0.97e­03 ­ 0.11e­02 9.45 ­ 9.45
Test018 0.97e­03 1.47 0.11e­02 9.11 10.58 9.11

Test019 0.93e­03 ­ 0.98e­03 6.25 ­ 6.25
Test020 0.93e­03 ­ 0.98e­03 6.30 ­ 6.30
Test021 0.93e­03 1.47 0.98e­03 5.53 7 5.53
Test022 0.93e­03 ­ 0.98e­03 9.27 ­ 9.27
Test023 0.93e­03 ­ 0.98e­03 9.31 ­ 9.31
Test024 0.93e­03 1.47 0.98e­03 9.24 11.11 9.24

Test025 0.90e­03 ­ 0.96e­03 6.27 ­ 6.27
Test026 0.90e­03 ­ 0.96e­03 6.30 ­ 6.30
Test027 0.90e­03 1.47 0.96e­03 6.15 7.12 6.15
Test028 0.90e­03 ­ 0.96e­03 9.24 ­ 9.24
Test029 0.90e­03 ­ 0.96e­03 9.25 ­ 9.25
Test030 0.90e­03 1.47 0.96e­03 9.05 10.52 9.05

Table 4.6: The execution time resulted from the tests, which were made in order to evaluate the proposed
method’s accuracy considering the confidence degree of each model, except for the salient areas (SA) and

text classifiers, on the final average
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YOLO model trained with the Twitter dataset and the R­CNN classifier (TestC), obtained

the lowest accuracy (70.51%) from the tests using R­CNN. However, even comparing its

result with the highest values obtained with TextBlob (53.28%), and VADER (48.12%)

we can notice a significant increase of 32.34% and 46.53% over the value, respectively.

The setup using the YOLO model trained with the VOC dataset and the R­CNN classi­

fier (TestF), obtained the highest accuracy between all the tests (not using the text clas­

sifier confidence degree), 71.33%. When compared with the highest values obtained with

TextBlob (53.28%), andVADER (48.12%)we cannotice an increase of 33.88%and48.23%

over the value, respectively. Comparing the tests using R­CNN, we can see an increase of

1.16% between TestC and TestF.

Using AutoML, we could notice a drop in the performance of about 20.18% for TestC

when compared with using using the mean approach. Also, we could notice a drop in

the performance of about 19.91%, for TestF.

Comparing the highest accuracy obtained in the subsection 4.3.2, using TextBlob and

VADER, it was possible to observe an increase of approximately 11.39%, and 1.80% on the

accuracy obtained, respectively. Therefore, it was possible to conclude that the confidence

degree values can positively influence the model. However, it is necessary to exclude the

confidence degree of the text classifier when using TextBlob and VADER.

Analysing the results where the R­CNN was used, comparing the highest accuracy ob­

tained in the subsection 4.3.2, it was possible to observe a small increase of approximately

0.28% on the accuracy obtained.

4.3.3.2 Results without using salient area confidence degree

Analysing the set of experiments where the salient areas confidence degree was not con­

sidered, from the tests made with TextBlob and VADER, it was possible to observe a

little variation in the accuracy obtained. The accuracy value keeps between 47%­49%.

The setup using the YOLO model trained with the VOC dataset and the VADER classi­

fier (TestK), obtained the lowest accuracy between all the tests, 47.80%. However, the

setup using the YOLO model trained with the Twitter dataset and the VADER classifier

(TestH), performed better (48.21%). Despite the small difference between the values, it

was possible to observe an increase of 0.86%.

When analysing the tests using TextBlob, the setup using the YOLO model trained with

the Twitter dataset and the TextBlob classifier (TestG), obtained a low accuracy (48.67%).

However, when compared with the lowest value obtained using VADER (47.80% ­ value

obtained from TestK), we can notice an increase of 1.82%. The setup using the YOLO

model trained with the VOC dataset and the TextBlob classifier (TestJ), performed better

(48.95%). Despite the small difference between the values from TestG and TestJ, it was

possible to observe an increase of 2.69%. When comparedwith the highest value obtained

using VADER (48.21% ­ value obtained from TestH), we can notice an increase of 1.53%.

The setup using the YOLO model trained with the Twitter dataset and the R­CNN clas­

sifier (TestI), obtained the lowest accuracy (68.54%) from the tests using R­CNN. How­

ever, even comparing its result with the highest values obtained with TextBlob (48.95%),
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and VADER (48.21%) we can notice a significant increase of 40.02% and 42.17% over the

value, respectively. The setup using the YOLO model trained with the VOC dataset and

the R­CNN classifier (TestL), obtained the highest accuracy between all the tests, 69.09%.

When compared with the highest values obtained with TextBlob (48.95%), and VADER

(48.21%) we can notice an increase of 41.14% and 43.31% over the value, respectively.

Comparing the tests using R­CNN, we can see an increase of 0.80% between TestI and

TestL.

Using AutoML, we could notice a drop in the performance of about 17.67% for TestC when

compared with using using the mean approach. Also, we could notice a drop in the per­

formance of about 15.70%, for TestF.

Comparing the highest accuracy obtained in the subsection 4.3.2, using TextBlob and

VADER, it was possible to observe an increase of approximately 2.34%, and 2.12% on the

accuracy obtained, respectively. Analysing the results where the R­CNN was used, com­

paring the highest accuracy obtained in the subsection 4.3.2, it was possible to observe a

drop of approximately 2.87% on the accuracy obtained.

When comparing with the highest values obtained, for each text configuration, in Subsec­

tion 4.3.3.1, the accuracy dropped approximately 8.13% using TextBlob. However, using

VADER the accuracy increased approximately 0.19%. When comparing with the highest

value obtained with the R­CNN model, the accuracy dropped approximately 3.14%.

Therefore, it was possible to conclude that the text confidence degree ismore reliable than

the salient area confidence degree.

4.3.3.3 Results without using text and salient area confidence degrees

Analysing the set of experiments where the text and salient areas confidence degree were

not considered, from the tests made with TextBlob and VADER, it was possible to observe

a variation in the accuracy obtained. The accuracy value keeps between 49%­52%. The

setup using the YOLO model trained with the Twitter dataset and the VADER classifier

(TestN), obtained the lowest accuracy between all the tests, 47.99%. However, the setup

using the YOLO model trained with the VOC dataset and the VADER classifier (TestQ),

performed better (48.85%). Despite the small difference between the values, it was pos­

sible to observe an increase of 1.79%.

We can observe the same behaviour on the tests using TextBlob, the setup using the YOLO

model trained with the Twitter dataset and the TextBlob classifier (TestM), obtained a

low accuracy (52.16%). However, when compared with the lowest value obtained using

VADER (47.99% ­ value obtained from TestN), we can notice an increase of 8.69%. The

setup using the YOLO model trained with the VOC dataset and the TextBlob classifier

(TestP), performed better (52.49%). Despite the small difference between the values from

TestM and TestP, it was possible to observe an increase of 0.63%. When compared with

the highest value obtained using VADER (48.85% ­ value obtained from TestQ), we can

notice an increase of 7.45%.

The setup using the YOLO model trained with the Twitter dataset and the R­CNN classi­

fier (TestO), obtained the lowest accuracy (68.55%) from the tests using R­CNN. How­
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ever, even comparing its result with the highest values obtained with TextBlob (52.49%),

and VADER (48.85%) we can notice a significant increase of 30.60% and 40.33% when

comparing the value obtained with R­CNN (68.55%), TextBlob (52.49%), and VADER

(48.85%), respectively. The setup using the YOLO model trained with the VOC dataset

and the R­CNN classifier (TestR), obtained the highest accuracy between all the tests,

68.89%. When compared with the highest values obtained with TextBlob (52.49%), and

VADER (48.85%) we can notice an increase of 31.24% and 41.02% over the value, respec­

tively. Comparing the tests using R­CNN, we can see an increase of 0.50% between TestO

and TestR.

Using AutoML, we could notice a drop in the performance of about 17.93% for TestCwhen

compared with using using the mean approach. Also, we could notice a drop in the per­

formance of about 16.64%, for TestF.

Comparing the highest accuracy obtained in the subsection 4.3.2, using TextBlob and

VADER, it was possible to observe an increase of approximately 9.74%, and 3.47% on the

accuracy obtained, respectively. Analysing the results where the R­CNN was used, com­

paring the highest accuracy obtained in the subsection 4.3.2, it was possible to observe a

drop of approximately 3.14% on the accuracy obtained.

When comparing with the highest values obtained, for each text configuration, in Subsec­

tion 4.3.3.1, the accuracy dropped approximately 1.48% using TextBlob. However, using

VADER the accuracy increased approximately 1.52%. When comparing with the highest

value obtained with the R­CNN model, the accuracy dropped approximately 3.42%.

However, when comparing with the highest values obtained, for each text configuration,

in Subsection 4.3.3.2, the accuracy increases approximately 7.23% using TextBlob. The

same happens using VADER, the accuracy increases approximately 1.33%. When com­

paring with the highest value obtained with the R­CNN model, the accuracy dropped ap­

proximately 0.29%.

Thus, between all the experimentsmadewith the configuration of Test 3 and its variations,

it was possible to identify that the setup using the R­CNN with the YOLO model trained

with the VOC dataset, presented the best performance. This canmean that the confidence

degree returned by the text model is more reliable than the confidence degree returned by

the salient areasmodel. However, it was not good enough to overcome the result obtained

in subsection 1, where we obtained 73.19% fusing the information with the voting system.

Thus, we can observe a drop of approximately 2.54% when comparing them.

4.3.4 Test 4

These tests were made in order to evaluate the model’s accuracy without using the pro­

posed methods. This can be considered one of the most important tests that were made

because from the results it was possible to conclude if the proposed method is a good ap­

proach or not. This test has a peculiarity. Because it only uses 2 models, it is not fair to

use the voting system, as it will always be a tie and the model with greater accuracy will

always win the vote, which is the text model. This means that the vote is not a very fair

one.
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Table 4.7 presents the results from this type of test and and Table 4.8 presents the respec­

tive times.

Text Configuration YOLOModel
Test TextBlob VADER R­CNN Twitter VOC Accuracy

Test031 X ­ ­ ­ ­ 49.86%
Test032 ­ X ­ ­ ­ 47.87%
Test033 ­ ­ X ­ ­ 60.22%

Table 4.7: The results obtained from the tests, which were made using only global image and text classifiers,
that is, without using the proposed models.

Fusion Time (H) Decision Time (H)
Test Mean AutoML V.S. Mean AutoML V.S.

Test031 0.83e­03 ­ 0.97e­03 0.30 ­ 0.30
Test032 0.83e­03 ­ 0.97e­03 0.31 ­ 0.31
Test033 0.83e­03 1.47 0.97e­03 0.30 2.07 0.30

Table 4.8: The execution time resulted from the tests, which were made using only global image and text
classifiers, that is, without using the proposed models.

The highest accuracy value obtained was approximately 59.77% using the R­CNN for text

classification.

Comparing with the highest accuracy obtained (71.33%), the model presents a drop of

approximately 15.58%. Therefore, it is possible to assert the advantage of using the FER

and salient areas models, proving the efficiency of using the proposed method.

4.3.5 Test 5

These tests were made in order to evaluate the method’s behaviour without one of the

proposed sub­models. Therefore, for this type of test, only global image, salient area, and

text classifiers were considered. Similar to the experiments presented in Subsection 4.3.1,

the experiments made in Test 5 do not involve the confidence degree, so it was possible to

fuse the information using the three methods presented in Section 3.7.

Table 4.9 presents the results obtained and and Table 4.10 presents the respective times.

We can identify in the tests where VADER was used that it presented the best values. The

difference between the YOLO models used was approximately 1.12%. Otherwise, with

TextBlob, the difference between the YOLO models used was significant, approximately

8.70%.

From the testsmadewith TextBlob andVADER, it was possible to observe a little variation

in the accuracy obtained. The accuracy value keeps between 50%­52%. The setup using

the YOLOmodel trainedwith the VOC dataset and the VADER classifier (TestE), obtained

the lowest accuracy between all the tests, 50.01%. However, the setup using the YOLO

model trainedwith theTwitter dataset and theVADERclassifier (TestB), performedbetter

(50.33%). Despite the small difference between the values, it was possible to observe an
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Text Configuration YOLOModel Accuracy Time(H)
Test TextBlob VADER R­CNN Twitter VOC Mean AutoML V.S.

Test034 X ­ ­ X ­ 51.74% ­ 59.91% 6.10 ­ 6.10
Test035 ­ X ­ X ­ 50.33% ­ 58.40% 5.79 ­ 5.79
Test036 ­ ­ X X ­ 62.78% 56.29% 72.67% 5.64 1.47 5.64
Test037 X ­ ­ ­ X 50.77% ­ 58.96% 9.14 ­ 9.14
Test038 ­ X ­ ­ X 50.01% ­ 58.03% 9.24 ­ 9.24
Test039 ­ ­ X ­ X 62.25% 57.52% 72.74% 8.97 1.47 8.97

Table 4.9: The results obtained from the tests, which were made using only global image, salient areas, and
text models.

Fusion Time (H) Decision Time (H)
Test Mean AutoML V.S. Mean AutoML V.S.

Test034 0.1e­02 ­ 0.12e­02 6.10 ­ 6.10
Test035 0.1e­02 ­ 0.12e­02 5.79 ­ 5.79
Test036 0.1e­02 1.47 0.12e­02 5.64 7.11 5.64
Test037 0.1e­02 ­ 0.12e­02 9.14 ­ 9.14
Test038 0.1e­02 ­ 0.12e­02 9.24 ­ 9.24
Test039 0.1e­02 1.47 0.12e­02 8.97 10.44 8.97

Table 4.10: The execution time resulted from the tests, which were made using only global image, salient
areas, and text models.

increase of 0.64%. Using the voting system to fuse the information of all models, we can

see a significant improvement of 16.03% for Test B and 16.04% for Test E on the accuracy

obtained.

The same happenswith the tests using TextBlob. The setup using the YOLOmodel trained

with theVOCdataset and theTextBlob classifier (TestD), obtained a lowaccuracy (50.77%).

However, when compared with the lowest value obtained using VADER (50.01% ­ value

obtained from TestE), we can notice an increase of 1.52%. The setup using the YOLO

model trainedwith the Twitter dataset and the TextBlob classifier (TestA), performed bet­

ter (51.74%). Despite the small difference between the values fromTestA and TestE, it was

possible to observe an increase of 1.91%. When compared with the highest value obtained

using VADER (50.33% ­ value obtained from TestB), we can notice an increase of 2.80%.

The voting system for the configurations using TextBlob brought advantages. We can no­

tice a higher difference between the values. We can observe an improvement of 15.79%

for Test A and 16.13% for Test D.

However, using the R­CNN we can observe a significant difference. The setup using the

YOLOmodel trained with the VOC dataset and the R­CNN classifier (TestF), obtained the

lowest accuracy (62.25%) from the tests using R­CNN. However, even comparing its re­

sult with the highest values obtained with TextBlob (51.74%), and VADER (50.33%) we

can notice a significant increase of 20.31% and 23.68% over the value, respectively. The

setup using the YOLO model trained with the Twitter dataset and the R­CNN classifier

(TestC), obtained the highest accuracy between all the tests, 62.78%. When compared

with the highest values obtained with TextBlob (51.74%), and VADER (50.33%) we can
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notice an increase of 21.34% and 24.74% over the value, respectively. Comparing the tests

using R­CNN, we can see an increase of 0.85% between TestF and TestC. Like the config­

urations using TextBlob and VADER, we notice a higher difference between the values

when using the voting system for the configurations using the R­CNN. We can observe an

improvement of 15.75% for TestC and 16.85% for TestF.

Using AutoML, we could notice a drop in the performance of about 10.34% and 22.54%

for TestC when compared with using using themean approach and voting system, respec­

tively. Also, we could notice a drop in the performance of about 7.60% and 20.92% for

TestC when compared with using using the mean approach and voting system, respec­

tively.

The model holds a good accuracy (72.74%). However, there is a drop in approximately

0.61% in comparison with the highest accuracy (73.19%) obtained. The consistency ob­

served in subsection 4.3.4 was maintained. We can observe that, to achieve a good accu­

racy, the proposed method needs to be executed with all the proposed models.

Like with the experiments presented in Subsection 4.3.1, it was possible to verify that

using the voting system the model reaches higher accuracy values than using the other 2

approaches.

4.3.6 Test 6

Likewise with the tests presented in subsection 4.3.5, the tests presented in this subsec­

tion were made in order to evaluate the method’s behaviour without one of the proposed

sub­models. However, for Test 6, only global image, text, and facial expression classifiers

were considered. Table 4.11 presents the results obtained and and Table 4.12 presents the

respective times. Similarly to the experiments presented in Subsection 4.3.5, the experi­

ments made in Test 6 do not involve the confidence degree, so it was possible to fuse the

information using the three methods presented in Section 3.7.

Text Configuration YOLOModel Accuracy Time(H)
Test TextBlob VADER R­CNN Twitter VOC Mean AutoML V.S.

Test040 X ­ ­ ­ ­ 51.93% ­ 65.06% 0.49 ­ 0.49
Test041 ­ X ­ ­ ­ 49.34% ­ 59.87% 0.50 ­ 0.50
Test042 ­ ­ X ­ ­ 62.63% 56.29% 82.90% 0.51 1.47 0.51

Table 4.11: The results obtained from the tests, which were made using only global image, text, and FER
models.

Similarly to the results obtained in subsection 4.3.5, the model holds a good accuracy,

and we can identify in the test where R­CNN was used that it presented the best value

(62.63%). We can observe an increase of approximately 20.60% and 26.94% over the

accuracy values obtained by the tests using TextBlob and VADER, respectively.

With the voting system, we can observe a significant increase in the accuracy values,

mainly when using the R­CNN. Comparing both results using the R­CNN, we can see

an increase of approximately 32.36% when comparing with the result obtained using the

mean, and47.27%when comparingwith the result obtainedusingAutoML. WithTextBlob
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Fusion Time (H) Decision Time (H)
Test Mean AutoML V.S. Mean AutoML V.S.

Test040 0.1e­02 ­ 0.12e­02 0.49 ­ 0.49
Test041 0.1e­02 ­ 0.12e­02 0.50 ­ 0.50
Test042 0.1e­02 1.47 0.12e­02 0.51 2.38 0.51

Table 4.12: The execution time resulted from the tests, which were made using only global image, text, and
FER models.

and VADER, we can observe an increase of approximately 25.29% and 21.34%, respec­

tively, when comparing the mean and voting system methods to fuse the information.

Unlike the behavior observed in Subsection 4.3.5, where we can see the highest accuracy

(72.74%) did not overcome the 73.19% obtained in Subsection 4.3.1. For this experiment

we can observe that the accuracy obtained overcame both values in approximately 13.97%

and 13.27%, respectively. This is understandable, considering that the global imagemodel

and the salient areas model have very similar behavior, since they share the same archi­

tecture. However, when we removed the FER model for the experiments presented in

Subsection 4.3.5, it was possible to see a drop in the accuracy when comparing with the

whole purposed method. However, for these experiments, when we removed the salient

areas model, the accuracy presented a significant increase, which led us to conclude that

the salient areas might not be as advantageous as we thought.

Using AutoML, we could notice a drop in the performance of about 10.12% and 32.10%

for TestC when compared with using using themean approach and voting system, respec­

tively.

It’s possible to observe that the model can handle well with all the negative and positive

classes. However, there’s a difficulty when predicting neutral instances. The model pre­

sented a large rate of positive rating, the sameproblem is verifiedwhile testing FERmodel,

presented in Subsection 4.3.10. Reinforcing these classes could help improve the model’s

behavior.

4.3.7 Test 7

The Test043 was made in order to evaluate the global image model’s behaviour. It was

possible to obtain 49.52% of accuracy, which is a good value. However, comparing with

the highest accuracy (82.90%), we can observe a drop of approximately 40.27%.

4.3.8 Test 8

These tests were made in order to evaluate the salient area model’s behaviour. However,

two tests were addressed since there are two versions of YOLO model, which were de­

scribed in section 3.5. Also, only images with salient areas were considered for this test.

Table 4.13 presents the results obtained.

It’s possible to observe that using YOLO model trained with VOC dataset presented the

highest accuracy, 47.12%. However, analysing the execution time, it’s discouraging towait
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Text Configuration YOLOModel
Test TextBlob VADER R­CNN Twitter VOC Accuracy Time(H)

Test044 ­ ­ ­ X ­ 45.15% 3.34
Test045 ­ ­ ­ ­ X 47.12% 8.05

Table 4.13: The results obtained from the tests, which were made using only salient areas model.

5 hours just to get an improvement of approximately 4.36%.

Despite the differences, the model presented a similar behaviour. Thus, it was possible to

observe experiments where the YOLO model trained with the Twitter dataset presented

high accuracy values over the experiments where the YOLO model trained with the VOC

dataset was used, and vice versa.

4.3.9 Test 9

These tests weremade in order to evaluate the textmodel’s behaviour. Table 4.14 presents

the results obtained.

Text Configuration YOLOModel
Test TextBlob VADER R­CNN Twitter VOC Accuracy Time(H)

Test046 X ­ ­ ­ ­ 64.23% 0.0019
Test047 ­ X ­ ­ ­ 52.21% 1.02
Test048 ­ ­ X ­ ­ 87.65% 0.0015

Table 4.14: The results obtained from the tests, which were made using only text model.

It was possible to observe that the R­CNN obtained the highest accuracy. Overcoming

approximately 36.46% and 67.88% the accuracy obtained by TextBlob and VADER, re­

spectively.

The high accuracy values, obtained by the tests using only text classifier, may have a bear­

ing on how the data was tagged. The B­T4SA was tagged using AMT, however, there is no

certainty that it were humans who tagged the data.

4.3.10 Test 10

The Test049 was made in order to evaluate the FER model behaviour. Differently from

the other tests, this was set up to consider only the images that contain faces. From the

test, it was possible to obtain 39.84% accuracy with FERmodel, the test had an execution

time of approximately 27 minutes. Only 3,170 images contain faces.

4.4 Effectiveness of the proposed method

Table 4.15 presents an overview of the results obtained from all the tests made.
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Model Conf. Dregree
Setup GI SA Text FER GI SA Text FER Text

Conf.
YOLO
Model

Accuracy

1 (4.3.1) X X X X ­ ­ ­ ­ R­CNN VOC 73.19%
2 (4.3.2) X X X X X X X X R­CNN VOC 71.13%
3 (4.3.3) X X X X X X ­ X R­CNN VOC 71.33%
4 (4.3.4) X ­ X ­ ­ ­ ­ ­ R­CNN ­ 60.22%
5 (4.3.5) X X X ­ ­ ­ ­ ­ R­CNN VOC 72.74%
6 (4.3.6) X ­ X X ­ ­ ­ ­ R­CNN ­ 82.90%

Table 4.15: Overview of the best results obtained from each test.

From Table 4.15, we could observe two configurations that outperformed during the ex­

periments. These configurations were selected to perform the final test using the respec­

tive dataset, which is presented in Table 4.16 and and Table 4.17 presents the respective

times.

Text Configuration YOLOModel Accuracy
Test TextBlob VADER R­CNN Twitter VOC Mean VotingSys­

tem
Time(H)

Test050 ­ ­ X ­ ­ 64.00% 80.86% 5.15
Test051 ­ ­ X ­ X 63.52% 72.77% 34.19

Table 4.16: The results obtained from the final test using the best configurations observed during the
validation phase and the test set.

Fusion Time (Sec.) Decision Time (H)
Test Mean V.S. Mean V.S.

Test050 15 18 5.15 5.18
Test051 10 13 34.19 34.23

Table 4.17: The execution time resulted from from the final test using the best configurations observed
during the validation phase and the test set.

Despite the accuracy obtained with the proposed method (using all the models), the ef­

fectiveness of using all models together was proven, so that the proposed method outper­

formed the works that use the B­T4SA dataset, [GA19b, VCC+17b].

Table 4.18 presents an overview of the accuracy values obtained for work that used the

B­T4SA dataset.

We canobserve that the proposedmethodovercomes41.85% the state­of­the­art [VCC+17b]

and 39.03% the work proposed in [GA19b]. However, using the voting system to fuse the

information, we can increase these values up to 61.60 % and 58.39%, respectively.

However, it was not able to overcome the model proposed in [LGAC21], probably the dif­

ference lays on how the fusion of the information was made. Also their model only con­

siders text and images, which results in less noise during the fusing of the information.
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Work Accuracy

VGG­T4SA FT­A [VCC+17b] 51.30%
VGG­T4SA FT­F [VCC+17b] 50.60%
Hybrid­T4SA FT­A [VCC+17b] 49.10%
Hybrid­T4SA FT­F [VCC+17b] 49.90%
Random Classifier [VCC+17b] 33.30%
Multimodal Approach [GA19b] 52.34%
Multimodal Approach [LGAC21] 95.19%
OursSetup1 72.77%
OursSetup6 80.86%

Table 4.18: Comparison between the results obtained from the models that used the B­T4SA dataset. Where
Setup1 means the use of all models during the test, and Setup6 means the use of the Global Image, Text and

FER models during the test.

Also, we had a concern noticing that the labeled data in B­T4SA aren’t so reliable. During

the tests we could observe situations where the label assigned to the instance was not

correct. For example the instance presented in Figure 4.1, which has the tweet ”I hate

smiling ????????” was labeled as negative.

Figure 4.1: During the tests we could observe situations similar to this. When observing the image, mainly
the facial expression, and the following text, we can clearly identify irony in the tweet.

In order to demonstrate the model’s behavior, the sample presented in Figure 4.1 was

classified. Table 4.19 presents the results obtained from the classification of each model.

It is possible to observe that the FER model classifies the image as positive with a high

value in the degree of confidence. The negative classification obtained by the global im­

age model is understandable since this model was trained with the B­T4SA dataset and
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Model Classification Confidence
Degree

Global Image Negative 55.22%
Salient Areas ­ ­
R­CNN Negative 99.00%
FER Positive 96.77%

Table 4.19: The results obtained from the classification of the sample presented in Figure 4.1.

it is expected that the model behaves with what was taught during the training, and with

the erroneously labeled data, the model will have this behavior. The text model correctly

classified the text, but the tweet contains irony and therefore it is possible to see that the

FERmodel can help to overcome this problem. The only challenge is to find a dataset that

is robust enough and properly labeled to be able to properly train the global image model.

4.5 Conclusion

It was possible to observe that from the tests, the effectiveness of using the 4 models to­

gether was proven, and discussed in section 4.4.

It was possible to observe a difference in the total number of images in the test set and in

the amount presented in the confusionmatrix, as there were images that generated errors

in the execution of the model, so these cases were ignored. It was also observed that the

YOLO model trained with the VOC dataset increases the test duration by about 3 hours,

but its influence is relevant since in some cases the difference in accuracy was significant

(for example, the results obtained in tests 4.3.3 and 4.3.5).

It was also possible to verify the effectiveness of the proposed model. However, if we dis­

card the information from the salient areas, we can reach even higher values in accuracy,

even though it is not possible to overcome the work in [LGAC21].

The B­T4SA dataset proved to be unreliable, as it was possible to observe situations in

which the data labeling was done taking into account only the textual information.
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Chapter 5

Conclusion

From this work, it was possible to understand the challenge of dealing with image senti­

ment classification. The literature research demonstrated to be an important part of this

work because it allowed us to see what has been done and what we can do to innovate and

improve the models in the area.

An idea for innovation was the use of a facial expression classifier in themodel. Observing

Table 2.12 we can see that this approach has not been employed yet, or wasn’t used with

three other models. After proposing a method to be developed, some concerns arose,

mainly due to the time and resources available.

Each component has its role, and to work they have to operate together. From the tests,

we can notice the proposed method obtained a good accuracy, 72.77%, overcoming the

works done in [GA19b] and the state­of­the­art [VCC+17b]. However, ignoring the infor­

mation from salient areas we obtained 80.86% accuracy. This can be justified since the

architecture of the salient areas model is the same as the global image model, and due to

the similar behaviour the results returned by them are unlikely to be different. Another

factor is that the model was trained using the B­T4SA dataset, and we concluded that its

labeling is not reliable. However, we can see advantages in using FER, for example, in a

negative photo and an ironic caption, we can get around the irony by using visual infor­

mation, and even if it is a clear image (that is, with features that indicate a positive image)

if there is a sad face, the FER model will help to get around one more problem that may

arise.

Due to the short time to carry out this project, since the literature research took a consid­

erable amount of time, some options were taken in order to save time and be able tomerge

all the proposed models. Thus, it was considered to use, for the global image classifier,

the architecture presented by [GA19b], since it overcame the state­of­the­art [VCC+17b]

and therefore presented itself as an advantageous option.

For the salient areas classifier, the effort was focused on training the YOLOmodel, which

would be responsible for detecting these areas. For classification, the global image classi­

fier was maintained, since it made sense for the salient areas to be classified by the same

classifier responsible for classifying the global images.

Since this project did not involve the development of a text classifier, not much time or

effort was spent on this model. Initially, it was decided to use the Python libraries, as they

are the fastest way to develop a small text classifier, in a way that would allow evaluating

the behavior of the proposed method using the available textual information. However,

the R­CNN text model, developed by [LGAC21], became the best option to be used.

The model that demanded the most time and effort was the FER model since its use with

other models would be something new. A dataset was created, which contained images of
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faces in controlled environments and in the wild, in order to present a variety during the

model’s training. This model obtained an accuracy of 72.75%.

During the realization of this project, we felt the need to create a dataset that was not la­

beled by machines, seen by the tests in Subsection 4.3.9 that the text classifier obtained

a good result, and the example given in Section 4.4, which is understandable since the

dataset used in the testswas tagged byAMT,which is not considered reliable [SW18,Mos].

However, it was possible to observe, when classifying the sample used as example, that

the FER model can help to overcome the irony existing in the text. From the creation of

the Twitter dataset, which is considerably small, containing 1,208 images, it was possible

to get a sense of the time and effort needed to build a robust dataset, and which contained

data from different social platforms (Facebook, Twitter, Reddit, Instagram, etc.), in order

to enrich the training of the model for the prediction and identification of feelings in the

analyzed posts.

But in thisway, getting good accuracywith the tests, the key to taking the proposedmethod

to another level would be the use of a reliable and robust dataset.

5.1 Contributions and Achievements

The main contribution is the method to process posts in social media, that includes a

module for the facial expression recognition, and classifies their sentiment in order to

enable the early detection of potentially violent events. Also, the creation of 2 datasets, one

composed of images obtained directly from Twitter, which represent negative situations,

and another composed of 50,783 face images. We also created a combined method using

4 base models that incorporated the FER classifier, and evaluated 3 approaches for fusing

the information from the individual models.

5.2 FutureWork

For future work, an important goal is the creation of a properly labeled dataset, in order

to train the global image classifier. Another aspect to study is the improvement of the

dataset used to train the FER model, since there is no specialization in the study of fa­

cial expressions, for example an expert in FACS, which is a comprehensive, anatomically

based system for describing all visually discernible facial movement. It breaks down facial

expressions into individual components of muscle movement, because some expressions

were easily confused, such as fear and sadness.

The creation of a dataset with posts that precede an event, in order to improve themodel’s

prediction for extreme events would also be an interesting follow up work, for example,

collecting posts made before the protests of the yellow vest and trying to predict the fol­

lowing street demonstrations.
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The creation of a larger dataset for the training of the YOLOmodel remains, and with the

addition of more neutral classes (and not just negative ones), since some tests presented

the YOLO model trained with the Twitter dataset as a useful model.

Instead of using 3 classes (negative, neutral, and positive), turning themodel’s output into

a distribution of emotions remains as future work, and one of the sentiment models can

be used, in order to detect extremist situations according to the distribution obtained.

Another possible future work would be to implement the observation of the classes of ob­

jects identified in the images and produce a distribution of emotions as a function of the

objects detected, in order to influence the final classification.
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