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Abstract

Graphs are a very important and common form of data representation, pro-

viding information on data entities and their relationships. Deep Learning

techniques, and in particular Deep Neural Networks have recently known a

great development and have been employed in solving tasks of increasing

complexity and variety. Graph Neural Networks are Deep Neural Networks

capable of processing graph structured data with minimal loss of informa-

tion. They have recently known a steady growth, and have been applied to

an increasing number of problems of different nature, leading to the devel-

opment of new theories, models, and techniques. In particular, molecular

data proved to be a very suitable application field for Graph Neural Net-

works, as many biological entities are naturally represented as nodes, edges,

or graphs. In this thesis, three applications of Graph Neural Networks to

molecular data, relevant both from the point of view of Deep Learning and

from that of bioinformatics, are discussed. Molecular graph generation is

an innovative task, in which Graph Neural Networks could help design the

structures of new drug candidates for drug discovery research. Drug side–

effect prediction is another challenging task: predictions are based on het-

erogeneous and complex data that can be processed with Composite Graph

Neural Networks. Protein–protein interfaces can be detected by identify-

ing the maximum clique in a correspondence graph of protein secondary

structures, a problem that can be solved with Layered Graph Neural Net-

works. Moreover, a software framework for the model implementation was

developed. These applications, inspired by real–world problems, constitute

a very good testing ground for the development and evaluation of Graph

Neural Network models. Very promising experimental results provide use-

ful insights and allow to draw interesting conclusions on the capabilities of

Graph Neural Networks in analyzing and generating molecular data.
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Chapter 1

Introduction

Machine Learning (ML) is a research field in constant and steady growth,

where solutions are found for problems of increasing variety and complexity.

In the last decades, many breakthrough discoveries have opened new direc-

tions, most of which are far from being fully explored. In this thesis, the

attention is focused on deep supervised learning on structured data, and,

in particular, on the application of Graph Neural Networks (GNNs) [1] to

biological tasks inspired by real–world problems.

1.1 Graph Neural Networks in Bioinformat-

ics

Graph structured data are nowadays ubiquitous, covering topics ranging as

far as social network analysis [2] and molecular property prediction [3], pro-

tein folding [4] and power network analysis [5]. The graph structure itself is

an important part of the information, with graph nodes representing entities

and graph edges accounting for relations between entities [6]. With tradi-

tional ML methods, though, it is not possible to process the graph structure

in its native form. In order to feed a graph to a neural network, it is manda-

tory to obtain a Euclidean version of the data, to then feed the vectors to

an unstructured model. Various methods to encode graphs, graph nodes, or

graph edges, into vectors have been devised, but even the more conservative

ones imply a relevant loss of information, concerning particularly the rela-

tional part of the data. GNNs, instead, can process the graph natively, with

minimal loss of information [7]. Since they were first introduced [8], many

11



12 CHAPTER 1. INTRODUCTION

different model versions have been devised, and their successful applications

to graph structured data have become countless [9].

Biological and chemical data are one of the most trending fields of appli-

cation of graph–structured models [10]. Graphs describe very well many

different aspects of chemistry, biology, and bioinformatics. For instance, the

structural formulas of molecules are traditionally represented as graphs, in

which each node represents an atom and each edge a chemical bond between

two atoms. Larger molecules, such as polymers, can be described by graphs

in which each node corresponds to a group of atoms. Protein structures

are also represented as graphs, in which nodes correspond to aminoacids or

secondary structures, depending on the scale of representation. Interaction

graphs of genes, transcripts, or proteins, metabolic networks, pathways, and

many other graph data can be cited along with these examples.

GNNs can be applied on any graph dataset, going from sets composed of

many small graphs (e.g. drug structure databases) to a single graph repre-

senting a large network of entities (e.g. a gene interaction network). They

can solve various types of problems: graph property prediction, edge prop-

erty prediction, and node property prediction, each in both regression and

classification settings. This makes these models extremely adaptable and,

given also the aforementioned properties, capable to match the extraordinary

variety of biological problems on graphs. GNNs can also be modified in order

to solve even more specific tasks: they can be used to develop graph gen-

erative models [11]; attention mechanisms can make the models explainable

[12]; hierarchical versions can process large graphs with complex structures

[13]; composite GNNs can process heterogeneous graphs [14].

1.2 Thesis Summary

This thesis is focused on GNN applications to molecular data, solving biolog-

ical tasks inspired by real–world problems. A broader view on ML algorithms

for structured data is provided. Biological problems on structured data are

presented and discussed, in the scope of applying the previously mentioned

ML algorithms, with a particular focus on GNNs. The relevant literature in

this field is reviewed, in order to put the foundations for the presentation

and discussion of the work.

The development of a software framework for the implementation of GNNs

is discussed. The software is based on the well–known Keras ML library,
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and it has been used in all the other research works presented in this thesis.

It constitutes a key tool for the implementation of the original GNN model

for a wide variety of possible scientific applications, including classification,

regression, and generation tasks, that can be either node, edge, or graph

focused. Three applications, which are relevant from the point of view of

ML as well as from that of bioinformatics, are then illustrated.

The first is a GNN model for the generation of molecular structures: Molec-

ular Generative Graph Neural Networks for drug discovery (MG2N2). This

approach explores the possibility of generating molecular graphs sequentially

and with GNNs. Generating molecular graphs of potential drugs can be a

fundamental help for drug discovery processes, exploring the space of pos-

sible new compounds way farther from existing molecules than traditional

techniques do. From the point of view of machine learning, graph genera-

tion is a challenging problem, and a less explored direction when compared

to classification and regression tasks. Generating graphs is difficult because

models have to deal with multiple decisions involving discrete entities (e.g.

does a node exist or not?). Generative algorithms for molecular graphs are

based on recurrent models and Reinforcement Learning (RL), while GNN–

based generators are a promising but yet to be explored solution. Sequential

generation consists of building the graph one step at a time, adding nodes

and edges progressively, in contrast to single–step generation, in which a

graph’s adjacency and feature matrices are generated in one go. Sequential

generation, though bringing issues related to node ordering and training bi-

ases, is generally more efficient for small compounds, and more explainable

(the construction of single nodes can be analyzed). Sequential generative

models for graphs are usually based on Recurrent Neural Networks (RNNs)

or RL models, which respectively analyze the sequence of steps, or the se-

quence of decisions, needed to create the graph, instead of the graph itself.

This work explores the possibility of developing a molecular graph genera-

tive model based on GNNs. The results demonstrate the advantages of using

GNNs, that are capable of re–analyzing the graph at each step, exploiting all

the available structural information for taking the next decision, obtaining

relevant results in terms of quality and novelty of the compounds.

The second application consists in the prediction of Drug Side–Effects (DSE)

with GNNs. Predicting side–effects is a key problem in drug discovery: an

efficient method for anticipating their occurrence could cut the costs of the

experimentation on new drug compounds, avoiding predictable failures dur-
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ing clinical trials. A dataset is built for this task, including relevant heteroge-

neous information coming from multiple well known and publicly available

resources. The dataset consists of a single graph, composed of drug and

gene nodes, and their interactions. Drug nodes are associated to a set of 360

common side–effects, in a multi–class multi–label node classification setting,

exploiting a composite GNN model, specialized on heterogeneous graph–

structured data. Since the purpose of the model is that of predicting DSEs

of new drugs based on those of previously known compounds, we exploit

transductive learning to better adapt the model to this setup. Given its na-

ture, the problem is particularly interesting in the ML scope, providing an

interesting application case of GNNs to a complex task (multiple non–mutual

exclusive classes to be predicted in parallel), on heterogeneous data, and in a

mixed inductive–transductive setting. The results show that encoding these

data in a graph structure brings an advantage over unstructured data, and

that GNNs exploit the given information better than concurrent models.

The third application consists in the prediction of protein–protein interfaces

with GNNs. Simulating the structural conformation of a protein in silico

is complex and resource demanding. A reliable method for predicting in-

terfaces could improve the prediction of quaternary structures and of the

functionality of a protein. Representing the interacting peptides as graphs,

a correspondence graph describing their interaction can be built. The corre-

spondence graph is then analyzed in search of cliques, that mark the position

of interfaces. Clique detection is a challenging problem in this setting, as the

data distribution is imbalanced (only few nodes belong to cliques) and be-

cause of the complex nature of the data structures. GNNs provide a viable

solution for dealing with this task, with their capability of approximating

functions on graphs. The experimental results show that this solution is

very promising, also compared to other methods available in the literature.

These three applications, additionally to their relevance from the point of

view of research on molecular data, are a good testing ground for GNNs.

This thesis presents them in order of importance: the first application is

the most innovative and challenging, since molecular graph generation is a

complex problem and GNNs have not been employed in this task yet; the

second application demonstrates the capabilities of GNNs on a heteroge-

neous relational dataset, built from multiple different data sources; the third

application is more classical, yet it allows to face a relevant biological task,

and to test GNNs in clique detection on an unbalanced dataset. Therefore
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these three problems allow to obtain relevant results, and to draw interesting

conclusions, from the point of view of ML.

Other works, mainly related to bioinformatics and structured data, are then

briefly sketched and discussed. The rest of this Section summarizes the

contributions of the thesis, presented in Subsection 1.2.1, and the thesis

structure, described in Subsection 1.2.2.

1.2.1 Main Contributions of the Thesis

The main contributions of the thesis are summarized below:

1. A software framework, based on Keras, for the implementation of

GNNs in multiple application scenarios, described in publication [P03].

2. A generative model for molecular graphs based on GNNs, described in

publication [P01].

(a) MG2N2, a modular, GNN–based framework for the sequential gen-

eration of molecular graphs.

(b) Experimental results on two drug discovery benchmarks, placing

the model among the state–of–the–art approaches.

(c) An evaluation metric for the generation performances that aggre-

gates pre–existing evaluation scores, accounting for both validity,

novelty, and uniqueness of the generated compounds.

3. A GNN predictor of the occurrence of DSEs, described in publication

[P02].

(a) A relational dataset that integrates multiple information sources

into a network of drugs and genes, with different types of features

and connections.

(b) A predictor based on GNNs and developed on our dataset, that

deals with a multi–class multi–label classification task on hetero-

geneous data, in a mixed inductive–transductive setting.

(c) Experimental validation of the predictor, with interesting results

highlighting the gap with a non–graph–based method.

(d) Ablation studies on DSEs and data sources, that underline their

importance for the learning process.
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4. A GNN–based method for the identification of protein–protein inter-

faces, described in publication [P11]

(a) A dataset of graphs describing protein–protein interactions, built

on reliable and publicly available sources.

(b) A GNN predictor trained on our dataset, that successfully detects

cliques (corresponding to interactions) in a highly unbalanced set-

ting, with very promising results.

1.2.2 Structure of the Thesis

The thesis is organized in chapters, sections, and subsections, in order to

provide a clear structure for the explanation of the relevant aspects of Deep

Learning (DL), methods for structured data, application examples of GNNs,

and the other works carried out during the Ph.D.

After this introductive Chapter 1, Chapter 2 describes the general concepts

of DL, its application to graphs and other data structures. A detailed de-

scription of the GNN model is given, along with its applications to biological

problems, with a particular focus on drug discovery and bioinformatics.

Chapter 3 gives a review of the literature regarding the research fields rele-

vant in the scope of this thesis, giving insights on theoretical and practical

works concerning the application of GNNs to biological problems, and on

the classical methodologies and state of the art in the tasks addressed in this

thesis.

Chapter 4 presents one of the main contributions of the thesis: a software

framework for the implementation of GNNs on a wide variety of possible

problems. The framework is built on Keras, a well–known and efficient li-

brary for the implementation of DL models, belonging to the Tensorflow

environment. Our framework provides a easy to use and lightweight tool for

implementing the original GNN model in scientific applications, such as the

other contributions described in this thesis.

Chapter 5 presents the most important contribution of the thesis: the de-

velopment of a generative model for molecular graphs based on GNNs, and

its application to two relevant drug discovery datasets. Insights on various

aspects of the methodology, also concerning open problems in the field, are

given. The experimental results are presented and compared to other state of

the art methods, leading to interesting conclusions and future developments
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of the presented approach.

Chapter 6 describes another main contribution of this thesis. It corresponds

to the development of a framework based on GNNs for the prediction of

DSEs. A relational dataset of drugs and human genes is built, in order to

take into account all the heterogeneous data relevant for the prediction of

DSEs. Well known publicly available reliable data sources are used in the

dataset construction process. A GNN predictor is then trained and tested

on this dataset, leading to very promising results.

Chapter 7 presents the last contribution of this thesis: a GNN model for the

prediction of protein–protein interfaces. Given the graphs describing the two

structures of a pair of peptides, a correspondence graph is built accounting

for structural similarities and contacts. Clique detection on the correspon-

dence graph is a reliable method for finding the interfaces between the two

peptides. A GNN model capable of predicting cliques in this setting is pre-

sented, with interesting experimental results.

Chapter 8 briefly sketches the other works carried out during the Ph.D.,

not related to the main contributions of this thesis, yet still relevant to ML

and bioinformatics. These include the development of an algorithm for the

prediction of glycine–mutations of protein structures, in order to induce the

formation of transient pockets that could interact with drug molecules. This

approach is also exploited for the prediction of possible mutations that could

disrupt the coronavirus spike protein structure.

Finally, Chapter 9 draws the conclusions of this thesis, suggesting the fu-

ture developments of the works presented, and discussing their relevance

and meaning.
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Chapter 2

Deep Learning on Structured

Data

This chapter introduces the basic concepts of DL, the applicability of DL

techniques to structured data, and, in particular, to graphs. An insight on

biological data for which DL approaches are particularly suitable is provided,

introducing the three main applications described in this thesis. Section 2.1

describes DL in the wider framework of Artificial Intelligence (AI), gives an

introduction to ML in general in Subsection 2.1.1, with a focus on Artificial

Neural Networks (ANNs), and in particular Deep Neural Networks (DNNs),

in Subsection 2.1.2, and the learning algorithms for training these models

in Subsection 2.1.3. Section 2.2 introduces models and algorithms for str-

uctured data, describing the data types in Subsection 2.2.1, and the models

in Subsection 2.2.2. Section 2.3 defines GNNs, sketching a general model in

Subsection 2.3.1, how it learns in Subsection 2.3.2, a composite model for

heterogeneous graphs in 2.3.3, a theoretical analysis of the approximation

capabilities of GNNs in Subsection 2.3.4, and an overview of the principal

models and their applications in Subsection 2.3.5. Finally, Section 2.4 de-

scribes how GNNs are applied to molecular data: Subsection 2.4.1 reviews

biological problems involving graph data, Subsection 2.4.2 gives a deeper

view on graph–based drug discovery tasks, and Subsection 2.4.3 introduces

the applications of GNNs to these bioinformatics problems.

19
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2.1 Deep Learning

DL is the branch of AI that studies how ML models with deep architectures

learn to solve complex tasks. AI is the discipline that broadly studies com-

puters that behave in an intelligent way, ranging from systems that simply

replicate solutions designed by human experts, to ML models that learn their

solutions from experience. From a mathematical point of view, a ML model

learns a function f associating an output y to an input x, according to its

parameters θ, as described in Eq. (2.1):

f(x, θ) = y (2.1)

The training can be either supervised, when the correct value ŷ of f(x) is

known, or unsupervised, when the ML model learns from unlabeled data,

using only the information attached to the examples themselves.

2.1.1 From Machine Learning to Deep Learning

The concept of ML was first introduced in a 1959 study [15], which can

be considered one of the first works on learning algorithms. The initial

works, though defining the basic concepts and ideas behind learning ma-

chines, lacked an efficient learning mechanism. As a consequence, the real

breakthrough didn’t come before the 1980s, with the introduction of the

BackPropagation algorithm [16]. ML encompasses many different paradigms

of learning machines:

• RL [17] studies how agents can learn to take actions for solving a

problem, through a mechanism based on rewards (reinforcements);

• Support Vector Machines (SVMs) learn weights to discriminate data

linearly, or with kernels that account for non–linearity [18];

• ANNs combine artificial neurons [19] to approximate non–linear func-

tions of variable complexity.

• Self–Organizing Maps are a special type of ANN, based on competitive

learning rather than inductive learning. They are an unsupervised

model: neurons are organized into a regular grid (map) and learn to

activate based on the input and on the activation of their neighbors

[20].
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• Clustering methods are unsupervised learning algorithms that can be

trained to associate data entities by distance in the feature space [21].

• Random forests [22] learn to build ensembles of decision trees that fit

training data according to supervisions.

• Gradient boosting techniques [23] realize a strong decision model by

building an ensemble of several weak decision models (usually decision

trees).

DL is based on early theoretical works that date back to the 1970s and 1980s.

Before DL could know the fast and revolutionary development it has known

in the 2010s (and is still ongoing at the present day), the issue to be solved

were long–term dependencies, and the consequent vanishing gradient prob-

lem [24]. Many different solutions were proposed, with the development of

models based on different paradigms, and designed for different data struc-

tures that will be overviewed in Subsection 2.2.2.

2.1.2 Deep Neural Networks

In the last decades, a particular class of supervised ML models, namely

ANNs, became very popular for solving tasks of increasing complexity, out-

performing other ML techniques more and more often. ANNs exploit the

concept of artificial neuron: a simple processing unit that applies a linear

or non–linear function to the weighted sum of its inputs [19]. Artificial neu-

rons serve as building blocks of ANNs, which, depending on the number of

neurons and their organization, can solve problems of variable complexity.

The architecture of an ANN defines this organization, with the units being

usually arranged into subsequent layers. A higher number of layers, and of

units in each layer, increases the computational capabilities of ANNs, but

also make training harder. In particular, the number of layers can be referred

to as the depth of a network, and networks with more than one hidden layer

(i.e. any layer which is not observable from outside, not being the input

layer or the output layer) are called DNNs. The simpler type of ANN is the

Multi–Layer Perceptron (MLP), which takes in input a vector of features

and calculates an output function defined according to the problem under

analysis. It was proved that MLPs are universal approximators on Euclidean

data [25, 26, 27], meaning that any association between input and output

vectors can be learned by an MLP with a sufficient quantity of units [26] and
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at least one hidden layer. The four–layered Cognitron can be considered the

first example of DNN [28]. More complex ANNs, and DNNs, were developed

in order to process structured data, and will be examined in Section 2.2.

2.1.3 Learning with Deep Models

Feedforward models are the simplest type of ANNs, where the input signal is

propagated through the N layers L1, L2, ...LN , from input to output, obtain-

ing the network output y. The output y is then compared to the supervision

ŷ, by the means of an error function E(y, ŷ) (also called loss function, or

cost function). E can be derived with respect to the outputs of the single

neurons, obtaining the contribution to the error of each unit. The model is

therefore optimized with an algorithm of the gradient descent family. The

process starts from the calculation of the derivative δE/δyi for each unit i of

the output layer LN . These gradients can then be used to calculate the con-

tribution to the error of the units belonging to the last hidden layer δE/δyj
for each unit j of the hidden layer LN−1, as shown in Eq. (2.2):

δE

δxj

=
∑
i∈LN

δE

δyi

δyi
δxj

(2.2)

This process is repeated in cascade, down to the input layer, as a backward

calculation of the contributions of each unit in the network, and is there-

fore called BackPropagation [16]. These contributions are then exploited

to update the network parameters θ, in order to learn a better configura-

tion according to the error. DNNs, where the number of layers N is large,

are characterized by the long–term dependency problem [24]. Actually, it

is extremely difficult to learn the dependencies between neurons located in

distant layers due to the so called vanishing gradient problem: the deriva-

tive of the error gets smaller when backpropagating to lower network layers,

up to the point in which the layers closer to the input cannot be trained

from experience. This prevents traditional ML algorithms, like standard

BackPropagation, from successfully training DNN models [24]. These issues

were resolved by introducing ad–hoc backpropagation methods, activation

functions like REctified Linear Unit (RELU), and batch normalization.
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2.2 Machine Learning on Structured Data

Structured data are ubiquitous and have a role of increasing importance in

our daily lives. As the world becomes more interconnected, the amount

and heterogeneity of data regarding each single problem tends to increase,

making relational data and data structures more important every day [9].

2.2.1 Structured Data Types

Euclidean data, in which each entity is described by a simple Euclidean

vector of feature values, is the traditional data type processed by ML models

and ANNs. Real–world data, though, can have a wide variety of different

structures, yet they can be represented by some main categories:

• Sequences are the simpler type of data structure, representing each

entity as part of a temporal or spatial succession of similar entities.

Each entity can be followed by one and only other entity, and can

follow one and only other entity.

• Trees are a generalization of sequences, in which each entity can be

followed by more than one entity, yet each entity follows only one

other (parent) entity.

• Graphs are a generalization of trees, in which entities are represented

as nodes, and relationships of any type between entities are represented

as edges.

• Images are regular grids, a particular type of graph, in which each

pixel can be seen as a node, and edges are present only between nearby

pixels.

These categories describe almost every type of data that can be found in the

real world and online. Just to make some examples:

• Nucleic acids, proteins, temporal sequences of weather observations,

item queues, are naturally represented as sequences.

• Phylogenetic trees, decision trees, hierarchies of entities are trees.

• Protein structures, metabolic networks, molecules, power grids, traffic

systems, citation networks, knowledge graphs, social networks, and the

internet are all examples of graphs.
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• Images can represent almost anything. Radiography and skin images

help the identification of tumors, images of vehicles are exploited to

analyze road usage, photos of human faces can be analyzed to detect

emotions.

Visual examples of these structured data types are provided in Fig. 2.1.

Often, combinations and hierarchies of these structures are found. Just to

make some examples: videos are sequences of images, networks of interact-

ing compounds can be seen as graphs of graphs, phylogenetic trees based on

DNA are trees of sequences, the weather can be analyzed using sequences of

graphs.

Using traditional methods, entities belonging to structures, or belonging to

structures of structures, are encoded into Euclidean feature vectors, exploit-

ing ad–hoc algorithms. Even if these algorithms are usually optimized in

order to retain as much information as possible, they all imply a certain loss.

In Subsection 2.2.2, instead, we will analyze DL solutions for exploiting str-

uctured data in their natural form.

2.2.2 Structure–Oriented Models

DNNs can be defined with complex architectures, in order to adapt the model

to the structure of the data it has to process. The first approaches in this

direction date back to the early days of research on training neural networks

with BackPropagation, as the BackPropagation Through Time algorithm

(BPTT) [29] was published in 1990, just four years after the seminal work

on BackPropagation for feedforward neural networks [16]. The first type of

structured data to be processed with ANNs, as suggested by the concept of

BPTT, were sequences, with the introduction of RNNs [30]. RNNs exploit

the concept of recursion, replicating the same layer (or group of layers) over

each element of the input sequence. The introduction of Long Short–Term

Memories (LSTMs) in 1997 revolutionized this category of models, introduc-

ing the concept of cell gates: special units that can switch on and off signal

(and therefore gradient) propagation, allowing the network to store infor-

mation (memory) spanning an arbitrary number of time steps [31]. Gated

Recurrent Units (GRU) are similar to LSTMs, but only have one gate per

unit (the forget gate) [32]. RNNs can be used for tasks including: natural lan-

guage processing [33], protein secondary structure prediction [34, 35], stock

market prediction [36], motion recognition [37], and speech recognition [38].



2.2. MACHINE LEARNING ON STRUCTURED DATA 25

(a) Sequence (b) Tree

.
(c) Graph (d) Image

Figure 2.1: Some structured data examples. (A) Sequences: The two strands of a DNA

double helix. (B) Tree: a cladogram. (C) Graph: the structural formula of a molecule.

(D) Image: a photo is a collection of numerical values of pixel colour levels.

The same application fields have been explored also with one–dimensional

Convolutional Neural Networks (CNN-1D) [39], and with Transformers [40].

Transformers have revolutionized the field, by introducing an attention mech-

anism that can weigh the sequence elements by importance and overcome

sequence ordering biases [40].

Images are traditionally more complex to process, as they can be a large

input, with a size in the order of the number of pixels. Learning on images

with an MLP is not efficient, as slicing the image to fit into a vector has a

considerable cost in terms of structural information loss. Moreover, process-

ing an image with dense layers is often impossible due to the size of the input

(and consequently of the upper layers). To reduce the number of parameters

and make a trainable ANN model that can process the pixel grid without

slicing it, the breakthrough discovery was the concept of convolutional filter,

employed for the first time in 2012 [41], and based on a theory from 1989
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[42]. The convolutional filter takes in input a small patch of pixels, returning

one single value, in an operation that can be repeated over the whole image.

The operation can be carried out by a neuron, and combined with other con-

volutional filters in a convolutional layer. A Convolutional Neural Network

(CNN) is formed by multiple convolutional layers, combined with pooling

layers for the reduction of the input dimension, and possibly dense layers. A

multitude of CNN architectures have been proposed, in order to apply them

to different tasks, introducing deeper models as the research goes on [43].

The applications include but are not limited to: image classification [41],

segmentation [44], object detection [45], image generation [46]. The depth

of these models have reached the order of hundreds of layers, in particular

after the introduction of networks with residual connections between layers.

These models change the paradigm of forward propagation: each residual

block (composed of a small number of layers) learns to refine the output of

the previous residual block, shortening the gradient path in BackPropaga-

tion [47]. CNNs are not limited to 2D images, and have been generalized to

process 1D sequences, 3D images, and videos (creating recurrent CNNs).

1D, 2D, and 3D grids are particular types of graphs, yet generalizing CNNs

to any kind of graph is impossible. Learning on graphs has always been a

tough problem. Many methods have been devised to extract Euclidean in-

formation from graphs, like, for instance, techniques based on random walks

[48]. A more advanced approach is that of learning kernels that can approxi-

mate functions on graphs [49], also with many applications to bioinformatics

[50]. Some particular cases, like trees and directed acyclic graphs can be pro-

cessed with models of the RNN family [51, 52]. The breakthrough discovery,

in this field, was the theorization of neural networks that can process graphs

by adapting their architecture to the input graph topology, namely GNNs

[1]. These models will be extensively described and discussed in Section 2.3.

2.3 Graph Neural Networks

GNNs were first theorized in 2005, as networks that replicate the topology

of the input graph, and exchange messages between neighbor nodes [8]. The

seminal work, presenting the original GNN model in a full mathematical

formulation dates back to 2009 [1]. GNNs typically act on a graph dataset

D that can be composed of one or more graphs. In any case, even if graphs

can be merged into batches for performance reasons, from the mathematical
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point of view, each graph is processed independently, and we can therefore

analyze the behaviour of the model on one generic graph G ∈ D at a time.

A graph G = (V,E) is composed of the following:

• A set of nodes N ,

• A set of edges E ⊆ N ×N ,

• Labels, ln ∀n ∈ N , describing the corresponding entities can be asso-

ciated to the nodes,

• Labels, em,n ∀(m,n) ∈ E, describing the corresponding relationships

can be associated to the edges.

• Moreover, it is useful to define a neighborhood function Ne, that, based

on the edges E, associates each node n to the set of its neighbor nodes

Ne(n) ⊂ N .

2.3.1 The Graph Neural Network Model

The GNN model approximates an output function gw, expressing a property

of the whole graph G, of its nodes or a subset of its nodes Nout ⊆ N , or of

its edges or a subset of its edges Eout ⊆ E. To do so, a state xn is associated

to each node n ∈ N , and iteratively updated by a learnable state updating

function fw. The state is a vector of dimension dx, set as a hyperparameter

of the GNN, and initialized by sampling from a random distribution usually

centered on the origin of Rdx . The number of state update iterations K is

determined as a hyperparameter of the model, as well. Given the randomly

sampled initial states x0
n, ∀n ∈ N , the state of any node n at iteration t can

be calculated with fw as in Eq. (2.3):

xt
n = fw(xt−1

n , ln, A({(M(n, m, t)) : m ∈ Ne(n)})). (2.3)

In Eq. (2.3), M is the function defining the message sent from each neighbor

m ∈ Ne(n) to node n, while A is the aggregation function of all the messages

coming from the neighbors Ne(n). In principle, M can be any function that

returns a vector (the message) based on the destination node n, the source

node m, and the label em,n of the edge (m,n) connecting the two nodes.

M could even be learned with a neural network. In the works concerning

this thesis, M always takes the general form defined in Eq. (2.4) with the
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possibility of excluding lm or em,n (when edges are not labeled) from the

computation:

M(n, m, t) = (xt−1
m , lm, em,n) (2.4)

In principle, the aggregation function A can be any function defined on a set

of vectors (the messages), each having dimension dm and returning a single

vector of the same dimension dm. A is usually the sum, average, or maximum

of the single components of the message, but it could even be learned with

another neural network, as it is the case in the (convolutional) aggregations

of GraphSAGE [53]. In the works discussed in this thesis, A is either the

sum or average of the messages, as described by Eq. (2.5):

Asum =
∑

m∈Ne(n)

(xt−1
m , lm, em,n).

Aavg =
Asum

|Ne(n)|

(2.5)

Since the two aggregations are similar, the hyperparameter a can be defined

to select the aggregation function, that takes values 1/|Ne(vi)| or 1, for

obtaining the average or the sum, respectively. Combining all these concepts,

we can rewrite the state updating function in its general final form, as in Eq.

(2.6):

xt
n = fw(xt−1

n , ln, a
∑

m∈Ne(n)

(xt−1
m , lm, em,n)) (2.6)

Once the maximum number of iterations K is reached, the final versions

of the node states xK
n , ∀n ∈ N , are fed in input to the output network,

which approximates the output function gw. In the following, we will define

gw for the three types of problems addressed by GNNs (node based, edge

based, graph based). Once again, we define the general forms of gw, with the

possibility of excluding the labels from the calculation in some application

scenarios.

In node based problems, the output is defined for each node n ∈ Nout, as a

function of its state and label, as in Eq. (2.7):

yn = gw(xK
n , ln) (2.7)
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In edge based problems, the output is defined for each edge (m,n) ∈ Eout,

as a function of the states of source node m and destination node n, and the

label em,n, as in Eq. (2.8):

ym,n = gw(xK
n , xK

m, em,n) (2.8)

Finally, in graph based problems, the output is calculated over each node

n ∈ Nout as in node based problems, and then averaged over the output

nodes. This is defined in Eq. (2.9):

yG =
1

|Nout|
∑

n∈Nout

gw(xK
n , ln) (2.9)

2.3.2 Learning with Graph Neural Networks

The state updating function fw in Eq. (2.6) is learned and implemented

with an MLP, namely the state network. Another MLP, namely the output

network, learns to approximate gw. These two MLPs are used as building

blocks, and replicated over the topology of the graph in order to obtain the so

called encoding network. Weight sharing is exploited between all the copies

of the MLPs, allowing to manage long–term dependencies between distant

nodes in the graph.

The output network takes in input the node state after the last iteration

of state updating, and is therefore linked in cascade to the state network.

Moreover, copies of the state network are replicated over each state updating

iteration, and weight sharing is exploited also in this time dimension. As a

consequence, our encoding network can be unfolded in time, obtaining a

network with the same topology of the input graph, with K copies of the

state MLP on each node and a copy of the output MLP on each node (if the

problem is graph focused or node focused) or on each edge (if the problem

is edge focused). A sketch of the unfolded encoding network is provided in

Fig. 2.2.

Please note that the unfolded encoding network corresponds to a DNN with

recurrent layers. In particular, given the numbers of layers in the state MLP

Lf and in the output MLP Lg, the network has a depth of K × Lf + Lg

layers. Weight sharing in space and time makes the model scalable, invari-

ant in the number of parameters to graph size and number of iterations,

and less prone to overfitting. Consequently, to optimize the parameters of
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Figure 2.2: Sketch of how the GNN model produces the encoding network and its unfolded

version on an example input graph (for a node focused problem).

the network, and therefore implement the learning process, it is sufficient to

apply a regular optimization algorithm based on BackPropagation. Typical

examples include stochastic gradient descent or the Adam optimizer [54]. A

loss function, depending on the problem under analysis (e.g. cross–entropy

for classification), is applied to the outputs and the targets, computing the

error. The error gradient is then calculated with respect to all of the param-

eters of the network, averaging the contribution over all the replicas of each

parameter, and applying the resulting weight differences.

2.3.3 Composite Graph Neural Networks

Composite Graph Neural Networks (CGNNs) are a particular type of GNN

that can process heterogeneous graphs [14]. Heterogeneous graphs are often

used to represent information about different types of entities interacting in

multiple modes. Typical examples of this setting are knowledge graphs, in

which entities of different types, and often with different features, need to

be encoded into a single relational graph. Molecular graphs can also be seen

as heterogeneous graphs, by distinguishing atom species as different node

types.

CGNNs label edges representing different types of relationships with the one–

hot encoding of the relationship type. If edge features are present, these are

concatenated to the edge labels. Node types instead are treated as subsets

of the node set N , and each type has a dedicated state network. As a

consequence, given the number of node types nt in the dataset, the model

employs nt different state networks to build its encoding network. Each

state network Fi learns its own version fw,i of the state updating function in

Eq. (2.6). The output dimension of each Fi is the same and corresponds to

the state dimension dx. To allow nodes to communicate through messages
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which are coherent between different types, the node label is not part of

the message, as it can assume different dimensions and meaning for different

node types. The state updating function fw,i can therefore be rewritten as

in Eq. (2.10):

xt
n = fw,i(x

t−1
n , ln, a

∑
m∈Ne(n)

(xt−1
m , em,n)) : i = T [n] (2.10)

where, to select the correct fw,i, a vector T associating each node n ∈ N to

its type i is given to the GNN as part of the dataset. The output functions

described in Eq. (2.7, 2.8, 2.9), are still valid instead, as each node has the

same state dimension. The only modification consists in not sending the

node label ln in input to the network implementing gw. Please note that

this allows, in all the three cases (node, edge, or graph focused problems),

to use a unique output network even in the most general case, in which Nout

contains nodes of all the types defined in the dataset.

The learning process described in Subsection 2.3.2 still holds. The only

difference, in the heterogeneous setting, consists in the fact that the encoding

network, and consequently the unfolding network, are composed of nt state

networks and one output network as building blocks, as represented in Fig.

2.3. As a consequence, the parameters the GNN has to learn are distributed

in nt + 1 MLPs, in contrast to the two MLPs of the homogeneous setting.

Figure 2.3: Sketch of how the CGNN model produces the encoding network and its

unfolded version on an example input graph (for a node focused problem). Different node

types are represented by different versions of the state network (green and red).

2.3.4 Approximation Power of Graph Neural Networks

The approximation capabilities of DNNs, and in particular MLPs, have been

studied and described in various theoretical works [26, 25, 55]. GNNs,
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though, operating on the graph domain, have to withstand different chal-

lenges, also concerning symmetries in the data structures. The computa-

tional power of GNNs was analyzed in a work [7] published in parallel with

the original model [1]. Given a graph G = (V,E), to analyze the computa-

tion of the state of a generic node n in the graph, the concept of unfolding

tree is introduced: the unfolding tree is built by taking n as the root, adding

its neighbors as child nodes, and then recursively adding the neighbors of

each child node as its children. The unfolding tree obtained is described in

Eq. (2.11):

T k
n = Tree(xn, {T k−1

m , ∀m ∈ Ne(n)}) if k > 1

T 1
n = Tree(xn)

(2.11)

The unfolding tree T k
n represents all the information on node n available to

the GNN after k iterations. Therefore, two nodes n and m with identical

unfolding trees T k
n = T k

m are indistinguishable to the network and are said

to be unfolding equivalent, for k larger or equal to the diameter of G. It

was demonstrated that GNNs are universal approximators for all functions

that preserve the unfolding equivalence (i.e. functions that produce the same

result on any pair of unfolding equivalent nodes) [7].

An alternative method to evaluate the computational power of GNN mod-

els was recently introduced in [56]. It is based on the Weisfeiler–Lehman

graph isomorphism test [57], which associates a canonical form (based on

node adjacency) to each graph, and recognizes two graphs as isomorphic

if they share the canonical form. The one dimensional Weisfeiler–Lehman

test (1–WL) cannot distinguish all the possible pairs of graphs, because

the same canonical form can correspond to multiple non–isomorphic graphs.

Therefore higher order tests are defined: the D–dimensional test (D–WL)

is based on tuples of nodes of dimension D. The capacity of distinguishing

non–isomorphic graphs grows with D.

GNN models can be classified according to their capability of simulating

the Weisfeiler–Lehman test. Models that can simulate the 1–WL test are

classified as 1–WL (at least as powerful as the one–dimensional Weisfeiler–

Lehman test). Many currently used models are less powerful than 1–WL, as

they fail to simulate the test. Interestingly, the 1–WL test is analogous to

an iteration of neighborhood aggregation in recurrent GNNs: consequently,

these models have been demonstrated to be all of class 1–WL, provided they
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use injective neighborhood aggregation and output functions [56]. Currently,

GNNs cannot simulate higher order Wesifeiler–Lehman tests, and no model

has been classified as 2–WL or greater [56], but some efforts have been made

in the direction of higher order GNNs, which require non–local neighborhood

aggregation [58]. Moreover, unfolding trees and the Weisfeiler–Lehman test

have been demonstrated to be equivalent methods for the evaluation of the

approximation power of GNNs [59].

2.3.5 Models and Applications of Graph–based Mod-

els

Since the original GNN model was introduced, in 2009, many models of this

class have been introduced [60]. Just the following year, the Layered Graph

Neural Network (LGNN) model was introduced: LGNNs are composed of

multiple GNNs connected in cascade, in order to progressively refine the

model’s output and obtain a greater learning capability with respect to a

single GNN [61]. Models of the GNN family can be classified in two broad

subfamilies: recurrent GNNs, and convolutional GNNs. The former, which

also include the original model [1], are based on message passing between

nodes and the recurrent calculation of node states. The latter, also known

as Graph Convolution Networks (GCNs), are based on the concept of graph

convolution: similarly to what happens in CNNs, a convolutional filter is

applied on each node (and its neighborhood) to calculate its label in the

subsequent layer, or its output.

Examples of recurrent GNNs are Graph Nets [62], Gated Graph Sequence

Neural Networks [63], Message Passing Neural Networks [64], and Graph

Isomorphism Networks [56]. The first convolutional GNNs to be introduced

were standard GCNs [65], followed by spectral convolution models [66, 67].

GraphSage generalized the concept of convolutional GNN by introducing dif-

ferent types of neighbor aggregation [53]. GCNs were also combined with at-

tention mechanisms in Graph Attention Networks [68] and subsequent works,

improving the predictions with information on important relationships [69]

and dealing with explainability issues [12].

Graph–based models can be applied on any type of graph, in real world or

synthetic problems. In the web domain, GNNs have carried out tasks of

spam detection [70], community detection [65], sentiment analysis [2], con-

tent interaction prediction [71]. GNNs can be employed to predict logical
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relations in knowledge graphs and future links in citation networks [72], and

as recommendation systems [73, 74]. They have solved many node classi-

fication and regression tasks, as well as graph classification and regression

tasks [9], also in a heterogeneous setting [75]. Models of the GNN family

have showed performances at or close to the state of the art in problems of

graph matching [76], weather forecasting [77], power grid analysis [5], and

many others.

In the biological domain, GNNs can calculate molecule properties [64, 78],

predict protein–protein interfaces [4], and classify compounds according to

their mutagenicity [3] or activity against the HIV virus [79, 80].

2.4 Biological Problems on Graphs

The introduction of computational methods has opened new discovery routes

in biology and medicine, leading to the development of interdisciplinary fields

of research like bioinformatics and medical informatics. DL techniques are

increasingly popular in these fields, providing many interesting solutions to

previously untreatable problems, cutting the costs and times of traditional

methods, and rethinking existing processes in a more efficient way.

2.4.1 Graph Data in Biology

In the biological domain, graphs are a very useful and diffused form of data

representation. Just to start, structural formulas of molecules have always

been perceived as labeled graphs, in which each atom corresponds to a node,

whose label accounts for the atom type, and each chemical bond to an edge,

whose label is the type of bond. These structures are also known in the

literature as molecular graphs. The molecular graphs allow to predict many

properties of each molecule, such as mutagenicity, anti–HIV or anti–cancer

action, and other levels of activity.

More complex structures, such as polymers, proteins, and nucleic acids, are

also best represented as graphs. Nodes can correspond to different structural

levels, such as substructures, protein secondary structures, or DNA blocks. A

hierarchical model can also be exploited, in which each node can be expanded

into its substructure graph. Edges correspond to the interactions between

these components. These data are often fundamental for solving important

biological problems, such as predicting protein–ligand, protein–protein, and
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protein–nucleic acid interactions.

Graphs are also exploited to represent logical information (i.e. knowledge

graphs of biological entities). In this case, each node corresponds to an entity,

and each edge to a relationship between two entities, while models can be

trained to predict new biologically relevant relationships between entities

(typically in a heterogeneous setting) given the known ones.

2.4.2 Graphs in Drug Discovery

Drug discovery is the discipline that studies how to develop new drug com-

pounds. Discovering a new molecule is a long and expensive process [81],

often involving researchers, companies, and national agencies [82]. More-

over, new discoveries become rarer and more expensive every year [83]. As

a consequence, computational methods are required to innovate the process,

to reduce the costs of development, and even to allow the discovery of new

molecules that could not be devised with traditional methods [84]. In this

scope, AI techniques, and in particular DL methods, are increasingly em-

ployed to find new solutions for a variety of relevant problems. DNNs can be

used to predict the properties of new compounds in silico, to estimate their

activity levels in different settings, to predict their side–effects, and to gen-

erate candidate molecular structures [85]. Since drugs and other molecules

are efficiently represented with graphs, these tasks are all potential applica-

tions for GNNs. In this thesis we focus on a molecular graph generator, on a

drug side–effect predictor, and on a predictor of protein–protein interfaces,

all developed with GNNs, that will be presented in Chapter 5, Chapter 6,

and Chapter 7 respectively.

2.4.3 Bioinformatics and Graph Neural Networks

GNNs applications to bioinformatics problems go beyond the field of drug

discovery. As discussed in Subsection 2.4.1, graphs are ubiquitous in biol-

ogy and medicine, the potential applications of GNNs being therefore un-

countable. Some examples of relevant open problems, in which GNNs can

substantially contribute in the future, are listed in the following.

• Protein structure folding: GNNs can be employed to predict how pro-

tein 3D structures fold. This problem has a finite yet enormous solu-

tion space, which has been explored mainly with euristics so far. The
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introduction of AI–based methods has already brought unexpected im-

provements [86].

• Protein–protein interaction prediction: this problem can be tackled

with different methods, like clique–detection on the interface graph, or

by analyzing the structural similarity of the two proteins.

• AI–driven molecular dynamics: molecular dynamics simulations are

incredibly complex, with high costs in terms of memory and time.

As a consequence, they usually span times in the order of fractions

of microseconds, but longer simulations would help understand and

replicate in silico many cellular processes. Exploiting a neural network,

and in particular a GNN, would reduce the memory and time costs of

the simulations, also allowing longer time spans.

• Multi–omics analyses: in this case, multiple graphs need to be pro-

cessed, one for each omics, in order to predict different properties of

an organism, or a tissue.

GNNs are versatile and can be considered an attractive option to modeling

many different biological problems [14]. Moreover, different models have

been employed on different tasks, such as different types of convolutional or

recurrent GNNs. Ad–hoc models can also be developed on a task specific

basis or on a broader biological setting [64].



Chapter 3

Machine Learning Applications

to Molecular Data

This chapter provides a thorough literature review concerning the research

applications that constitute the main focus of this thesis. Section 3.1 intro-

duces the relevant literature concerning the application of ML techniques to

drug discovery. Section 3.2 focuses on graph generation, and the works re-

lated to the contribution presented in Chapter 5. Section 3.3 describes drug

side–effect prediction and the works related to the contribution described in

Chapter 6. Section 3.4 deals with protein–protein interface prediction and

the works related to the contribution discussed in Chapter 7.

3.1 Machine Learning in Drug Discovery

In the last decades, the increasing complexity and cost of drug development

technologies, the rapidly growing availability of computational resources, and

the enormous progress of AI techniques on the spur of the development of

DL algorithms, have brought a novel approach into the field of drug discov-

ery [87]. This corresponds to an increasing employment of DL methods to

boost, and in some cases replace, traditional processes [10]. Obviously, this

revolution mainly concerns the in silico experimentation methods, such as

the identification of candidate drug compounds [88], the prediction of drug–

target interactions [89], virtual screening [90], the analysis of binding pockets

exploiting 3D CNNs [91] or druggability predictors based on ANNs [92], and

even reverse docking for the identification of target proteins using a library
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of known drugs [93].

3.2 Molecular Graph Generation

One of the most important novelties brought by DL techniques is the possi-

bility of generating structural formulas of new drug compounds from scratch

[94]. This technique can be tailored to the objectives of a specific study by

optimizing the generated compounds according to the desired properties [95].

This new way of building potential candidate compounds is substantially dif-

ferent from the traditional techniques, which usually started from a similar

known molecule rather than generating structural formulas from scratch [10].

The generation of molecular graphs is a complex task, which can lead to the

development of new instruments for drug discovery, potentially cutting the

huge costs, in terms of both time and money, of this fundamental research

process [81].

Graph generation is a complex problem also from the ML point of view,

with several real–world applications, and many different approaches devised

for solving it. Classical methods resorted to random mathematical models:

The Erdös–Rényi model [96] was the first approach in this direction. Since

Erdös–Rényi graphs tend to have unrealistically low clustering coefficients,

especially with respect to community graphs, two methods were later de-

veloped, mainly to obtain more realistic small–world networks: the growth–

based Barabási–Albert model [97], and the Watts–Strogatz rewiring model

[98]. The recent developments in ML have stimulated its application to the

field of graph generation. DL techniques, indeed, can capture the charac-

teristics of a given domain from a set of examples, which are then exploited

to generate new graphs. Variational Auto–Encoders (VAEs) [99] were the

first neural network models to be employed for this purpose [100, 101]. The

success of Generative Adversarial Networks (GANs) [46] in image genera-

tion has led to replicate the same adversarial approach for graph–structured

data [102, 103]. This approach can be improved by adding constraints to the

adversarial learning [104]. The different nature of the problem, though, has

encouraged the development of alternative solutions as well. While VAEs,

by sampling representations from a continuous latent space, can generate

graphs as unitary entities, many methods tackle the problem with a sequen-

tial approach. The construction of a graph becomes, therefore, a sequence

of decisions, in which a node or a group of nodes is added to the graph at
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each step. On the one hand, many methods make use of RNNs to handle the

decision sequence [105, 106, 107]. On the other hand, GNNs [1], with their

capability of processing graph–structured data without loss of connectivity

information, allow to build very powerful generative models. In particular,

at each step, GNNs can exploit all the information contained in the partial

graph generated by the previous steps, while recurrent models typically rely

only on the sequence of previous decisions. In principle, this holds true for

any GNN model, but the GraphNets–based DeepGMG is the only explo-

rative approach in this direction [108], so far.

The space of molecular graphs is virtually infinite, and even constraining

the size of molecules to few atoms, the number of theoretically possible

compounds is overwhelming. Efficient automatic generative techniques are

required for the exploration of such huge space, and deep generative models

represent ideal candidates. Using SMILES notation [109], molecules can be

generated as sequential objects. This approach has been carried out with

VAE models [94], also exploiting the grammar of the SMILES language [110]

[111], or even using SMILES fragments as words [112]. However, SMILES

strings do not preserve the full connectivity information, as molecules are

more naturally represented as undirected graphs, with finite (and relatively

small) sets of vertex and edge types. Graph–based VAEs have been em-

ployed in the generation of molecular graphs [113]. Junction–Tree VAEs

build graphs by connecting pre–extracted structural motifs [95], an approach

which has been extended to larger molecules and polymers by making the

VAE hierarchical [114]. This approach can also be improved by exploiting

the valence histogram of each atom [115]. Recently, statistical flow models,

characterized by an invertible encoder/decoder, have been developed [116].

Graph GANs have been employed for the generation of molecules, handling

the decisions with RL techniques [117] [118]. Also the above mentioned

DeepGMG has been applied to this task with promising results [108].

3.3 Drug Side–Effect Prediction with Deep

Learning

Another interesting novelty brought by DL techniques to drug discovery is

represented by the prediction of the occurrence of DSEs in silico. From

simpler methods based on Euclidean data [119, 120], and similarity scores
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between drugs [121], the approaches in this direction have increased the

quantity and heterogeneity of data, in search of information on which to

formulate more accurate predictions. This also implied applying ML tech-

niques. The first approaches were based on SVMs [122] and clustering [123].

Methods based on chemical fragments embed drug structural information

into Euclidean vectors [124]. These information were integrated and ana-

lyzed with predictors based on random forests [125] and deep MLPs [126].

Predicting the occurrence of DSEs involves knowledge on various types of

biological entities, such as genes, proteins, drugs, and pathways. This means

that data on which the predictions are based is inherently relational, and

graph–structured. GNNs perform very efficiently in this scenario, but we

are not aware of GNN–based approaches for the prediction of side–effects of

single drugs so far. They have been used, though, in a related yet different

setting: the prediction of polypharmacy side–effects. This task consists in

predicting the side–effects triggered by the combined administration of two

drugs. Two main GNN–based methods have been published in this scope:

one analyzes a subset of the possible pairs of drugs in the dataset, applying

GATs [68] to measure the graph co–attention on the molecular graphs of

the two drugs of each pair [127]; the other builds a graph accounting for the

interaction between protein targets and drugs, and the known side–effects of

the single drugs, which is then analyzed with a GCN [65] that predicts the

polypharmacy side–effects as links between drug nodes [128].

3.4 Prediction of Protein–Protein Interfaces

Detecting the interface of two monomers is fundamental to predict the qua-

ternary structure and functionality of proteins [129]. These two characteris-

tics are fundamental for studying the protein targets of drugs, and are diffi-

cult to simulate with traditional techniques. As a consequence, a reliable and

fast method to predict them would significantly enhance current drug dis-

covery techniques [130]. Protein–protein interfaces can be predicted with a

variety of approaches: based on sequence homology [131], Bayesian methods

[132], analyzing combined docking simulations [133], or using SVM predic-

tors [134]. Generalizing to molecular interactions, predictors have been very

recently developed based on GNNs [135, 136], but we are not aware of more

specific GNN methods for the detection of interfaces between monomers.

Protein–protein interface detection can be reformulated as a maximum clique
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problem [137], by constructing a correspondence graph based on the graphs

of secondary structures of the two peptides [138]. The interface will then cor-

respond to the maximum clique in the correspondence graph [137]. Clique

detection problems have already been addressed with GNNs [139], and, more

recently, also in a transductive learning setup [140]. Finally, this strategy

was also further refined by exploiting LGNNs [61].
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Chapter 4

GNNkeras: A Software

Framework for Graph Neural

Networks

In this Chapter, GNNkeras, a software framework for the implementation of

GNNs, presented in publication [P03], is described. GNNkeras is a flexible

tool: the implemented GNN models can be used for classification, regres-

sion, and clustering on nodes, edges or whole graphs. Additionally, GNN–

based graph generative models can be built with this framework. Moreover,

GNNkeras allows to build not only standard GNNs for processing homoge-

neous graphs, but also CGNNs for processing heterogeneous graphs (see Sub-

section 2.3.3), exploiting both inductive and mixed inductive–transductive

learning [140]. Finally, LGNNs [61] can be instantiated, in both the homoge-

neous and the heterogeneous settings. The rest of this Chapter is organized

as follows: Section 4.1 introduces the motivation behind the development of

GNNkeras, Section 4.2 describes the software and its usability, and Section

4.3 draws conclusions on this work.

4.1 Motivation and Significance

In the context of ML research on graphs, it is important for researchers

and software developers to have adequate and flexible tools that support the

development of applications with current GNN models and possibly favor

the study of new versions of GNNs. For this reason, a new Keras library was
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developed, based on the original GNN model [1], which allows to implement

the whole subclass of recurrent GNNs [60], and LGNNs [61].

GNNkeras users can easily access a huge number of ML features. This fact

is guaranteed by Keras itself, which is built on top of TensorFlow 2.x [141]

and is one of the most used and complete software libraries for ML. As far as

we know, GNNkeras is the first tool specifically designed for implementing

recurrent GNNs, while other tools exist for building models of the subclass

of convolutional GNNs. Finally, GNNkeras is flexible in that it permits to

manage a variety of activities, graph domains and learning approaches.

4.2 Software Description

The GNNkeras software is based on TensorFlow 2.x and Keras (TensorFlow

backend), one of the most used DL frameworks worldwide [141]. The soft-

ware implements the GNN model formulation described in Subsection 2.3.1,

and the CGNN model described in Subsection 2.3.3. Moreover, LGNNs [61]

can be implemented as well, by stacking GNNs one on top of the other, each

refining the output of the previous GNN layer.

Furthermore, the mixed inductive–transductive learning scheme [140] ap-

plied in publication [P02] (see Chapter 6) can be used. In some applications,

GNNs and LGNNs can take advantage of transductive learning [142], thanks

to the natural way the information flows and spreads across the graph. In

the mixed inductive–transductive framework, the training set nodes and their

targets are used in conjunction with the test patterns. In particular, the la-

bels of a subset of the training nodes, called transductive nodes, are enriched

with their targets, to be explicitly exploited in the diffusion process, yielding

a direct transductive contribution.

GNNkeras has been implemented as a module using the Python program-

ming language. It is based on NumPy, SciPy, and TensorFlow libraries.

NumPy and SciPy provide efficient numerical routines for dense and sparse

data, while TensorFlow and Keras provide a simple and smart way to define

and manage models, as well as to simplify the learning and evaluation pro-

cesses. Fig. 4.1 shows a graphical representation of the package directory

organization.

The software relies on a custom graph representation, named GraphObject.

For speeding up the learning procedure, a GraphObject is converted in an-

other custom graph representation, called GraphTensor, which contains a
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Figure 4.1: Software architecture: the main GNN directory contains graph data represen-

tation classes; theModels sub–directory provides MLP, GNN, LGNN, CGNN and CLGNN

(Composite Layered GNN) implementations; the Sequencers sub–directory provides graph

sequencers for feeding models with GraphObject/CompositeGraphObject data. Note that

the MLP model is a function which returns a Keras Sequential model, meaning that every

Sequential model can be used for implementing the state transition network fw and the

output network gw.

tensor–based description of all the attributes for the graph to be correctly

processed by the GNN model. In the heterogeneous setting, another class

defined by CompositeGraphObject and CompositeGraphTensor is provided.

A GraphObject or a CompositeGraphObject can be saved in a single NumPy

npz file, or as a subdirectory of text files, which includes all the necessary

matrices for their complete representation. Given a dataset of graphs, in

the form of a list of graph data elements, these classes also provide a smart

way to save the entire dataset in a single directory, from which it can be

loaded when needed. In order to be correctly processed by the GNN mod-

els, GraphObjects and CompositeGraphObjects are required to be fed to a

special data handler, the GraphSequencer. A total of six versions of Graph-

Sequencer are provided: for multi–graph and single–graph–based datasets,

in the homogeneous and heterogeneous graph domains, and for inductive and

transductive learning approaches. It is worth noting that the transductive

one is a special class of GraphSequencers, which is fed with homogeneous

GraphObjects while generating heterogeneous graph data. For each epoch

and batch, it splits the graph training nodes into two subsets of inductive and

transductive nodes, thus generating two types of nodes being represented by

a CompositeGraphTensor for the CGNN learning process.

To parallelize software execution on modern CPUs and GPUs, all the op-

erations are based on matrix multiplications. Fig. 4.2 shows the process-
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ing scheme of a heterogeneous graph by a CGNN model implemented with

GNNkeras. The homogeneous case is analogous to a CGNN with a single

node type.

Figure 4.2: CGNN model software scheme. The GraphSequencer generates batches of

GraphTensor which are presented to the model as input. All quantities pass through

multiple operations (matrix multiplications, boolean mask filtering and concatenating

processes) to form the input to fw and gw.

4.3 Conclusions

In this Chapter, GNNkeras, a new general GNN programming framework

has been presented, which provides multiple Keras–based GNN models for

homogeneous and heterogeneous graph processing, for both inductive and

transductive learning approaches. GNNkeras has been designed with the

aim of simplifying the programming procedures in the scope of research on

recurrent GNNs. The expected impact of GNNkeras is mainly related to its

capability of helping its users in speeding up the proposal of new research and

the development of advanced software. We think that, due to the mentioned

characteristics, GNNkeras is a flexible and suitable tool to exploit ML for

graph data. The library can be used by researchers in ML to test new models

and to design new applications. It can also be used by software developers
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from companies and organizations designing applications for relational data.

Finally, the exceptional interest in ML for graphs is a measure of the size and

growth of the community operating in the sector and for which GNNkeras

can be useful.
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Chapter 5

Molecular Generative Graph

Neural Networks for Drug

Discovery

In this Chapter, discussing the contribution described in publication [P01],

we present a sequential molecular graph generator based on GNNs [1], which

we call Molecular Generative Graph Neural Network (MG2N2). A single

node is added and connected to the graph, at each step. The method fo-

cuses on one node at a time, and generates its neighbors before processing

the following node, preventing disconnected components from being created.

Similarly to GraphRNN [105], we follow a Breadth First Search (BFS) or-

dering to decide which nodes to expand first. Edges are generated in parallel

rather than sequentially, making the approach less computationally demand-

ing. The control flow in MG2N2 depends on decisions implemented by three

GNN modules. The sequential and modular nature of our method makes it

interpretable. As previously mentioned, at each step, GNNs exploit all the

information contained in the subgraph generated until that step. Gumbel

softmax [143] output layers allow the networks to be trained over discrete

stochastic distributions. Moreover, the modules are trained independently of

each other: This feature simplifies the learning process and allows to retrain

each module independently. The GNN model used in this work was derived

from the original GNN approach [1], which was proved to be a universal

approximator on graphs [7], a property which ensures that the GNN model

is general enough to be able to make the complex decisions that the modules

must implement.
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The contributions presented in this Chapter is a new sequential generative

model for molecular graphs, MG2N2, a new metric for molecular graph gen-

eration that combines into a single measure the scores accounting for validity,

uniqueness, and novelty of the generated compounds, and the experimental

evaluation of MG2N2 on two well–known benchmarks for the generation of

small organic molecules, the Quantum Machine 9 (QM9) and Zinc datasets.

The main novelty of the presented approach consists of using the GNN frame-

work for molecular graph generation, with a modular architecture, in order

to maximize the information and make the generative model flexible. The

results show that the proposed approach outperforms very competitive base-

lines in the task of unconditional generation. The experiments also clarify

the main properties of the method and show that MG2N2 is capable of gener-

ating molecules with chemical characteristics similar to those of the original

datasets.

The rest of this Chapter is organized as follows. Details on how the GNN

model described in Subsection 2.3.1 is implemented in MG2N2 are given in

Section 5.1. Section 5.2 presents and discusses the generative algorithm in

Subsection 5.2.1, its implementation with GNNs in Subsection 5.2.2, the

graph preprocessing steps in Subsection 5.2.3, and issues about node order-

ing in Subsection 5.2.4. The experiments and their results are described and

commented in Section 5.3: the datasets are described in Subsection 5.3.1,

the experimental setup in Subsection 5.3.2, Subsection 5.3.3 provides de-

tails of the evaluation procedure, and, finally, Subsection 5.3.4 discusses the

relevance and meaning of the results. Conclusions are drawn in Section 5.4.

5.1 Model Implementation

In this Section, we provide implementation details, for the study presented

in this Chapter, of the model described in Subsection 2.3.1.

In particular, given the problem under analysis, the GNNs process molec-

ular graphs, in which nodes correspond to atoms, and edges correspond to

chemical bonds. Each node is labeled with the one–hot encoding of the atom

type, and each edge is labeled with the one–hot encoding of the bond type.

Therefore, the state updating function fw takes in input both node and edge

labels, and is implemented exactly as in Eq. (2.6).

Both aggregation functions (sum and average) described in Eq. (2.5) are used

in the experimentation. In the experimentation described in this Chapter,
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the problem of graph generation is divided into three classification subtasks.

One of them is node–based while the other two are edge–based. The output

function for the node classification task is the one formulated in Eq. (2.7),

while the two edge classification tasks use the output function written in Eq.

(2.8).

5.2 Method

The method consists of a graph generation algorithm tailored to the pro-

duction of small organic molecules, and its implementation with GNNs. In

particular, we focus on unconditional generation, meaning that the com-

pounds are generated from scratch, without forcing particular properties.

The procedure is sequential, and can be divided in steps: Each graph is

generated one node at a time.

5.2.1 Generative Algorithm

The generation of a labeled graph G = (V,E) is handled as a sequential

process, starting with an initially empty E and with a single vertex V = {v0}.
The label l0 of v0 is sampled from a distribution of labels D0, which is learned

from the training set. Each step consists in adding a new node to the graph

and connecting it to the other nodes. The algorithm focuses on one node vi
at a time, generating all its neighbors before focusing on the following node:

i = i + 1. This process will be referred to as node expansion. Nodes are

indexed according to the order in which they have been generated, so that,

for instance, the third generated node v3 will always be the fourth node to

be expanded (v0 is the first). The process stops when all the nodes have

been expanded (i > |V |) or when the maximum number of nodes has been

reached (|V | = |Vmax|).
As a new node vj is generated, first it is connected to the node vi which

is being expanded, then it can be linked to the other vertices V \ {vi, vj}.
While the set of edges generated in the latter phase can be empty, the (vi, vj)

edge is always generated. This constraint ensures that the generated graph

is always connected, without impairing generality: any graph can still be

produced.

We can define three problems that must be solved to carry out a generative
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step. Each problem corresponds to a function the model will provide: node

generation (P1), first edge classification (P2), additional node linking (P3).

• P1 decides whether to expand vi with a new neighbor node vj or to

stop its expansion. If vj is generated, P1 also returns its label lj.

• P2 is called after a new node vj has been generated. It determines the

label ei,j of the edge (vi, vj).

• P3 is called after a new node vj has been generated and connected to

vi. It determines the existence of any possible edge connecting vj to

any other vertex vk ∈ V \{vi, vj}. The labels of all the generated edges

are also returned. All the edges are processed in parallel. The main

drawback of this approach is that the dependencies between edges are

ignored, but it also brings the advantages of avoiding edge ordering

biases and of significantly reducing the time cost.

The generation algorithm is summarized in Algorithm 1.

5.2.2 Implementation with Graph Neural Networks

Each of the functions P1, P2, P3 described in Subsection 5.2.1 is imple-

mented by a dedicated GNN module, which will be referred to as M1, M2,

M3, respectively. Each of the modules is trained separately, and one step at

a time, assuming the other two modules’ decisions to always correspond to

the ground truth. This is a strong assumption, which will prevent the model

from exploring possible different solutions, but it dramatically simplifies the

training procedure. Another advantage of this paradigm is the fact that,

each being trained separately from the others, the modules can be recom-

bined to build new versions of the model. If a module needs to be optimized

there is no need of re–training the other two.

In order to generate labeled graphs, we need to make some assumptions on

the nature of node and edge labels. Three main cases can be identified: un-

labeled graphs, graphs with continuous node and edge labels, graphs with

a finite set of node and edge types. In this Chapter, we will focus on the

third case, which corresponds to the typical setting in molecule generation

problems. Thus, in the following, we assume that the label li of any node vi
belongs to a finite set li ∈ Tv, the label ei,j of any edge (vi, vj) belongs to a

finite set of types ei,j ∈ Te, and Tv and Te are defined by the dataset.
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Algorithm 1 Graph generation algorithm.

procedure Generate(G = (V,E))

V ← {v0}, l0 ∼ D0

E ← ∅
i← 0

j ← 1

while (i < |V |) ∧ (|V | ≤ |V |max) do

gd← P1(V,E, i)

while gd ̸= stop do

V ← V ∪ {vj}, lj ← gd

E ← E ∪ {(vi, vj)}
ei,j ← P2(V,E, i, j)

for k ∈ [0, j − 1], k ̸= i do ▷ Parallel Execution

ld← P3(V,E, k, j)

if ld ̸= disconnected then

E ← E ∪ {(vk, vj)}
ek,j ← ld

end if

end for

j ← j + 1

gd← GeneratorDecision(V,E, i)

end while

i← i + 1

end while

return G = (V,E)

end procedure
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The GNN modules generate nodes and edges along with their labels. With

reference to Algorithm 1, the following holds.

• M1 faces a node–based classification problem, as it decides whether

to stop the expansion of the current node vi or to generate another

neighbor vj, and, in case, which label to assign to vj. The set of

output vertices of M1 consists only of vi: Vout = {vi}. The output

classes correspond to the union of the stop decision to the set of vertex

types {stop} ∪ Tv.

• M2 deals with an edge–based classification problem, since it generates

the label of the edge connecting the node being expanded vi and its

new neighbor vj. The set of output edges of M2 consists only of this

edge Eout = {(vi, vj)}. The output classes correspond to the set of edge

types Te.

• M3 works on an edge–based classification problem, since it predicts the

existence, and, in case, the label, of every possible edge connecting the

new node vj to the other nodes in the graph, except the node being

expanded vi. These calls are carried out in parallel and integrated in

a single prediction from M3. This idea has the drawback of consid-

ering each predictable edge as if it were independent from the other

predictable edges, but it also allows to avoid the biases introduced

by taking the decisions in sequence and it speeds up the procedure.

To do so, the graph G is extended with a set of provisional edges

Ep = {(vk, vj) : vk ∈ V \ {vi, vj}}. The module M3 takes in input the

new graph G′ = (V,E ′) : E ′ = E ∪ Ep. The set of output edges for

M3 is E ′
out = Ep. The output classes correspond to the union of the

disconnected decision to the set of edge types {disconnected} ∪ Te.

An example step of this algorithm is visually summarized as a flowchart in

Fig. 5.1.

To learn a stochastic behavior from the supervisions, which are samples

from a categorical distribution, we resorted to a Gumbel softmax output

layer [143], based on the Gumbel–Max method for sampling from discrete

distributions [144] [145]. This approach allows to backpropagate through an

arbitrarily close approximation of the categorical distribution. The softmax

can be annealed, by decreasing a temperature parameter τ , from a less ac-

curate approximation (which tends to a uniform distribution for τ → ∞)
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Figure 5.1: Flowchart of the generation algorithm. An example step is summarized, with

the three GNN modules (M1, M2, M3), the three problems they are assigned to (P1, P2,

P3), their inputs and their outputs. Grey nodes represent carbon atoms, while yellow

nodes represent hydrogen atoms. Green edges stand for candidate edges, while black

edges represent single bonds. C,H,N,O,F are the element symbols. Classes 1,2,3 represent

single, double, and triple bonds, respectively. Red octagons stand for the stop decision

(M1) or the do not generate this edge decision (M3)

to a closer approximation (which tends to the discrete distribution itself for

τ → 0). Lower temperatures come at the cost of an increasing gradient

variance. The choice of two parameters τmax and τmin, and a curve, will

determine the annealing path. Annealing while training has the positive ef-

fect of encouraging the exploration of alternatives to the decision with the

highest estimated probability in the early phases, to then converge to more

canonical decisions in the final training epochs, when the estimation of the

class probabilities has gained higher reliability. This is very important to

prevent the networks from learning repetitive patterns, and to avoid mode

collapse (i.e. generating always nodes of the same type, based on the highest

prior probability).

5.2.3 Graph Preprocessing

To build the training, validation, and test sets for M1, M2, M3, the molecules

from the dataset under analysis are pre–processed. For each generative step,
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we need an input graph, the index of the focus node, and a supervision.

Each molecular graph G = (V,E) is decomposed in a sequence of incomplete

graphs, one for each generative step.

For M1, the sequence is composed of n = 2|V | − 1 graphs. The first graph

contains only one node G0 = (V0 = {v0}, E0 = {}), any intermediate graph

Gi = (Vi, Ei) corresponds to an incomplete subgraph of G, Gi = (Vi ⊂
V,Ei ⊂ E), and the last graph is complete Gn−1 = G. For M2 and M3, the

sequences are composed of n = |V | − 1 graphs, because M2 and M3 are not

called after the |V | stop decisions from M1 (see Algorithm 1). The graphs

Gi = (Vi ⊂ V,Ei ⊂ E) acquire nodes and edges as i grows.

The sets are built so that graphs from the same generative sequence (which

correspond to different levels of completion of the same original graph) belong

to the same set (and to the same batch). This is particularly important to

avoid evaluation biases deriving from testing or validating on examples which

have slightly different replicas in the training set.

5.2.4 Node Ordering

To define the generative sequences of the graphs, a node ordering needs to

be established. This will determine the order in which the nodes of each

graph must be generated, and, consequently, the sequences of input graphs

and supervisions described in Subsection 5.2.3. The model is expected to

learn this generative strategy from the training set, so that, for instance, a

training set in which carbon atoms have higher priority will teach the model

to generate carbon neighbors first. Theoretically, being V a set with no

given ordering, the model would benefit from being trained on any possible

node ordering. Since this is impossible from a computational point of view,

some constraints must be imposed to reduce the number of orderings from

o(|V |!) to a computationally feasible level. In this work we chose a Breadth

First Search (BFS) strategy, which has the additional benefit of reducing the

number of link predictions needed at each step [105]. Among the nodes at the

same depth level in the BFS tree, node types with lower average centrality

are expanded first. The average centrality of node types is measured on

the training set, according to the Freeman Betweenness Centrality [146].

This boosts both positive effects of the BFS strategy. To further reduce the

number of possible orderings of a factor |V |, we decided to always start from

the same node, which is node 0 of the original node numbering taken from the
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dataset. The other nodes are then re–numbered according to the previous

rules, making a random choice in any case in which multiple permutations

are still possible. The latter two assumptions allow us to retain one unique

ordering, coming at the cost of a loss of generality. Although this cost

would likely be critical for a truly recurrent model, it is sustainable in this

learning framework, in which the correlation between two steps is limited to

the output of the first shaping the input of the second. The only input to

the model, in fact, is represented by the graph itself, regardless to the many

possible sequences of steps that may have brought to its current shape.

5.3 Experiments and Results

A series of experiments were performed, testing MG2N2 on the QM9 [147],

and Zinc [148] datasets, two common benchmarks for the generation of

graphs representing small organic molecules, which are introduced in Sub-

section 5.3.1. The results of this experimentation are then discussed, as they

reveal interesting insights into the capabilities of GNNs as molecular graph

generators.

5.3.1 Dataset Description

To evaluate MG2N2, a set of experiments were run on the Quantum Machine

9 (QM9) dataset [147], which is a subset of GDB–17, a chemical universe of

166 billion molecules [149]. QM9 is an ideal benchmark for a new generative

model for molecular graphs, as most competitive methods in this area have

been tested on this dataset. It is composed of 133,885 compounds, made

of up to 9 heavy atoms (C,O,N,F), plus the hydrogens which are bound to

them, for a maximum size of 29 atoms. Each molecule is represented as

an undirected graph, in which each node corresponds to an atom and each

edge corresponds to a chemical bond. The label of each node represents the

corresponding atom type, through one–hot encoding, so that |Tv| = 5. The

label of each edge represents, through one–hot encoding, the type of chemical

bond, which can be either single, double or triple, so that |Te| = 3. The out-

put of the modules M1, M2, and M3, defined in Subsection 5.2.2 have dimen-

sions, respectively |{stop}∪Tv| = 6, |Te| = 3, and |{disconnected}∪Te| = 4.

A random splitting procedure is applied to the dataset, in order to obtain a

training set, a test set, and a validation set, composed of 120,000, 10,000 and
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3,885 molecular graphs, respectively. The validation set is used, during the

training phase, to evaluate the performance of our models on data that are

not provided to them directly. The held–out test set allows us to compare

the statistics of our sets of generated graphs to the statistics of ground–truth

graphs which have never been seen by our generative model, assessing the

capability of the model of reproducing the chemical characteristics of QM9

compounds.

Inside each graph, the nodes are re–numbered according to the procedure

described in Subsection 5.2.4. To determine the order among the neighbors

Ne(vi) of a generic vi ∈ V , the average Freeman Betweenness Centrality

is measured on the 120,000 training graphs, obtaining the following val-

ues: FBC(Hydrogen) = 0.0, FBC(Fluorine) = 0.0, FBC(Oxygen) = 0.115,

FBC(Nitrogen) = 0.246, FBC(Carbon) = 0.382.

For a further assessment of the generative performance of the model, a second

set of experiments is carried out on the Zinc dataset [148]. This is composed

of 249,455 organic molecules of up to 38 heavy atoms (C,O,N,F,P,S,Cl,I,Br).

Ring bonds are explicitly labeled as aromatic when part of an aromatic ring.

As a consequence, in this setup, we have |Tv| = 10, and |Te| = 4. The dataset

is split into a training set, a test set, and a validation set of 230,000, 10,000,

9,455 molecular graphs, respectively. The training/validation/test procedure

is the same described for QM9. The nodes in each single molecular graph

are also re–numbered with the same algorithm.

5.3.2 Experimental Setup

The code for training the GNNs and generating graphs 1 was implemented

using Tensorflow [141]. The experiments on QM9, were carried out in the

following setup. All the training runs of module M1 were issued on a Nvidia

Tesla–V100 GPU, with 32 GB dedicated memory. Training runs of modules

M2 and M3 always took place on a Nvidia 2080–Ti GPU. The training set

was randomly split in 20 batches of 6,000 graphs each, to reduce the memory

requirements. All the experiments used the same split. During the genera-

tion of new graphs, even though all the three modules are kept in memory,

far less computational resources are needed. The generation sessions were

run on the Nvidia 2080–Ti GPU, but required only 0.5 GB of memory. The

experiments on Zinc were run on two Nvidia Titan–RTX GPUs, each with 24

1Code available at: https://github.com/PietroMSB/MG2N2
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GB dedicated memory. The training set was randomly split into 100 batches

of 2,300 graphs each to fit in memory.

Table 5.1 shows the configurations of the modules M1, M2, M3 used in

the QM9 experiments, which include the neighbor aggregation function, the

training epochs, the initial learning rate, the maximum number of iterations

for state convergence, and the number of hidden units of the state network

and the output network. Each GNN module is composed of a state and an

output network. The former is a two–layered MLP implementing the state

updating function described in Eq. (2.6). The latter is another two–layered

MLP, implementing Eq. (2.7) in M1, and Eq. (2.8) in M2 and M3. The

initial values M1(I), M2(I), and M3(I) in Table 5.1 were obtained through

a preliminary experimentation, with the goal of maximizing the accuracy

of the modules M1, M2, M3, each one independently from the others, on

the validation set. Just as if the modules had been classifiers, accuracy was

calculated as the percentage of correct outputs, according to the single step

supervision, and regardless of molecule validity.

For the Gumbel softmax annealing path, based on [143], we initially chose a

linear descent from τmax = 5.0 to τmin = 1.0 during training. Tests on differ-

ent linear configurations did not bring improvements. In particular, anneal-

ing to temperatures τ < 1.0 brought the model to an unwanted repetitive

behavior. Therefore, we kept the initial annealing path for all the successive

training runs. All the models were trained with an Adam optimizer [54]

and cross–entropy loss, which does not require adjustments to work with the

Gumbel softmax output layers.

5.3.3 Evaluation

The evaluation of generation performance is twofold. On the one hand, the

metrics for unconditional generation introduced in [113] are used to measure

the validity, uniqueness and novelty of the generated graphs. On the other

hand, the distributions of the chemical properties of the compounds can be

compared to those measured on the test set, assessing the model’s capability

of reproducing the characteristics of QM9 compounds. Both evaluations are

carried out on batches of 10,000 generated graphs.

Let Gen be the set2 of generated compounds, V al ⊆ Gen be the subset

2More precisely, here we are using the multiset, an extension of the standard set which

can contain multiple copies of the same instances.
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Module Aggregation Epochs LR kmax HUstate HUout

M1(I) sum 700 4× 10−3 5 30 50

M1(II) sum 1500 2× 10−3 6 100 60

M1(III) sum 2000 1× 10−5 6 100 60

M2(I) avg 500 2× 10−3 3 20 50

M2(II) avg 1000 1× 10−3 4 40 60

M3(I) avg 500 2× 10−3 6 20 50

M3(II) sum 500 2× 10−3 6 20 50

M3(III)* avg 500 2× 10−3 6 20 50

M3(IV)* sum 500 2× 10−3 6 20 50

Table 5.1: Different module configurations for QM9 are identified by the module number

M1, M2, or M3 introduced in Subsection 5.2.2, and by a sequential version number (I,

II, ...). Hyperparameters correspond to: neighbor aggregation function (Aggregation),

training epochs (Epochs), initial learning rate (LR), maximum state convergence iterations

(kmax), hidden units of the state network (HUstate), and hidden units of the output network

(HUout). M3 versions marked with * were trained with class weights to balance the

supervisions.

of chemically valid compounds, and QM9 be the set of molecules in the

dataset. Validity is calculated as the fraction of chemically valid molecules

over the total generated molecules: V alidity = |V al|/|Gen|. Uniqueness

is the fraction of unique molecules among the valid ones: Uniqueness =

|uniq(V al)|/|V al|, where uniq is a function that takes in input a multiset

and returns the corresponding set, from which the duplicates are removed.

Novelty is the fraction of unique molecules which do not match any QM9

compound: Novelty = (|uniq(V al)| − |uniq(V al)∩QM9|)/|uniq(V al)|. We

also define an additional measure, that combines the three previous metrics

and accounts for the fraction of valid, unique and novel molecules over the

total generated ones: V UN = V alidity × Uniqueness×Novelty 3.

The chemical properties include the molecular weight of each compound, the

logarithmic octanol/water partition coefficient (logP) [150], and the quan-

titative estimate of drug–likeness (QED) score [151]. The logP coefficient

quantifies the solubility of a molecule in polar or non–polar solvents, while

the QED score assesses the drug–likeness of a compound, summarizing in a

single measure the following chemical descriptors: polar surface area, molec-

ular weight, logP, number of rotatable bonds, numbers of hydrogen bond

3The goals of optimizing validity, uniqueness or novelty are usually in contrast with

each other. For instance, improving novelty often comes at the cost of decreasing validity.

For this reason, we decided to introduce the new metric V UN , which, by combining the

three measures, may provide a more global view on the performance of a model.
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donors and acceptors, number of aromatic rings, potential structural issues.

The validity as well as the chemical properties of each compound are as-

sessed with the RDKit package 4. In order to determine the uniqueness and

novelty of a molecule, we resorted to the graph isomorphism function of the

NetworkX package [152].

5.3.4 Results and Discussion

The first experiment, which was carried out on the QM9 dataset, consisted

in a study of the role played in the algorithm by the hyperparameter |V |max,

which controls the maximum number of nodes in a generated graph. In

principle, our model, being trained step by step, can extend its generation

procedure for an arbitrary number of iterations, until it stops itself on a

complete molecule. This feature could be exploited to extend the generation

domain to molecules which are larger than those seen during training, while

retaining the same generic patterns. Using M1(I), M2(I), and M3(I), defined

in Table 5.1, we explored different thresholds for the maximum number of

generated nodes |V |max. The natural value for this dataset is |V |max = 29,

which corresponds to the largest graph size in the training set. As described

in Subsection 5.2.1, the generation procedure stops when the number of

vertices reaches |V |max. This means that any graph still incomplete at that

point will not correspond to a valid molecule. Intuitively, raising |V |max will

increase the amount of valid generated compounds. Even if this is confirmed

by the results reported in Table 5.2, the additional valid molecules, being

heavier than average, alter the property distributions of the batch. Moreover,

as shown in Fig. 5.2, their QED is below average. Falling in a region of

low to very low drug–likeness, these compounds are not useful in the scope

of generating new potential drugs. These considerations suggested to keep

|V |max = 29 for the subsequent experiments.

Starting from the baseline configuration C1 (see Table 5.4), in which the

modules are optimized separately and not on the evaluation metrics chosen

for our task, we explored the hyperparameter space in search of a better

configuration5. The first step consisted in increasing kmax and the number

4RDKit: Open–Source Cheminformatics Software, by Greg Landrum. URL:

https://www.rdkit.org/
5A systematic search on a grid of configurations was computationally infeasible. More-

over, since the generative models are evaluated with antagonist metrics, it is impossible to
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Max size Validity Uniqueness Avg. QED Avg. Mol. Wt.

29 0.491 0.813 0.448 124.6

40 0.593 0.845 0.438 144.7

80 0.688 0.866 0.408 172.9

1000 0.781 0.879 0.366 231.3

Table 5.2: Higher values of |V |max on generation batches from the same model setup

produce more valid and unique compounds. The divergence of average QED and molecular

weight from the values taken on the validation set (0.478 and 127.5, respectively), however,

suggests that the best configuration is |V |max = 29.

Figure 5.2: Logarithm of the molecular weight (left) and QED (right) distributions of

generated graphs with different values of |V |max. It can be observed how higher thresholds

imply the generation of heavier compounds, with lower QED.

of hidden units in the first two modules, in order for them to better capture

complex molecular patterns during training. Using this new configuration

(M1(II) and M2(II)), we explored different setups for M3. In particular, to

establish the ideal neighborhood aggregation method, M3(I) was compared

to M3(II). Then, the same comparison was repeated on M3(III) and M3(IV),

which were trained with class weighted supervisions6. This latter measure

was meant to decrease the learning bias from the very unbalanced prior class

probability distribution, which could prevent the model from learning the

chemical rules (roughly, 97% of the examples belong to the disconnected

optimize the configuration for all of them. Thus, we have heuristically selected the most

promising solutions and reported those experiments which, in our opinion, are the most

interesting.
6The error on each pattern is multiplied by the inverse of the prior of its target class.

In this way, the GNN will tend to produce a balanced output over all the classes. At test

time, the output is re–multiplied by the vector of prior class probabilities, to restore this

important piece of information.
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M3 Module M3 Agg. M3 Wts. Validity Uniqueness Avg. QED Avg. Mol. Wt.

M3(I) avg no 0.511 0.888 0.461 134.8

M3(II) sum no 0.507 0.887 0.460 135.1

M3(III) avg yes 0.476 0.892 0.459 134.2

M3(IV) sum yes 0.499 0.888 0.460 134.3

Table 5.3: Alternative setups for M3 on QM9. Balancing weights bring no advantage on

model performance. The two aggregation functions show equivalent results.

Config. M1 M2 M3 Validity Uniqueness Avg. QED Avg. Mol. Wt.

C1 M1(I) M2(I) M3(I) 0.491 0.813 0.448 124.6

C2 M1(II) M2(II) M3(I) 0.511 0.888 0.461 134.8

C3 M1(III) M2(II) M3(II) 0.668 0.340 0.404 75.3

Table 5.4: Summary of the best configurations determined by preliminary experiments on

QM9. C3 produces more valid molecules, while the highest QED is obtained by C2. C1

has the closest average molecular weight to the validation set reference (127.5).

class, while the other 3% are distributed over the three bond types). The

results of these configurations can be observed in Table 5.3.

This balancing strategy for module M3 did not bring advantages, as it is

shown in Table 5.3. This suggests that the GNN can deal with the unbal-

anced distribution, and efforts to improve the generation performance should

focus on other parameters. Besides, the two neighbor aggregation methods

appear to be equivalent. A new version of the node generation module,

M1(III) was also trained, increasing the number of training epochs and de-

creasing the initial learning rate (see Table 5.1), in order to stabilize the

learning process and avoid early suboptimal solutions. The relevant setups

of our model, produced in these experiments, are summarized in Table 5.4.

Table 5.5 compares the results achieved by the most interesting configura-

tions of the proposed MG2N2 to various baselines, including the the state of

the art for unconditional generation on QM9 (see Subsection 5.3.3 for the

metrics). In particular, we compared to: ChemVAE [94], which is based on

SMILES strings, and represents a good baseline which does not exploit a

graph representation; GrammarVAE [110], which is also based on SMILES,

and exploits the grammar of this string representation of molecules; MolGAN

[117], which is the best sequential model on this dataset; GraphVAE [113],

which is a very competitive (VAE based) method; and MPGVAE [153], a

VAE approach in which both the encoder and the decoder are Message Pass-

ing Neural Networks [64]. The average values and standard deviations of the

chemical descriptors are compared to the equivalent measures from the test
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set. As for the MolGAN approach [117], our model does not include the com-

putation of likelihood, nor is it optimized for the global reconstruction of the

training examples, as VAEs do 7. The lack of an explicit global reconstruc-

tion penalty is one of the reasons for the very high novelty of the material

produced by MG2N2: the model is not forced to perfectly reconstruct the

molecules on a global basis, but it is forced to correctly reconstruct the local

parts of the graph. This approach is expected to preserve a certain degree

of validity while encouraging the model to explore more different molecu-

lar patterns. Though GraphVAE and MolGAN have higher validity, our

model outperforms both of them in terms of uniqueness of the compounds.

MPGVAE almost reaches the validity shown by MolGAN, while also achiev-

ing good uniqueness, and novelty, and outperforming the other approaches.

This advantage is mainly due to the message passing steps performed on

the graph in the encoding/decoding pipeline. The aggregated VUN score

shows that MG2N2 generates the highest percentage of molecules which are

valid, unique, and novel at the same time. Notice that, differently to all of

the baselines, our method explicitly generates the hydrogen atoms, and all

of the hydrogens are required to have been explicitly generated to mark a

molecule as valid. This difference is one of the factors determining the lower

performance of our approach on the validity metric.

To further assess the chemical similarity between the generated material and

the test set of molecules from QM9, we plotted the distributions of the chem-

ical descriptors, which can be observed in Fig. 5.3. For a qualitative visual

comparison, showing the similarity between test set graphs and generated

graphs, we extracted some valid molecules at random from each set and plot-

ted their structural formulas with RDKit (see Fig. 5.4).

While achieving an acceptable logP distribution, configuration C3 fails to

reproduce the QED distribution of the test set. Configuration C2, instead,

generates compounds which have very similar logP and QED distributions

with respect to those of the test set. This is due to the further optimization

carried out on C3: while achieving the goal of building more valid com-

7VAEs learn to reconstruct the training examples as closely as possible. The recon-

struction penalty is calculated on a global basis, as the Kullback–Leibler divergence be-

tween the example graph and its reconstructed version. As the KL–divergence cannot be

directly optimized, due to the presence of intractable terms, VAEs optimize the Evidence

Lower BOund (ELBO) of these terms, which provides a valuable method to enforce a

good global reconstruction.
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Model Valid Unique Novel VUN Avg. QED Avg. logP Avg. Mol. Wt.

ChemVAE 0.103 0.675 0.900 0.063 - - -

MPGVAE 0.910 0.680 0.540 0.334 - - -

GrammarVAE 0.602 0.093 0.809 0.045 - - -

GraphVAE 0.557 0.760 0.616 0.261 - - -

MolGAN 0.981 0.104 0.942 0.096 - - -

Ours(C2) 0.511 0.888 1.000 0.454 0.461 (0.116) 0.272 (1.336) 134.8 (45.7)

Ours(C3) 0.668 0.340 1.000 0.227 0.404 (0.088) 0.238 (1.093) 75.3 (52.8)

Test - - - - 0.482 (0.096) 0.270 (1.325) 127.3 (7.6)

Table 5.5: Validity, Uniqueness, and Novelty of generated compounds assessing the quality

of our models and the baselines on the QM9 dataset. The average values of chemical

descriptors (Molecular Weight, logP, and QED) are compared to the same quantities

measured over the test set. Standard deviations are reported between parentheses. Metrics

for GrammarVAE, ChemVAE, and GraphVAE are taken from the GraphVAE article [113].

The performance of MolGAN [117] and MPGVAE [153] are taken from their respective

papers.

pounds, it actually went in contrast with the other objectives of generating

unique, novel molecules with QM9–like properties. The learning parame-

ters proved to have a role in determining the properties of the model, as we

can see by comparing C2 and C3. C2 can be considered as our best model

configuration for QM9.

Figure 5.3: logP (left) and QED (right) distributions of generated graphs and training/test

molecules. It can be observed how well C2 has generalized the chemical characteristics of

the compounds seen during training.

To further assess the performance of our model, a set of experiments was

carried out on the Zinc dataset. An optimization procedure analogous to

the one described in Subsection 5.3.2 for QM9 allowed to set up the three

modules independently. The hyperparameters were then optimized accord-



66 CHAPTER 5. MOLECULAR GNN FOR DRUG DISCOVERY

Figure 5.4: Grid representation of random samples of 14 valid molecular graphs generated

with configuration C2 (a), 14 valid molecular graphs generated with configuration C3 (b),

and 14 molecular graphs from the QM9 test set (c).

ing to the VUN aggregated score. The best model configuration, which was

used for the final experiment, is reported in Table 5.6.

To determine the best network parameters for the experiments on Zinc, we

started from the best model configuration on QM9, and performed a small

grid search in its vicinity, as a more extensive parameter search would have

had an infeasible time and computational cost. It can be noticed that mod-

ules M1 and M2 required an increased number of parameters to converge,

with respect to the QM9 case. This is due to the larger size of the Zinc

molecular graphs (up to 38 heavy atoms) compared to the QM9 ones (up

to 9 heavy atoms), and to the larger number of node and edge types. The

larger size of Zinc molecules also implies a longer generation sequence (on

wider graphs), which added to the larger number of examples, and to the

larger number of network parameters, multiplies the time and memory bur-

den of each experiment. For this reason, we limited the experimentation
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Module Aggregation Epochs LR kmax HUstate HUout

M1(Zinc) sum 2000 10−3 6 150 80

M2(Zinc) avg 1000 10−3 4 50 70

M3(Zinc) avg 500 2× 10−3 6 20 50

Table 5.6: Module configurations used in the Zinc experiment, identified by the module

number M1, M2, or M3 introduced in Subsection 5.2.2. Hyperparameters correspond to:

neighbor aggregation function (Aggregation), training epochs (Epochs), initial learning

rate (LR), maximum state convergence iterations (kmax), hidden units of the state network

(HUstate), and hidden units of the output network (HUout).

Model Valid Unique Novel VUN

GrammarVAE[110] 0.310 0.108 1.000 0.033

ChemVAE[94] 0.170 0.310 0.980 0.052

GraphVAE[113] 0.140 0.316 1.000 0.044

CGVAE[154] 1.000 0.998 1.000 0.998

Ours 0.753 0.107 1.000 0.081

Table 5.7: Validity, Uniqueness, and Novelty of generated compounds assessing the quality

of our model and the baselines on the Zinc dataset. The performance of the other models

are taken from the CGVAE article [154]

.

on Zinc to the comparison with other models in the literature. Table 5.7

reports the performance of competitive models which were tested for un-

conditional generation on Zinc, according to the Validity, Uniqueness, and

Novelty metrics defined in the GraphVAE paper [113] and to the VUN aggre-

gated score defined in Subsection 5.3.3. In particular, our model is compared

to GraphVAE, ChemVAE [94], GrammarVAE [110], and the state of the art

approach CGVAE [154]. The great difference in performance between CG-

VAE and the other methods is largely justified by the different approach to

the problem. In CGVAE, molecules are kekulized during the preprocessing

stage, thus aromatic bonds are reduced to either single or double bonds.

The other hard chemical laws, like valence rules, that would invalidate the

generated molecule if violated, are enforced as hard constraints, preventing

the possibility of generating invalid molecules [154]. In all the other reported

methods, including ours, these rules are learned by the model. Contrarily

to what happended on QM9, in this case our model outperforms the stan-

dard VAE baselines thanks to the higher validity. This suggests that, as

the number of atom types grows, the importance of generating the atoms

sequentially and re–examining the output graph at each step, also grows.
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5.4 Conclusions

This Chapter introduced a generative model for molecular graphs: MG2N2,

and a sequential generation algorithm devised for this purpose. The novelty

of the presented approach is represented by the exploitation of the capabili-

ties of GNNs to natively process graph–structured data. This allows to use

the graph output of the previous step as the network input, which represents

an advantage with respect to other sequential methods, that mainly rely on

the sequence of previous decisions, rather than on the graph they produce.

The modularity of MG2N2 implies an easier, less resource demanding, learn-

ing process.

In line with all the other sequential methods, and contrarily to VAEs, the

generation process is easily interpretable: the steps in which errors occur, or

in which specific atoms and bonds are created, can be readily identified in

the generation sequence. This feature is very important as it simplifies any

process of improvement or repurposing of the model.

The model was tested on a benchmark generation task over the QM9 dataset.

The distributions of the chemical descriptors retraced those measured on the

held out test set. The quality of generated graphs proved to be very high,

allowing our model to outperform very competitive baselines. The same per-

formance level was observed also on the Zinc dataset, when comparing our

model to similar approaches.

Future work on this line of research could focus on generalizing MG2N2 or

a similar model to other molecular graph generation problems, and on ex-

tending the approach to conditional generation. A conditional generation

model could be implemented by concatenating a vector of desired properties

to the input of each module. The comparison with a completely different

approach, like CGVAE, which simplifies the generation problem by enforcing

chemical rules as hard constraints, suggests that a constrained, or fragment–

based, version of MG2N2 could improve the performance on datasets of larger

molecules, like Zinc. Moreover, studying a theoretical mathematical formu-

lation of sequential generation could also be an important matter of future

research.



Chapter 6

Drug Side–Effect Prediction

with Graph Neural Networks

This Chapter describes a predictor of DSEs based on GNNs, trained on a

heterogeneous relational dataset integrating multiple data sources, which is

the subject of publication [P02].

DSEs represent a common health risk, with an estimated 3.5% of all hospi-

tal admissions, and approximately 197,000 annual deaths, in Europe alone,

related to adverse drug reactions [155]. Such adverse outcomes turn out

to be extremely expensive for public care systems. Drug–related morbidity

and mortality are estimated to have cost nearly 177.4 billion in the United

States alone in the year 2000 [156]. As prescription drug use is increasing

[157], the numbers and costs related to DSEs are also expected to rise. DSEs

are a huge problem for pharmaceutical companies, as their occurrence during

clinical trials slows down drug discovery processes and prevents many can-

didate molecules from being selected as commercial drugs [82]. Therefore,

predicting DSEs before submitting a molecule to clinical trials is extremely

important to avoid health risks for participants and cut drug development

costs [120].

Computational prediction methods, and in particular DL methods, are tech-

niques of growing importance in this scope [126]. DSEs are, in fact, triggered

by complex biological mechanisms, involving interactions between different

entities, such as drug functional groups, proteins, genes, and metabolic pro-

cesses. As a consequence, an efficient predictor should be capable of pro-

cessing heterogeneous data, accounting for the relationships among different

data types [127]. Current ML methods for DSE prediction have increased

69
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the number and variety of features considered for computing the predictions,

but they are still widely based on Euclidean (vectorial) data, whereas the

relevant information for DSE prediction is relational in nature. This is a

limit, since the relational information must undergo a preprocessing to be

transformed into vectors, with an inevitable loss of information. In addition,

preprocessing methods usually require re–thinking when new features are

added. GNNs, instead, can process relational data directly in graph form,

exploiting all the structural information.

In this Chapter, we describe a new method for single–drug side–effect pre-

diction based on GNNs, and a graph dataset built for this task, accounting

for drug–gene, drug–drug, and gene–gene relationships. To the best of our

knowledge, this is the first ML approach to be able to exploit directly graph

structured relational data, for the prediction of single–drug side–effects.

The main contributions discussed in the Chapter are as follows.

• The first contribution corresponds to the construction of a relational

dataset for the prediction of DSEs, made with data coming from well–

known publicly accessible resources. The dataset is a single heteroge-

neous graph, in which two types of nodes (drugs and genes) share three

types of edges (drug–gene, drug–drug, and gene–gene relationships).

Both drug and gene nodes have features, accounting respectively for

their chemical properties and for their characteristics and function.

• The second contribution consists of DruGNN, a GNN–based method

for the prediction of DSEs on the new dataset we constructed. The pre-

diction is set up as a multi–class multi–label node classification prob-

lem (applied only to drug nodes, and not to gene nodes), in which each

DSE corresponds to a class. We adopt a mixed inductive–transductive

learning scheme [140] that exploits both the features of drugs and genes

(induction path) and the information on the side–effects of known drugs

(transduction path), in order to predict the side–effects of new drugs.

The whole method is flexible, since the graph dataset can be easily ex-

tended to include other node features and further relationships without

changing the ML framework [142].

• The approach is assessed experimentally, with very promising results,

showing a good classification accuracy. The performance of DruGNN

are compared to those of similar graph–based models (using the same
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inductive–transductive scheme) and to those of a deep MLP that can-

not exploit relational information. The usability of DruGNN is dis-

cussed, as it can be exploited for the prediction of DSEs of new drugs

without retraining.

• Finally, two ablation studies, one over the set of side–effects, and the

other over the set of features, show the model robustness and the con-

tribution to learning brought by each single data source.

The rest of this Chapter is organized as follows. Section 6.1 describes the

dataset, its construction process, and the data sources. Section 6.2 sketches

the GNN–based prediction method, giving implementation details of the

GNN model specific of this application in Subsection 6.2.1, explaining the

inductive–transductive learning scheme in Subsection 6.2.2, and describing

the experimental setup in Subsection 6.2.3. Section 6.3 presents the results

obtained, and a discussion on their relevance and meaning: results of the

ablation studies are presented in Subsection 6.3.1, the comparison with other

models is carried out in Subsection 6.3.2, and Subsection 6.3.3 discusses the

expected use of the method. Finally, Section 6.4 draws conclusions on the

method and the results.

6.1 Dataset

Computational methods for the prediction of DSEs have mainly relied on

Euclidean derived features so far. Even methods, like [119], that do use

topological information (i.e. about the metabolic network), compress it into

a Euclidean space before processing. Since DSEs are triggered by complex

biological phenomena, data for predicting DSEs are heterogeneous and come

from multiple sources. Drug protein targets are of key importance, as high-

lighted by the good results of Sparse Canonical Correlation Analysis between

drug targets and DSEs [120]. Chemical drug features play an important role

too [124], as well as metabolic data [123]. Combining all these pieces of

information, even in Euclidean form, yields the best results when using DL

predictors [126]. As a consequence, to build our dataset, we integrated infor-

mation from all of these sources. The main novelty of the presented approach

consists in building a graph with these data, and processing the graph as it

is, without forcing data objects into Euclidean vectors of features.
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The dataset consists of a single graph, in which each drug, as well as each

gene, is mapped to a node. Both drug nodes and gene nodes are described by

feature vectors. Edges represent drug–drug relationships, drug–gene interac-

tions, and gene–gene interactions. Side–effect labels are associated to each

drug node. These labels will be used, according to the inductive–transductive

scheme, as either transductive features for known drugs, or class supervisions

for new drugs. A sketch of the graph is provided in Fig. 6.1.

Figure 6.1: Illustration of the graph composition. Drug nodes are represented as blue

coloured circles, while gene nodes are represented as orange coloured circles. Blue and

orange rectangles account for drug and gene features, respectively. Red rectangles repre-

sent classes.

The associations between drugs and side–effects were downloaded from the

SIDER database [158], which collects DSE information by aggregating mul-

tiple public information sources, summing up to 5,868 side–effects occurring

on 1,430 drugs, with a total of 139,756 entries, each accounting for the as-

sociation of a single drug to a specific side–effect. In our graph, a node

was created for each drug. Each side–effect corresponds to a class. Our

set of gene nodes, as well as the gene–gene edges, representing the interac-

tions between two genes or their products, were constructed by downloading

protein–protein interactions (PPI) information from the Human Reference

Interactome (HuRI) [159], and mapping each protein to the gene it is a

product of. The product–gene associations were obtained from Biomart

[160]. Drug–protein interactions (DPI) were downloaded from the STITCH

database [161], one of the most complete and up–to–date DPI databases

available. Once again, using Biomart, each protein was mapped to the gene
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it is a product of, obtaining the links between drug nodes and gene nodes.

Drug features were retrieved from PubChem [162], which provides seven

chemical descriptors for each molecule in the dataset, as well as the SMILES

string describing its structure. The seven chemical descriptors consist in:

molecular weight (MW), polar surface area (PA), xlogp coefficient (LP),

heavy atom count (AC), number of hydrogen bond donors (HD), number

of hydrogen bond acceptors (HA), and number of rotatable bonds (RB). In

order to better describe each drug molecule, we also translated its SMILES

representation to the corresponding structural formula, and extracted its

substructure fingerprint, using RDKit software1. In order to keep the feature

vector size of drug nodes similar to that of gene nodes (gene feature vectors

are 140–dimensional and will be described in the following), we opted for

drug substructure fingerprints of size 128, bringing the total size of the drug

feature vector to 135.

Drug substructure fingerprints were also exploited to build the drug–drug

set of edges, accounting for similarity relationships between molecules. In

particular, the Tanimoto similarity [163] of the fingerprints of each pair of

drugs was measured, adding an edge only to those pairs which were above a

similarity threshold (which was set as a hyperparameter at graph construc-

tion). Fingerprints were extracted with RDKit again, but with size 2048, in

order to better estimate the Tanimoto similarity.

Gene features were obtained from two sources. Biomart [160] provided three

pieces of information: the chromosome, which was one–hot encoded for a

total of 25 features (22 regular chromosomes, plus X, Y, and mitochondrial

DNA); the strand the gene is codified on (+1 or −1); the percentage of GC

content. Gene ontology [164] provided the molecular function ontology terms

each gene is mapped to. These describe the molecular function of each gene,

which, combined to the gene–gene interaction links, allow to reconstruct the

metabolic network. Since Gene Ontology mapped our genes to a total of

3,422 terms, we clustered the terms to those appearing at the higher levels

of the molecular function ontology, using DAVID [165] [166]. This produced

113 unique terms, which were one–hot encoded and concatenated to the

gene features obtained from Biomart (for a total of 140 features on each

gene node).

We subsequently selected only side–effects with a sufficient number of occur-

1RDKit: Open–Source Cheminformatics Software, by Greg Landrum. URL:

https://www.rdkit.org/
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rences in SIDER: In order for the network to be able to learn the associations

of each side–effect, we applied a minimum threshold of 100 occurrences, re-

ducing the number of side–effects in the dataset to 360. After this first

filtering step, drugs without side–effects were also removed, reducing the

number of drug nodes in the graph to 1,341. Genes with incomplete features

were also discarded, along with their gene–gene interactions, bringing the

number of gene nodes to 7,881. All the drugs have complete feature vectors,

and at least one DPI. DPIs and DSEs of removed drugs were also removed.

Drugs are mapped to 360 classes (one for each side–effect), with 96,477 total

positive occurrences, and 515,160 negative ones. In this sense, belonging to

the positive class for a drug means that it produces the particular side–effect.

The target for each drug must be evaluated in relation to every possible side

effect (360) since the addressed problem is both multi–class and multi–label.

A total of 331,623 edges is present in the final version of the graph: 12,002

gene–gene interaction links, 314,369 DPI, and 5,252 drug–drug similarity

links (with a minimum Tanimoto threshold of 0.7). The dataset construc-

tion, with all the source databases and preprocessing steps, is sketched in

Fig. 6.2.

Figure 6.2: Sketch of the dataset construction. Each data source is represented by an

orange rectangle. Cyan rectangles represent data pieces. Preprocessing steps are repre-

sented by green arrows, which can include feeding data in input to other sources to obtain

refined data. Graph node subsets are represented by purple rectangles, with their labels

sketched as pink rectangles. Green rectangles are subsets of graph edges, while the blue

rectangle represents the classes (side–effects). Red arrows represent the composition of

feature labels from data pieces, while blue arrows show the composition of graph entities

(nodes, edges, classes). The yellow arrow represents the association of drug nodes to

side–effect classes.
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6.2 Method

In the work presented in this Chapter, we build a GNN–based DSE predictor

called DruGNN. Application specific implementation details of the GNN

model are given in Subsection 6.2.1. The final task is to predict the label of

drug nodes only, solving a node–based classification problem, with multiple

classes (360 side–effects) and in a multi–label setting (each drug can cause

multiple side–effects). In order to provide repeatable and comparable results,

we set a random dataset split and always use that split throughout the

experimentation. The test set contains 10% of the drug nodes and is fed

to the network only at test time. In our experiments, we also retain a 10%

of the drug nodes as a validation set, in order to check overfitting and stop

the training procedure when this occurs. The rest of the nodes (80%) is

exploited as a training set.

6.2.1 Model Implementation

This subsection describes the application–specific implementation of the

GNN model formulated in Subsection 2.3.1. In particular, in the appli-

cation presented in this Chapter, the dataset is a heterogeneous graph, in

which there are two types of nodes (drugs and genes). Therefore, the GNN

model is a Composite GNN, the formulation of which is given in Subsection

2.3.3. The state updating functions are computed by two MLPs, one for

each node type. The general formulation given in Eq. (2.10) is specified for

this application in Eq. (6.1), where Nd and Ng represents the subsets of drug

and gene nodes, respectively. Edge labels are not used in this formulation,

as edges are not labeled in our dataset:

xt
n = fw,d(x

t−1
n , ln, a

∑
m∈Ne(n)

(xt−1
m )) if n ∈ Nd ⊂ N

xt
n = fw,g(x

t−1
n , ln, a

∑
m∈Ne(n)

(xt−1
m )) if n ∈ Ng ⊂ N

(6.1)

During the training phase, the two MLPs will learn two different versions

of the state updating function. Namely, fd
w will be applied to compute the

states of all drug nodes Nd ⊂ N , while f g
w will calculate the states of all

gene nodes Ng ⊂ N . The output network is applied to the subset of nodes

in the graph for which an output is requested. In our case, these correspond
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to the drug nodes. Since this is a problem of node classification the output

function is exactly the one described in Eq. (2.7).

6.2.2 Inductive–transductive learning scheme

In the work presented in this Chapter, we make use of a mixed inductive–

transductive learning scheme [142], in which the network learns the node–

class associations exploiting a double mechanism. In standard inductive

learning, the GNN model would predict the side–effects of drugs based on

the node features of drugs and genes, and the graph connectivity. In a

transductive learning setup, the GNN model would make the predictions

based on the known side–effects of other drugs. In our mixed inductive–

transductive learning scheme, the GNN model exploits both mechanisms at

the same time.

The learning scheme entails splitting the training set into ten batches. The

network learns the input–supervision association on one training batch at

a time, while the other nine batches are exploited as a transduction set.

The features of each drug node in the transduction set are augmented with

the transductive features, corresponding to the occurrence of the 360 side

effects on that node. When analyzing the validation set, the full training set

is exploited, in the same way as described before, as the transduction set.

When analyzing the test set, the transduction set is composed of both the

validation set and the training set.

This scheme is particularly appropriate for the expected use of our dataset

and tool: the idea is to exploit the known DSE associations to predict the

DSEs of newly inserted drugs, and the mixed inductive–transductive scheme

simulates this behaviour at training, validation, and test times.

6.2.3 Experimental setup

The network hyperparameters were tuned with an extensive grid–search over

the validation set. In particular, we analyzed all the hyperparameter values

described in Table 6.1 and their combinations. Each element in the grid was

analyzed by measuring the average model accuracy in a training/validation

experiment with five repetitions.

After tuning the hyperparameters, in order to check the learning capabilities

of the DruGNN on the dataset, and in particular the effect on the learn-
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Hyperparameter Values Best Config.

Activation relu, selu, tanh, sigmoid relu

Initial Learning Rate 10−2,10−3,10−4 10−3

State Dimension 10,50,100,200 50

Hidden Units 100,200,500 200

Neighborhood Aggregation average, sum average

Dropout Rate 0.5, 0.3,0.1,0.0 0.0

Table 6.1: Hyperparameter values analyzed during the grid search procedure, and best

configuration obtained.

ing process of the reduction or expansion of the set of side–effects, we set

up a dedicated series of experiments. In this part of the experimentation,

which consists of an ablation study over the set of side–effects, our model

was trained and tested on versions of our dataset with progressively reduced

numbers of side–effects: only the k most common side–effects were retained,

with k assuming values {360, 240, 120, 80, 40, 20, 10, 5}.
To evaluate the importance of the contributions of the different data sources,

another ablation study was carried out. We grouped the features and the

edges by source and eliminated one feature/edge group at a time from the

dataset, evaluating the performance of the model in absence of that group.

The performance gap obtained gives an estimate of the importance of the

features that were kept out. There are seven feature/edge groups in our

dataset, each of which was analyzed in an experiment repeated five times.

Once again, we always used the same dataset split and the same transductive

learning scheme described for the previous experimentation (see Subsection

6.2.2).

Eventually, the DruGNN was compared to other competitive GNN models

with different characteristics, in order to assess its performance with respect

to the alternative solutions. In particular we focused on two powerful mod-

els: GCNs [65], which exploit convolutions to aggregate information com-

ing from different locations across the graph, and have shown competitive

performance on many different tasks; GraphSAGE [53], which are versatile

networks that can be configured with various aggregation and state updating

functions, being potentially competitive on every graph dataset. Addition-

ally, we also compared to a simple MLP, in order to assess the difference
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between a graph–based model and a Euclidean predictor. In particular, af-

ter a small optimization over the validation set, we used a three–layered

MLP. It was not possible to include previously published DSE predictors in

the comparison, as our dataset is completely novel, and graph–structured,

making it impossible to adapt to the feature sets of the predictors avail-

able in the literature (see Subsection 3.3). We remind that no graph–based

predictor was published for this task so far.

6.3 Results and Discussion

The hyperparameter search described in Subsection 6.2.3 produced a model

with an accuracy over the validation set of 87.22%. The same model, evalu-

ated on the held–out test set obtained an accuracy of 86.30%.

6.3.1 Ablation Studies

Given the best model configuration obtained in this first set of experiments,

we investigated the contribution of the side–effects to the learning capability

of the network. We ranked the side–effects by occurrences, and then we

progressively reduced the size of the set of side–effects, by selecting only the

most common ones. The average accuracy over five repetitions was measured

over the held–out test set. Results are reported in Table 6.2.

DSE 360 240 120 80 40 20 10 5

Acc.% 86.3 81.5 73.2 68.5 63.0 61.8 67.1 74.7

Bal.% 58.1 58.6 60.0 60.5 62.1 59.9 57.7 56.2

Table 6.2: Average accuracy percentage (Acc.%), and average balanced accuracy percent-

age (Bal.%) obtained on the test set by training and testing the model on progressively

smaller sets of side–effects (DSEs).

Since we are dealing with a multi–class multi–label classification task, each

class membership can be seen as a problem to be learned independently and

in parallel with respect to all the other classes. As a consequence, the first

expectation would be that, increasing the number of classes, the network

would have to learn a more complex algorithm, needing to solve more prob-

lems in parallel. On the contrary, the results reported in Table 6.2 show a
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clear tendency of improvement of the performance for larger sets of side–

effects. This counter–intuitive behaviour can be ascribed to the network

ability of learning intermediate solutions, which are useful for all or large

subsets of the classes, with an effect very similar to transfer learning. This

can be particularly evident in our system, in which transfer learning between

classes is fundamental because of the relatively small dimension of the set

of drugs, with the additional bonus of avoiding overfitting. An inversion of

this behaviour can be observed at lower set dimensions (up to 20), where

transfer learning becomes less easy and convenient and the network learns

to treat each class independently.

The unbalanced nature of the problem also plays a role, though. The side–

effects with less occurrences are highly unbalanced in favour of the negative

class, while the side–effects with more occurrences are unbalanced in favour

of the positive class. The balance shift as less common side–effects are re-

moved likely plays an important role in this scope.

A second ablation study was carried out on the feature/edge groups coming

from different data sources. The accuracy of the model, trained and tested in

absence of the data group, was evaluated and averaged over five repetitions

of the same experiment. Since the groups of features are of different sizes, to

better weigh the importance of each, we also measured the DPF (Difference

Per Feature) score: this is the performance difference with respect to the

complete model, divided by the number of features in the group. The de-

scription, and the corresponding performance loss observed in the ablation

study, of each data group, are reported in Table 6.3.

Table 6.3 shows that each data source has a positive contribution on the

GNN learning process. In particular, deleting the drug fingerprints brings

the largest performance drop, which can be explained by the importance

of the drug substructures in determining the side–effects, but also by the

large number of features (128) assigned to this data group. Proportionally,

looking at the DPF score, the seven PubChem descriptors have the highest

contribution, as it could be expected given their chemical relevance. The

gene features also have a relevant impact on performance, with the Biomart

derived features having a DPF equal to that of drug fingerprints. Edges also

showed to be important, as deleting each edge set leads to a performance

drop. Results suggest that drug similarity relations are the less important,

likely because drug similarity can be inferred by the network on the basis of

the fingerprints and of the drug–gene interactions.
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Group DPI PPI DDS FP PC GO BM

Type E E E DF DF GF GF

Acc.% 86.14 86.18 86.23 85.81 86.20 86.17 86.20

Diff. 0.16 0.12 0.07 0.49 0.10 0.13 0.10

Count - - - 128 7 113 27

DPF - - - 0.004 0.014 0.001 0.004

Table 6.3: Average accuracy percentage (Acc.%), and difference with respect to the model

trained on the complete feature set (Diff.), obtained on the test set by training and testing

the model on our dataset in absence of the corresponding feature/edge group (Group).

Each group is associated to a type: E (Edges), DF (Drug Features), GF (Gene Features).

For DF and GF data groups, the number of features (Count) and the difference per feature

(DPF) are reported: the latter is obtained by dividing the difference (Diff.) by the number

of features in the group (Count). Our data groups are: DPI (Drug–Protein Interactions),

PPI (Protein–Protein Interactions), DDS (Drug–Drug Similarity), FP (FingerPrints), PC

(PubChem), GO (Gene Ontology), and BM (BioMart).

Although each group of features and edges has a positive contribution to

model performance, the small performance drop obtained by switching them

off tells us that the model is robust. In fact, it works almost as well as

the complete version even when entire sets of edges or features are deleted.

We can therefore hypothesize the following. On the one hand, GNNs are ex-

pected to be robust, on the basis of previous systematic ablation studies that

demonstrated their capabilities on many types of graph datasets [56]. On the

other hand, the large quantity of features and edges, and the heterogeneous

nature of our data sources, likely boost the model’s robustness.

6.3.2 Comparison with Other Models

To assess the capabilities of DruGNN with respect to other GNN variants,

and with respect to non–graph–based Euclidean models, we also made a

comparison with GraphSage [53], GCNs [65], and with a simple MLP model

trained on a vectorized version of our drug data. The MLP gives a measure of

the results that can be achieved by applying a traditional Euclidean predictor

on our dataset. The GCN and the GraphSage are trained with the same

inductive–transductive scheme as DruGNN. All the models were trained with

the binary cross–entropy loss function, Adam optimizer [54], and an initial
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learning rate equal to 10−4. A maximum of 500 epochs was allowed for

each model, with early stopping on the validation loss, and recovery of the

best weights. As expected, all the graph–based models outperformed the

standard MLP, showing the advantage given by representing the dataset

as relationships on a graph and by learning directly on the graph structure.

Moreover, using a GraphSAGE or a GCN approach on this task did not allow

to reach the same results we obtained with DruGNN, as shown in Table 6.4.

This can be explained by the fact that our model is particularly efficient on

node property prediction tasks, as the one presented in this Chapter, while

the other GNN models tend to aggregate nodes on a larger scale, getting

an advantage on graph property prediction tasks. This is also in line with

theoretical studies on GNNs that demonstrate the processing capabilities

by simulating the Weisfeiler–Lehman test [56] (see Subsection 2.3.4). Model

evaluation is based on the average accuracy percentage obtained over 10 runs

of training and testing on the same dataset split.

Model Configuration Avg. Acc. %

DruGNN K = 6, SD = 50, DL = 1× 200 86.30%

GCN CL = 2× 36, DL = 116 82.94%

GraphSAGE CL = 2× 72, DL = 1× 168 83.11%

MLP DL = 3× 25 77.98%

Table 6.4: Comparison between different models of the GNN family. Model configuration

is reported; all of the models were optimized with a small hyperparameter search. K: max-

imum number of state update iterations for DruGNN; SD: state dimension for DruGNN;

DL: number of dense layers and units in each dense layer; CL: number of convolutional

layers and units in each convolutional layer. For GCN and GraphSage, the dense layer is

the last one before the output layer.

6.3.3 Usability of DruGNN

DruGNN is meant as a tool of real usage, that can help healthcare and phar-

macology professionals to predict side–effects of newly discovered drugs or

other compounds not yet classified as commercial drugs. The dataset and

the software are publicly available on github 2, so that both assets can be

2https://github.com/PietroMSB/DrugSideEffects
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exploited in further scientific research and by the whole community. Fur-

thermore, both the dataset and the algorithm are scalable: adding new

compounds to predict their side–effects does not compromise the network

usability (i.e., the network does not need to be retrained from scratch).

An example of such usage is represented by the prediction of the side–effects

of Amoxicillin (PubChem CID: 2171), which is part of the held–out test set

(and therefore never seen during the training or validation phases). Amox-

icillin has been determined to be similar to the following drugs, listed by

PubChem CID: 2173, 2349, 2559, 4607, 4730, 4834, 8982, 15232, 22502,

6437075. It also interacts with 76 genes. No other information but the finger-

print and PubChem features of Amoxicillin are available to the model. The

network correctly predicts 22 side–effects, among which (listed by SIDER

id) quite common and expectable ones, like C0000737 (Abdominal pain) and

C0038362 (Stomatitis), but also non–obvious ones, like C0002871 (Anaemia)

and C0917801 (Insomnia). It fails to predict 6 side–effects: C0002994 (An-

gioedema), C0008370 (Cholestasis), C0009319 (Colitis), C0011606 (Dermati-

tis exfoliative), C0014457 (Eosinophilia), C0036572 (Convulsion). Please

notice that Angioedema, Colitis, Dermatitis exfoliative, and Convulsion are

indicated as very rare for Amoxicillin. Cholestasis has relatively few oc-

currences in the dataset, and is therefore difficult to predict. Moreover, the

network shows good predictive capabilities on side–effects which are common

in the whole drug class Amoxicillin belongs to (represented by the similar

compounds in the dataset). In addition, the network predicts only one side–

effect which is not associated to Amoxicillin in the supervision: C0035078

(Renal failure).

As shown in the example, to predict the side–effects of a new compound, it

is sufficient to retrieve information (coming from wet–lab studies and from

the literature) on its interactions with genes, and to know its structural for-

mula. RdKit can be used to calculate the fingerprint, and consequently the

similarity to other drugs in the dataset. The PubChem features can either

be obtained from a database, or calculated with RdKit. It is then sufficient

to insert the compound in the dataset and to predict its side–effects with

DruGNN. Visualisation of the DruGNN results and the excepts from the

database could then be directly used by doctors and pharmacists.
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6.4 Conclusions and Future Work

Combining data from multiple sources is crucial for a DNN to learn complex

mechanisms regulating the occurrence of DSEs. In particular, the relational

information on the interactions of drugs and genes is well described by a

graph structure. Integrating these entities and their relations, we built a

graph dataset thought for training and testing graph–based DSE predictors.

GNNs showed very good learning capabilities on this dataset, suggesting that

a predictor based on this kind of model could help anticipate the occurrence

of side–effects. Furthermore, its application on new candidate drugs would

help saving time and money in drug discovery studies, also preventing health

issues for the participants to the clinical tests.

DruGNN is a modular approach to DSE prediction and is robust to ablation.

Moreover, it is easily usable on new drug compounds: it is sufficient to add

the new drug, with its features and gene interactions, as a node in the graph,

and to run the prediction of its classes. The model does not need retraining,

and the same inductive–transductive learning scheme can be used for future

additions of compounds and predictions of their side–effects. The prediction

relies on a modular multi–omics robust approach, based on information re-

trieved from publicly available sources. In principle, the same graph could

be exploited also to predict the drug–gene interactions of new compounds,

by applying link prediction over the gene set.

Since drug structures proved to be one of the most important parts of our

dataset for DL, an interesting future direction is represented by the develop-

ment of a GNN–based predictor that could analyse the structural formulas

of the molecules, represented as graphs. These molecular graphs could be

augmented with features coming from the gene side and drug–gene relations.

In this scope, the algorithm could even be combined with generative models,

like MG2N2 [11] (described in Chapter 5), that generate molecular graphs of

possible drug candidates in large quantities. The task of the DSE predictor

would be to screen out all the candidate compounds with high probabilities

of occurrence of particular side–effects.

Another very interesting direction is that of specializing the predictor pre-

sented in this work, in order to take into account tissue–specific data (i.e.

gene expression) and fine–tune a dedicated version of the model for each

tissue. This could be made possible by exploiting tissue specific side–effect

targets, leading to a more detailed prediction which could also be personal-
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ized, given the gene expression values of each individual, as expected in the

context of precision medicine.



Chapter 7

Graph Neural Networks for the

Prediction of Protein–Protein

Interfaces

In this Chapter, a predictor of protein–protein interfaces based on GNNs,

corresponding to publication [P11] is presented.

Proteins are fundamental molecules for life. They are involved in any bio-

logical process that takes place in living beings, carrying out a huge variety

of different tasks. In these molecules, functionality and structural confor-

mation are strictly correlated [167]. Therefore, analyzing structural features

of proteins is often useful in understanding which biological processes they

are involved in, which ligands they bind to, and which molecular complexes

they form.

The structure of a protein can be described at three different levels: the pri-

mary structure corresponds to the sequence of amino acids it is composed of;

the secondary structure corresponds to the local conformation of the peptide

chain, in the shape of α–helices, β–sheets or coils; the tertiary structure rep-

resents the three–dimensional configuration of the molecule. Often, two or

more molecules bind together to form a protein complex, whose shape goes

under the name of quaternary structure. Dimers are the simplest protein

complexes, as they are composed of just two monomers.

To form such complexes, monomers interact through specialized parts of their

surface, called binding sites or interfaces. These interactions can be studied

with the help of graph theory. Indeed, each monomer can be represented as

a graph, with nodes corresponding to Secondary Structure Elements (SSEs),
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while edges stand for spatial relationships between adjacent SSEs, which can

be parallel, anti–parallel or mixed. Using graphs of two different monomers,

a correspondence graph can be built, whose nodes describe all the possible

pairs of SSEs from the two different subunits [138]. Based on the correspon-

dence graph, identifying binding sites on protein surfaces can be reformulated

as a maximum clique search problem [137].

The maximum clique problem is known to be an NP–complete problem,

meaning that, except for very small graphs, traditional operations research

algorithms [168] will employ a prohibitive amount of time before solving it.

From this consideration stemmed the idea of using a ML method to solve the

problem with reasonable computational costs. In particular, GNNs [1] look

like the perfect model, with their ability to process graph–structured inputs.

In this scope, the maximum clique problem consists of a binary classification

between the nodes which belong to the maximum clique and those which do

not. In particular, the solution proposed in this Chapter entails applying

LGNNs [61] to solve the maximum clique problem.

The rest of the Chapter is organized as follows. Section 7.1 illustrates the

method, sketching the data acquisition and processing operations in Sub-

section 7.1.1, giving implementation details on GNNs and LGNNs in Sub-

section 7.1.2, and describing the experimental methodology in Subsection

7.1.3. Section 7.2 presents and gives interesting insights on the results of the

work. Finally, Section 7.3 discusses the results of the approach and draws

conclusions.

7.1 Materials and Methods

The method described in this Chapter consists of building a dataset for

protein–protein interface prediction, in which pairs of monomers are asso-

ciated to a correspondence graph. This graph is analyzed with LGNNs in

search of the maximum clique.

7.1.1 Dataset Construction

To build the dataset, heterodimers (i.e. dimers formed by two different

monomers) characterized by the absence of disulfide bridges, the presence

of salt bridges, and protein–protein interaction sites were searched in the

Protein DataBank in Europe (PDBePISA) [169]. We obtained a database of
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6,695 known proteins for a total of 160,680 monomeric interfaces. To guar-

antee biological significance, some criteria were enforced: an area of at least

200 Å2, ⟨x, y, z⟩ symmetry, and only two interacting protein molecules. After

this operation, we obtained a set of 12,455 interfaces. For every interface,

two protein graphs were built, representing two polypeptide chains which

interact on the binding site.

The monomeric graphs were built using VPLG [170], with PDB [171] and

DSSP [172] files representing the whole protein. Each node v is labeled with

a feature vector lv which consists of: an ID number, the SSE type, the num-

ber of occurrences of cysteine and that of the aromatic amino acids (tyrosine,

tryptophan and phenylalanine), the percentage of amino acids taking part

in the interface and the overall hydrophobicity [173], the charge and Acces-

sible Surface Area (ASA) of the SSE, respectively as the sum of hydropathic

indexes, charges and accessible surface areas of each amino acid at pH 7.

Once the graph has been produced for both monomers, it is possible to build

the correspondence graph [137, 138]. Let G1 = (V1, E1) and G2 = (V2, E2)

be the graphs representing two protein chains and G = (VG, EG) be the

correspondence graph of G1 and G2. Let vi, ui ∈ Vi be two generic nodes

in Gi with i = 1, 2. Therefore, two nodes v = (v1, v2), u = (u1, u2) ∈ VG

are connected by an edge (v, u) ∈ EG if and only if ∃(v1, u1) ∈ E1 and

∃(v2, u2) ∈ E2. The edge label eu,v is a one–hot representation of the spatial

relationship between two adjacent nodes in G, which depends on the labels

ev1,u1 and ev2,u2 , so that ev,u is the same edge label if both the edge labels in

G1 and G2 are equal, mixed otherwise. The label of node v ∈ VG consists

of: an ID number, a one–hot representation of the SSE type, the differences

in the occurrences of cysteine and the aromatic amino acids, the arithmetic

mean of the two hydrophobicity values, the minimum of the ASAs and the

sum of the charges of the two SSEs. In particular, the SSE type of the node

v ∈ VG, which represents v1 ∈ V1 and v2 ∈ V2, is the same as that of the

nodes v1 and v2 if both belong to the same SSE class, while it is defined as

mixed if they belong to different SSE classes.

The node targets were generated with the Bron and Kerbosch algorithm

[174], which identified the cliques within each correspondence graph, with a

minimum size of three nodes. Subsequently, these cliques were analyzed, in

order to determine whether or not they were biologically significant. In this

context, a clique is defined as positive or biologically significant if and only

if all the nodes belonging to that clique represent pairs of SSEs of different
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monomeric graphs, that contain both at least one residue that is part of

the interface. Hence, the target attached to each node is a two–dimensional

vector containing a one–hot encoding of the two classes: positive if the node

belongs to a biologically significant clique, negative otherwise.

We obtained 512 correspondence graphs, each containing at least one bio-

logically significant clique (and any number of negative cliques) composed

of three or more nodes. These were not completely connected, often being

made of multiple separated connected components. Since many connected

components did not include cliques, a pruning strategy was adopted, in or-

der to clean the dataset. The correspondence graphs were split, obtaining a

graph for each connected component. We kept only those which contain at

least one clique, whether positive or not. This operation produced the final

dataset of 1044 connected graphs, 537 of which contain a positive clique,

while the remaining 507 contain only negative cliques. Table 7.1 provides

numerical information on the dataset, before and after the pruning process.

Dataset Graphs Edges Nodes Nodes0 Nodes1 %Nodes1

Before Pruning 512 441.203 328.629 325.798 2.831 0.86 %

After Pruning 1.044 274.608 166.424 163.593 2.831 1.7 %

Table 7.1: Dataset statistics before and after data cleaning (Nodes0/1 represent nega-

tive/positive nodes)

7.1.2 GNN Implementation

In the work described in this Chapter, GNNs are implemented as formulated

in Subsection 2.3.1, with the only difference represented by the fact that edge

labels are not taken into account, because edges are unlabeled in this dataset.

Moreover, the only neighborhood aggregation function used in this case is

the sum. Therefore the hyperparameter a will always have value a = 1. The

state updating function fw defined in Eq. (2.6) can be re–written as in Eq.

(7.1):

xt
n = fw(xt−1

n , ln,
∑

m∈Ne(n)

(xt−1
m , lm)) (7.1)

Since this is a node classification task, the output function gw is implemented

exactly as defined in Eq. (2.7).
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GNNs are stacked to build up a layered architecture, namely a LGNN [61],

in which each layer consists of a GNN. The first layer is a standard GNN

operating on the original input graphs. Each layer after the first is trained on

an enriched version of the graphs, in which the information obtained from the

previous layer is concatenated to the original node labels. This additional

information consists in, either, the node state, the node output, or both.

Formally, the label of node n in the i–th layer, i > 1, is lin = [ln, x
i−1
n ] or

lin = [ln, x
i−1
n ] or lin = [ln, x

i−1
n , oi−1

n ], where xi−1
n , oi−1

n are, respectively, the

state and the output of node n at layer i − 1 of the cascaded architecture.

This scheme encourages each layer to refine the solution provided by the

previous layers, improving the performance with respect to a single–layered

GNN. LGNNs are trained step by step, one layer after the other, from the

first to the last. Each layer is trained using the same original targets. Given

the operation described for the labels, all the mathematical formulations

remain valid for each layer.

7.1.3 Experimental Setup

A binary GNN classifier was developed for the detection of maximum cliques

in the correspondence graphs, which addresses the problem as a node–based

classification task. Usually, in a classification task, the performance is mea-

sured in terms of accuracy. This metric, though, is not precise on unbalanced

datasets, like ours. Therefore, we decided to evaluate the model’s perfor-

mance using the F1–Score, which combines precision and recall to provide a

balanced measure.

The architecture of the MLP module dedicated to the output function gw
was kept fixed, using a single level MLP and the softmax activation func-

tion. On the contrary, a 10–fold cross–validation was performed in order

to determine the best hyperparameters for the MLP implementing the state

updating function fw. According to the cross–validation results, the MLP

architecture with better performance has got a single hidden–layer with logis-

tic sigmoid activation functions. This setup was used also to test a 5–layered

LGNN network, where each GNN layer shares the same architecture.

In order to evaluate the performance of the LGNN, a 10–fold cross–validation

was carried out. The LGNN is composed of 5 GNN layers, each with state

dimension equal to 3. The state is calculated by a one–layer MLP with lo-

gistic sigmoid activations, while the output is calculated with a one–layer
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MLP with softmax activation. Since the negative/positive examples ratio

is quite large, the weight of positive examples is fixed to the 10% of this

ratio, against a weight of 1 for negative examples, in order to balance the

learning procedure. The model is trained with the Adam optimizer [54] and

the cross–entropy loss function.

7.2 Experimental Results

The best performance is obtained with LGNNs integrating only the state

in the node labels. There are slight improvements in precision and more

tangible improvements in recall, which gains more than 10 percentage points

in the second GNN level, and then continues to grow and stabilize in the

following levels, as shown in Fig. 7.1. This architecture is the only one in

which we observe a significant increase of the F1–Score, getting more than 6

percentage points from nearly 35% of the first GNN level to more than 40%

in the final GNN level, as reported in Table 7.2.

Contrariwise, integrating in the node labels only the output or both the

state and the output, the F1–score decreases through the LGNN layers.

The other parameters remain almost stable, except for recall, which slightly

increases through the LGNN layers. However, the standard deviation of

the recall tends to grow, suffering from a marked dependence on the initial

conditions of the experiment. The results confirm the expectations based on

biological data and show good performance in determining the interaction

sites, recognizing on average about 60% of the interacting nodes.

Figure 7.1: 5 levels LGNN 10–fold cross validation results: F1–score
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Output Level 1 Level 2 Level 3 Level 4 Level 5

Precision 0.319(0.069) 0.271(0.058) 0.287(0.049) 0.266(0.046) 0.295(0.07)

Recall 0.455(0.048) 0.447(0.111) 0.476(0.061) 0.446(0.101) 0.517(0.059)

F–Score 0.368(0.046) 0.331(0.062) 0.354(0.04) 0.329(0.062) 0.368(0.049)

State Level 1 Level 2 Level 3 Level 4 Level 5

Precision 0.31(0.061) 0.279(0.045) 0.322(0.052) 0.295(0.053) 0.328(0.061)

Recall 0.436(0.063) 0.558(0.056) 0.524(0.087) 0.585(0.08) 0.571(0.067)

F–Score 0.358(0.05) 0.368(0.039) 0.392(0.041) 0.387(0.053) 0.414(0.055)

Both Level 1 Level 2 Level 3 Level 4 Level 5

Precision 0.308(0.063) 0.273(0.052) 0.261(0.106) 0.301(0.064) 0.296(0.06)

Recall 0.46(0.056) 0.544(0.109) 0.52(0.185) 0.518(0.168) 0.597(0.096)

F–Score 0.364(0.047) 0.354(0.042) 0.342(0.125) 0.372(0.085) 0.392(0.063)

Table 7.2: Results obtained with three different LGNN settings: propagating the output,

the state or both from one layer to the next

7.3 Conclusions

We addressed the problem of protein–protein interface detection as a search

for the maximum clique in the interface correspondence graph. Although

the problem is NP–complete, our method, based on GNNs, can find the

maximum clique in affordable time. The performance of the model was

measured in terms of F1–score and shows that the approach described in

this Chapter is very promising, though it can be further improved. One key

idea in this direction is that of using graphs in which the nodes correspond to

single amino acids, rather than to SSEs. Although this latter approach would

increase the complexity of the problem, it would avoid the loss of information

we encounter in compressing amino acid features into SSE nodes. Moreover,

predictions obtained in this setting would be more accurate, describing the

binding site at the amino acid level.
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Chapter 8

Other Works

This Chapter provides an overview of the other activities carried out during

the Ph.D. and not strictly related to the content of the thesis. Section 8.1,

presents the participation into a theoretical activity focused on trustworthy,

automatic, interpretable, fair, and secure learning with GNNs [P06]. Section

8.2 describes GlyPipe, a software pipeline for the automatic prediction of

glycine mutations that can induce the formation of protein surface pockets,

the druggability of which is evaluated with an MLP, based on various types

of pocket features. The approach, which is the focus of publication [P07], is

described in Subsection 8.2.1, while its applications, corresponding to publi-

cations [P08] and [P09], are presented, respectively, in Subsection 8.2.2 and

in Subsection 8.2.3. Section 8.3 collects approaches that could help the scien-

tific research on Covid-19. Subsection 8.3.1 introduces a method to predict

binding sites on the surface of spike glycoprotein monomers that could host

molecules capable of impairing the formation of the quaternary structure of

the spike glycoprotein itself. This work lead to publications [P04] and [P15].

Subsection 8.3.2 presents a siamese LSTM for the fast estimation of align-

ment scores of human coronavirus sequences, and a consequent investigation

of similarity between Covid–19 and other human coronaviruses, presented in

publication [P10]. Section 8.4, instead, presents an attention–based LSTM

predictor of protein secondary structures [P05]. Section 8.5 presents a proof

of concept of a mechanism based on GNNs that could facilitate the exchange

of experience and support between caregivers of rare disease patients [P14].

Finally, Section 8.6 provides a description of two applications of DL tech-

niques to image analysis tasks coming from the real world: Subsection 8.6.1

describes a CNN model for dragonfly action recognition [P13], while Sub-
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section 8.6.2 illustrates a deep CNN approach for the classification of skin

lesions [P12],

8.1 Towards Learning Trustworthily, Auto-

matically, and with Guarantees on Graphs

In this Section, the collaboration to a theoretical work, corresponding to pub-

lication [P06], is presented. The work is focused on surveying the possibility

of learning with GNNs in accordance with a variety of virtuous conditions.

These conditions include the possibility of learning in a trustworthy way,

and learning automatically. Fairness, security, safety, and robustness are

analyzed, as well as privacy and explainability [175]. In particular, the col-

laborative activity was mainly focused on defining the computational power

of GNNs, and surveying the existing methods for this task, as described in

Subsection 2.3.4. The unfolding tree method [7] was presented and mathe-

matically formulated. The alternative method [56], based on the Weisfeiler–

Lehman isomorphism test [57] was then described, along with the classifi-

cation of GNN models into tiers of different expressive power according to

the possibility of simulating the Weisfeiler–Lehman test. The equivalence

between the two methods [59] was discussed and the conditions under which

GNNs are universal approximators on graphs were defined.

8.2 GlyPipe: Opening New Protein Surface

Pockets

This Section describes GlyPipe: a predictor of mutations that can open new

pockets on the surface of protein structures, and the automatic evaluation

of the druggability score of the pockets formed with this approach. Two

relevant applications [176, 177] of this method are then presented.

8.2.1 Glycine–induced formation and druggability sc-

ore prediction of protein surface pockets

In this Subsection, a new idea is proposed for the realization of mutated

proteins, in order to form new transient pockets on their surface, capable of
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hosting drugs. In particular, new allosteric sites are obtained by replacing

amino acids with bulky side chains with glycine, Gly, the smallest natural

amino acid. We also present a ML approach to evaluate the Druggability

Score (DS) of new (or enlarged) pockets. These features are implemented in

a software pipeline, called GlyPipe, for the prediction of glycine–mutations

that can induce the formation of druggable pockets. This approach is de-

scribed in publication [P07].

GlyPipe takes protein structure files, in PDB format [171], in input, searches

for the best glycine substitution and evaluates the DS of the resulting pocket,

returning the mutant structure, the pocket, and its predicted DS. The work-

ing steps of GlyPipe are represented in Fig. 8.1.

Figure 8.1: Steps of the GlyPipe software pipeline

The first module in the pipe makes use of the Simple Atom Depth Index

Calculator [178] and of the POPS software [179] to select residues which are

located on the surface, not excessively exposed, and with their side–chain

pointing outwards. The set of residues meeting these conditions is sequen-

tially scanned, in search of the amino acid which is most likely to produce

a druggable pocket, once substituted with a glycine. The best amino acid

types are Phe, Trp, and Tyr, but also other non–polar zero–charge amino

acids are considered. The glycine mutation is applied to the protein struc-
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ture using PyMOL 1. The stability of the mutant structure is checked with

an energy minimization protocol provided by PyMOL. Once the mutated

structure has been minimized, it is analyzed with PockDrug [180]. The new

pocket can be detected by comparing the results of this analysis to those

obtained on the natural version of the structure. If a new pocket is found

in the vicinity of the mutated amino acid, the following step is applied to

evaluate its druggability. In some cases, a pocket exists, close to the mutated

amino acid, both before and after the mutation: in this case the druggability

is evaluated for both versions of the pocket, and compared.

GlyPipe is equipped with an MLP regressor, which takes the pocket descrip-

tors in input and predicts the pocket DS. Relevant descriptors correspond

to chemical and physical features of the pocket, such as: hydrophobicity

[173], fraction of polar residues, numbers of aromatic and aliphatic residues,

charge, diameter, and volume. In order to train and test the model, a dataset

of labeled pocket examples was built. We selected 1,200 protein structures,

by drawing them at random from a nonredundant list of proteins collected

from the PDB [171]. From the set of 1,200 proteins, 10,797 pocket examples

were collected. The supervision was provided by evaluating the DS of each

pocket with PockDrug. The pocket set was randomly split into a training set

(9717 examples) and a test set (1080 examples), with roughly the same ratio

of negative to positive examples. After a preliminary hyperparameter search

on a validation subset of the training data, the network achieved very good

performances in replicating the DS calculated by PockDrug, while being way

faster than PockDrug in the estimation, once trained.

An ablation study was also performed, allowing to determine which of the

features are more informative. This determined that a subset of 13 features

out of 17 allows to obtain the same prediction performances than the full

feature set. Moreover, a smaller subset of 8 features reaches slightly less

accurate results, while needing much less descriptor calculations. Following

this result, an ad–hoc feature extractor was built, that takes in input the

pocket file and calculates only those 8 features that are useful for the pre-

diction. This allows much faster DS predictions.

As a final experiment, the pipeline underwent a preliminary test. Sixty struc-

tures, none of which belongs to the dataset used for training and testing the

DS predictor, were downloaded from the PDB and submitted to GlyPipe.

The resulting mutant structures were manually checked and analyzed with

1The PyMOL Molecular Graphics System, Version 1.8, Schrödinger, LLC.
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PockDrug, obtaining the following results:

• 1 non–druggable pocket closed;

• 9 mutations did not open or close cavities;

• 7 modified pockets (2 of which became druggable);

• 43 new pockets (4 of which druggable).

In all these cases, the DS prediction was in agreement with the DS calcu-

lated by PockDrug. We can state that, in this experiment, a new pocket was

opened by 71.7% of the mutations. In total, six new druggable pockets were

obtained over sixty mutations. Therefore, 10% of the mutations proposed

by GlyPipe produced a new druggable pocket.

These preliminary experimental results are really promising, allowing for a

preparatory selection of those pockets that actually deserve to undergo a vir-

tual screening procedure in order to find potential ligands, and significantly

reducing the computational cost of the whole process. We are not aware of

other methods which explore the possibility of creating new protein surface

pockets by substituting a large amino acid with a smaller one.

8.2.2 Structural bioinformatics survey on disease in-

ducing missense mutations

In this Subsection, referring to publication [P08], a bioinformatic study on

the applicability of GlyPipe (see 8.2.1) is presented.

Understanding the molecular interactions between proteins, nucleic acids and

small molecules is fundamental to build reliable methods of genetic medicine

[181]. Genotype–phenotype associations in human diseases can be efficiently

explored by accessing mutation databases, such as ClinVar [182]. The fact

that missense mutations constitute the most common sequence alteration in

Mendelian disorders offers a good starting point to understand the mecha-

nisms of disease appearance due to amino acid variations in mutated pro-

teins [183]. Pathogenicity can occur whenever a missense mutation alters the

structural stability of the protein and, consequently, its function. The large

number of examples of this kind has driven the implementation of several

algorithms to predict functional damages caused by amino acid substitu-

tions [184, 185]. Moreover, the abundance of structures that are currently
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available in the Protein Data Bank (PDB) [171] allows a detailed view of

the protein interactome. The missense mutations provided by ClinVar can

therefore undergo a structural analysis, obtaining interface data from the

PDBePISA resource [169].

Starting from a set of mutations corresponding to all the ClinVar entries

(789,266 as of June 10, 2020, when the study was conducted), we selected

only single nucleotide variations that cause protein missense mutations, which

had a minimum review status (one star), obtaining 308,326 entries. Exclud-

ing entries with intermediate levels of clinical significance, we built our sets of

benign (25,579 entries) and pathogenic (21,595 entries) missense mutations.

Each mutation was associated with a PDB structure using VarMap [186].

Discarding mutations without structural and/or interface data, we obtained

5,641 benign mutations and 3,018 pathogenic ones. The area around each

mutation was analyzed with a method similar to the technique described for

GlyPipe (see Subsection 8.2.1).

We investigated the possibility of learning to classify the mutations as either

benign or pathogenic with a ML model. We used all the mutations in the

benign and pathogenic datasets, which amount to a total of 8,659 exam-

ples. Each mutation is described by a 46–element feature vector composed

of: the native residue (20–bit one–hot encoding of the amino acid type),

the mutant residue (20–bit one–hot encoding of the amino acid type), and

a location vector (6–bit one–hot encoding) which indicates where the muta-

tion occurs: core, surface, protein–protein interface, protein–RNA interface,

protein–DNA interface, or protein–ligand interface. Reserving 1,000 muta-

tions for testing, we trained three ML binary classifiers on the other 7,659

examples: an MLP, a random forest, and a SVM. After training, the models

were tested on the held–out test set of 1,000 mutations, obtaining good ac-

curacy results: 76.0% for the MLP, 75.6% for the random forest, and 74.1%

for the SVM.

The experimental results suggest that missense mutations can be evaluated

with ML techniques, assessing their pathogenicity based on the wild–type

residue, the mutant residue, and the location inside the protein structure.

Moreover, a statistical analysis carried out in parallel with the ML study,

suggests that arginine and glycine have a special role in this kind of mutation.

In particular, the results of the latter analysis clearly indicate that arginine

mutations increase pathogenicity whenever they occur at PDBePISA–defined

interfaces and, particularly, at protein–DNA interfaces. In the protein–DNA
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interfaces, arginine is more than six times more frequent in the benign set

than it is in the pathogenic set. This fact is in total agreement with the

very critical role that this amino acid has in the interaction with nucleic

acids [187]. Moreover, arginine benign mutations are not frequently found

in buried protein moieties or in protein–protein interfaces, while glycine be-

nign mutations exhibit the opposite trend. The latter glycine mutations are

more frequently found in protein–ligand interfaces, in agreement with the

suggested role of this amino acid in stabilizing concave moieties of the pro-

tein surface [92]. The prevalent localization of pathogenic glycine mutations

indicates that the substitution of glycine with amino acids having larger side

chains causes structural stress and, hence, functional changes in the mutated

proteins.

8.2.3 Structural bioinformatic survey of protein–small

molecule interfaces delineates the role of glycine

in surface pocket formation

Understanding the mechanisms of protein–small molecule interaction is a

fundamental step to increase our knowledge of life and to establish new

therapeutic approaches [188]. In previous studies, described in Subsection

8.2.1 and in Subsection 8.2.2, the role of glycine in interfaces between pro-

teins and ligands, other proteins, and nucleic acids, has been investigated.

In this Subsection, describing publication [P09], instead, we investigate the

amino acid composition of interfaces between proteins and small molecules,

searching for signals that could help designing additional protein binding

sites.

To build the dataset on which to carry out this investigation, protein–ligand

adducts were derived from the 163,141 structure files that were present in

the PDB [171] at the time of the study (April 24, 2020). Files that did

not contain exclusively proteins, files containing more than one chain in the

asymmetric unit, and files which did not contain ligands were excluded from

the dataset, resulting in a set of 45,580 structures. These were filtered in

order to eliminate files with 50% redundancy or higher, obtaining a final set

of 11,351 structures, which was split into two subsets: 4,947 enzymes and

6,404 non–enzymes. To delineate the amino acid composition of the protein–

ligand interface of each structure, we resorted to the PDBePISA interface

database [169].
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This analysis allowed to count and characterize the occurrences of each amino

acid in a large amount of protein–ligand interfaces. This piece of information

is of fundamental importance in the scope of using GlyPipe (see Subsection

8.2.1) in order to modify existing protein surface pockets or open new ones

that could host ligands. In particular, the possibility of using GlyPipe ac-

cording to the previously derived amino acid compositions was investigated

in a case study on the Hen Egg White Lysozime (HEWL) structure (PDB

id: 1LZT). To this aim, GlyPipe was configured to substitute Glycine to the

three amino acids with the largest side–chains (Tryptophan, Phenylanine,

and Tyrosine). We found that, on the structure under analysis, only Tyr20,

Tyr23, Tyr53, Trp111, and Trp123 satisfied all the substitution criteria de-

fined by GlyPipe, and the additional requirement of being distant from the

natural binding pockets, in order not to impair the original protein function.

As expected, all five mutations produced new deep surface pockets in the re-

spective mutant HEWL structures. Molecular dynamics simulations allowed

to establish that none of the mutations altered protein behaviour and func-

tionality, and to verify that the pockets remained opened on a stable basis.

The druggability scores of the five pockets were calculated with GlyPipe. All

the pockets showed good to very good druggability scores.

The experimental results allowed to draw conclusions on the role of Glycine

and other amino acids in protein–ligand interfaces. Moreover, Glycine sub-

stitutions, more precisely guided by the information obtained on the compo-

sition of such interfaces, can effectively be used to open new ligand–hosting

surface pockets in an in silico experiment.

8.3 Structured Data in Covid–19 research

This Section collects two activities on Covid–19 data, carried out in order to

help the research against Covid–19 which is focusing the efforts of scientists

from a wide variety of different application fields worldwide.

8.3.1 Interfering with Covid–19 Spike Glycoprotein Tri-

merization

This Subsection discusses a work [189, 190], corresponding to publications

[P04] and [P15], on the possibility of impairing Covid–19 Spike glycopro-

tein (S) trimerization by inserting known drugs into ligand–binding pockets
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found in the interface regions of the spike protomers. The S glycoprotein,

indeed, is central for COVID–19 infection as it mediates attachment of viri-

ons to the host cell receptor, it is involved in cell–to–cell fusion and induces

neutralizing antibodies, bearing also virulence determinants [191]. Assem-

bly of protomers into the bioactive form of the trimeric structure of the S

glycoprotein has been experimentally proved to be the rate–limiting step for

the infecting cycle of the transmissible gastroenteritis coronavirus (TGEV)

[192]. The close similarity between S glycoprotein of TGEV and COVID–19,

as controlled in the present study, suggests that the same in vitro observa-

tions made on the TGEV S glycoprotein assembly [192] should also hold

in the COVID–19 case. Therefore, being the trimerization a relatively slow

process, this study tries to interfere with it, by finding surface pockets in the

interface regions to which ligands can bind, building a physical obstacle to

protomer–protomer interaction.

The quaternary structure of the Covid–19 S glycoprotein was downloaded

from the PDB [171], with structure PDB ID: 6VSB [193]. After removing all

the heteroatoms, depth indices were calculated with SADIC [178], and inter-

face residues obtained from PDBePISA [169]. Using an algorithm based on

GlyPipe [92] (see Section 8.2), pockets were located at protomer–protomer

interfaces, and their druggability evaluated. In particular, the pockets were

selected according to the following criteria: overlapping with interface sur-

face higher than 70%, pocket volume > 300 Å3, druggability score > 0.7,

located in the S2 domain of S glycoprotein, number of pocket residues > 10.

Six pockets were found to meet all these requirements. Before selecting pos-

sible ligands that can bind to the above–described protomer pockets, the

sequence conservation was checked by multiple sequence alignments using

Clustal Omega [194]. All residues belonging to COVID–19 S glycoprotein

S2 domain, encompassing 660–1273 sequence fragment, exhibited full iden-

tity.

After these preliminary results, an investigation was carried out on the ex-

istence of small molecules that can interfere with COVID–19 S glycoprotein

trimerization through binding to the pockets previously delineated on the

protomer surfaces. This task was achieved by downloading the content of

DrugBank 5.1.5 [195]. A docking simulation was carried out on the six pock-

ets found in the previous analysis, obtaining a large array of possible ligands.

The present analysis of protomer–protomer interfaces of COVID–19 S glyco-

protein can be a useful starting point for predicting ligands that are already
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in use for other pathologies and, by interfering with quaternary structure as-

sembly of COVID–19 S glycoprotein, can exhibit therapeutic activity against

viral life cycle.

8.3.2 A bioinformatic approach to investigate struc-

tural and non–structural proteins in human coro-

naviruses

In this Subsection, the contribution relative to publication [P10] is summa-

rized and briefly discussed. Recent studies confirmed that people unexposed

to SARS–CoV2 can show some pre–existing reactivity. The immunological

mechanisms underlying this pre–existent reactivity seem to be linked to pre-

vious exposure to widely circulating common cold coronaviruses [196], and

comes from memory T cells able to specifically recognize a SARS–CoV2 epi-

tope of structural and non–structural proteins as well as the homologous epi-

tope from common cold coronaviruses [196]. Therefore, it is important to un-

derstand the SARS–CoV2 cross–reactivity by investigating protein sequence

similarities with other circulating coronaviruses. A deeper investigation of

cross–reactive T cell immunity to SARS–CoV2 has extensive implications in

differential COVID–19 clinical outcomes and can influence the performance

of COVID–19 vaccines. Thus, this work can be a starting point for further

studies about cross–reactive T cell recognition between circulating common

cold coronaviruses and SARS–CoV2.

To make such analysis easier, we implemented a siamese LSTM model for the

alignment of Covid–19 protein sequences. To train and validate the model,

we built a dataset of examples based on the NCBI [197] protein clusters.

The neural network hyperparameters were selected after a grid search. Each

Siamese module is composed of a single 32–unit LSTM layer, with input size

550×21. The representations coming from the two modules are combined

by a merge layer, followed by a normalization layer. Finally, a single dense

layer with ReLU activation estimates the distance between the two elements

of the pair. Supervisions are provided by BLAST [198]. Results showed that

the siamese LSTM can predict the alignment distance of pairs of proteins

with very low error rates, being faster than BLAST once trained.
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8.4 A Deep Attention Network for Predict-

ing Amino Acid Signals in the Formation

of Alpha–helices

The knowledge of the secondary and tertiary structure of a protein is funda-

mental for understanding its function and its structure–function relation-

ships. It is now well established that protein structures are mainly de-

termined by their amino acid sequences [199]. Protein folding prediction

techniques have been based on this information for decades, but they have

not yet reached an acceptable level of accuracy. Methods to experimentally

determine the protein structure, like NMR spectroscopy, X–ray crystallogra-

phy, or cryo–electron tomography, are expensive and overly time consuming.

Recently, neural networks have been applied to the secondary structure pre-

diction task, showing promising results. In this scope, LSTMs can focus on

both local and global contextual features, and have already been applied to

predict secondary structures in proteins with very good results [200, 201].

In this Section, discussing publication [P05], the problem of finding helical

moieties in proteins is faced, searching for small conserved amino acid signals

that delimitate α–helices. To this aim, we first carried out a statistical an-

alysis, and then implemented and compared three different ML approaches

to identify such signals.

Sequences and secondary structure information were extracted using DSSP

[172]. In an α–helix, each turn is composed by an average number of 3.6

residues. Therefore, to ensure that each helix includes at least two turns,

helices shorter than eight residues were discarded. Since signals that trigger

the helix formation can also be located outside the helix sequence itself, we

analyzed the sequences, taking into account three amino acids before and

after each helix, and four amino acids inside the helix on both sides (as re-

ported in the CATH database [202]), for a total size of 14.

The statistical analysis consisted in measuring the percentage of occurrences

of each of the 20 common amino acids in these 14 positions. Known for not

being strong helix conformers, Glu, Lys and Arg residues were found to have

a low frequency of occurrence inside the helices. Charged amino acids play

structural roles in helices, and their frequencies in different positions met

the expectations. Pro and Gly have low frequencies in the central positions,

whereas they have high concentrations at the ends of the helix. Pro has a
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very large side chain, and it is well known that Prolines break α–helix for-

mation. Finally, Ala, Leu, Glu and Met have an especially high propensity

to belong to the inner part of helices.

The results of the statistical investigation show that informative patterns

can be evidenced at the beginning and at the end of amino acid sequences

representing α–helices. In order to validate this assumption, we compared

three ML approaches: a random forest classifier, an MLP, and an LSTM.

The models rely only on sequence data, and are equipped with attention

modules, to decide if the short amino acid sequence of fixed–length previ-

ously described can reliably represent an α–helix. Amino acids are encoded

either using Word2Vec [203] or one–hot encodings. LSTM is the only model

with a true sequential input, while the other two rely on vectorial represen-

tations of the sequences (elements side by side). In the random forest model,

the attention mechanism is implemented in terms of the importance of each

sequence position with respect to the model decision that can be evaluated

as an average across the base decision tree classifiers. The MLP model, is

equipped with an attention mechanism applied directly on the input, while

the LSTM has its attention mechanism attached in two different positions

within the network: respectively, after and before the LSTM layer. A per-

mutation between input data axes in the attention mechanism allows us to

move the focus on each timestep rather than on each feature. Our primary

interest is, in fact, to measure the importance of each sequence position.

Secondarily, and only in the one–hot case, the focus on the single feature

in each timestep allows us to evaluate the importance of the presence of a

particular amino acid in a given position.

After tuning the hyperparameters of each model on a validation set, the

models were used in 20 different runs of 10–fold cross–validation in order

to measure a reliable average focus of attention. Additionally, a compari-

son experiment on the test set allowed to determine the model with higher

accuracy, which turned out to be the LSTM with the attention mechanism

positioned after the LSTM layer. Regardless of the ML model and the en-

coding used, the attention focuses principally on the last position upstream

with respect to the 5’ end of the helix, and on the three last positions inside

the helix. From the attention weights learned by the networks, it emerges

that most of the information which defines the presence of an α–helix is

contained in the helix itself. Furthermore, the information at the end of the

motif looks more relevant with respect to the previous amino acids. Atten-
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tion heatmaps realized on the one–hot encoding input allow to detect the

importance of each amino acid in all the 14 positions under analysis. The

average attention heatmap obtained in the cross–validation experiment on

the LSTM is showed in Fig. 8.2.

Figure 8.2: Heatmap representing the attention weights learned by the LSTM model with

attention before the LSTM layer in the cross–validation experiment. Each row of the

heatmap corresponds to a sequence position (from top to bottom), while each column

corresponds to one amino acid (indicated by its one letter code).

The focus of attention on the last three positions of the helix is evident.

In particular, the LSTM concentrates on the occurrence of the amino acids

which are particularly abundant in those positions according to the statis-

tical analysis: Leucine, Alanine, and Valine. In general, the correlation

between the heatmap and the results of the previous analysis is evident.

The heatmap also underlines the key role of Leucine in α–helix stabilization:

The fact that Leucine is the least affected by translation errors, due to its

six different codons, seems to make it more preferable than other strong α–

helix conformers in the position where helices must collapse. Moreover, it is

interesting to notice how the attention is very low on the elements located

outside the helix.
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The obtained experimental results demonstrate the power of ML techniques

in extracting information from protein data to make predictions on the pro-

tein structural features, based only on the amino acid sequence. Moreover,

having demonstrated that both the statistical and the ML approaches focus

on the same positions to ascertain the presence of an α–helix has a twofold

impact: on the one hand, it reinforces the biological intuition of the presence

of amino acid signals delimiting helical moieties; on the other hand, it en-

sures the interpretability of the results produced by ML approaches, showing

how what is reputed biologically significant is also important for the nework

decision.

8.5 Caregiver–Matcher: Graph Neural Net-

works for Connecting Caregivers of Rare

Disease Patients

Any disorder which has a low prevalence in the target population, typically

chronic and potentially life–threatening, is known as a rare disease. The

estimated number of rare diseases is higher than 6,000 and, depending on

the local definitions of rare disease, the prevalence of people suffering from

them varies between 3.5% and 5.9%. This results in 263–446 millions of af-

fected people worldwide [204]. Caregivers provide daily assistance to people

affected by rare diseases. They can be either members of the patient’s family,

or people hired for providing help. The constant attention to the patient’s

needs, and the social isolation that the role of being caregivers entails are at

the basis of the obstacles they have to deal with in the daily assistance [205].

In order to cope with the issues of isolation and poor communication with

healthcare professionals, a network of caregivers is extremely valuable [206].

In this Section, derived from publication [P14], the proof of concept of a

cross–platform application in support of the caregiver’s experience is pre-

sented. The proposal is called CaregiverMatcher [207], and its aim is to

create a network of caregivers of rare disease patients. This project was pre-

sented at the Rare Disease Hackathon 2020, organized by the Italian Forum

Sistema Salute, reaching the final stage reserved to the best 8 proposals,

among more than 250 projects. CaregiverMatcher exploits GNNs [1] to link

each caregiver with other caregivers that face similar issues in daily assis-
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tance, building a network of contacts, based on information on the assisted

patients. Informative sections are integrated into the application, to improve

the knowledge about rare diseases.

The core, and main novelty, of CaregiverMatcher is the idea of connect-

ing caregivers with GNNs. From a practical point of view, the application

builds links between caregivers based on both patient personal information

and health condition. The GNN model is asked to predict whether an edge

exists between each pair of caregiver nodes. The predicted presence or ab-

sence of an edge represents the existence of a caregiver–caregiver relationship,

and it is weighted according to a real–valued similarity score describing how

compatible their profiles are: the higher the score, the higher the compatibil-

ity between the connected users. Eventually, once the matching process has

been completed, the user is returned a list of similar caregivers, filtered as

needed by setting some parameters in a dedicated section. This application

is thought to be easy to use, and scientific information should be provided in

a simple didactic language. CaregiverMatcher has low implementation and

maintance costs, compatible with a free application. It is well established

that support groups for caregivers lead to improvements in psychological

well–being, caregiver burden, and social consequences [208]. Nevertheless, it

has to be pointed out that a high level of efficiency of the application can

be reached only after a variable (yet not quantifiable) amount of time. The

GNN model will require a consistent amount of registered users to learn and

efficiently perform a matching between the nodes of the network.

In conclusion, CaregiverMatcher may result in benefits in many aspects of

caregivers’ life, including mental health, by providing psychological and prac-

tical support, along with the possibility to easily access reliable educational

material offered by professionals and associations.

8.6 Deep Learning Applications to Image An-

alysis

This Section presents two DL techniques applied on image data. Sequences of

images representing dragonflies are analyzed in order to recognize the actions

the dragonflies are performing [209]. Then, a skin lesion classifier based on

CNNs is proposed, in order to help the diagnosis of melanoma [210].
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8.6.1 Deep Learning Techniques for Dragonfly Action

Recognition

This Subsection presents a project, described in publication [P13], for the

development of a CNN–based classifier of images of dragonfly flight, capable

of recognizing the different phases of the flight. Dragonflies are very complex

and advanced flying organisms: their four wings, each of which can be moved

independently from the others, give them extraordinary agility. They can

fly fast, stand still in mid–air, land and take off in every condition, and they

can perform complex acrobatic movements while flying. All these features

make dragonfly flight very interesting to study, while also making dragonfly

action recognition a difficult task.

More specifically, the proposed model classifies video frames in five cate-

gories: take–off, flight, landing, stationary and absent (frames in which the

dragonfly is not present). DL requires a huge set of fully annotated data, but,

unfortunately, we were not aware of a publicly available labeled dataset of

dragonfly images. To train a DL architecture, a suitable number of samples

was collected from online videos, which were appropriately pre–processed

and labeled frame by frame. Then, two different classifier networks for ac-

tion recognition were compared: a standard CNN, elaborating one frame at

a time, and an LSTM, elaborating sequences of frames.

A first set of experiments was carried out with the aim of identifying a good

combination of hyperparameters, such as the number of convolutional blocks

or the number of feature maps. Transfer learning was then applied, exploit-

ing pre–trained models that could extract low–level image features efficiently

and with short training times. Three CNN models which are well known in

the literature were used for transfer learning: the MobileNet–v2 [211], the

VGG16 [212] and the DenseNet121 [213]. All of them are pre–trained on the

ImageNet dataset [214].

The experimentation on LSTMs was carried out on the same dataset, but

taking into account the sequentiality of frames. A CNN–based feature ex-

tractor was employed, in order to transform each frame into a feature vec-

tor. The sequence of vectors was then analyzed with the LSTM model. The

LSTM architecture is characterized by 2 dense layers composed of 100 and 5

neurons, respectively. To analyze the entire sequence, a sliding window with

a size of 7 frames was used.

The experimental results showed that both models (CNNs and LSTMs)
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reached good accuracy levels, yet with some difficulties in recognizing spe-

cific classes. This work demonstrated that DL techniques can be successfully

applied to the dragonfly action recognition task. In particular, a good set of

guidelines for the automatic analysis of dragonfly flight has been provided.

These guidelines include new instructions for setting up a dataset, as well as

useful considerations for the calibration, design and implementation of deep

models to face this complex task.

8.6.2 Fusion of Visual and Anamnestic Data for the

Classification of Skin Lesions with Deep Learn-

ing

This Subsection describes the collaboration to a project aimed at classify-

ing skin lesions with CNNs according to their malignancy, developing a tool

that could help dermatologists in the diagnosis of melanoma, one of the

most common and lethal forms of cancer [215]. The outcome of this project

is publication [P12].

More specifically, the study presented in this Section aimed at improving

the efficiency in the early detection of skin cancer, developing a classifier

capable of integrating information coming from both dermoscopic images

and anamnestic data. Experimental tests were carried out on the freely

downloadable International Skin Imaging Collaboration (ISIC) archive [216],

showing the importance of the exogenous patient data for the correct clas-

sification of lesions. The system developed in this work has got a composite

architecture that allows to process images and patient data separately and

in parallel, with a dedicated module for each one. The partial results are

then combined through a third logical unit. The dermoscopic images are

analyzed with the LesionNet, a deep CNN, while the clinical features are

processed by the MetaNet, a fully–connected MLP. The outputs of these two

networks are concatenated and provided as input to the MergedNet, which

is trained to classify the lesions by combining the two previous evaluations.

In particular, the LesionNet is a ResNet [47] with 50 layers, pretrained on

ImageNet [214]. The MetaNet is a three–layer MLP and processes the vector

of clinical features associated with each lesion, composed of: one–hot encod-

ing of the age group, one–hot encoding of lesion location, a patient’s gender

two–bit flag, and a two–bit code indicating if the lesion is melanocytic or

not. The final classification is carried out by the MergedNet. The input of
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this network is built by concatenating the output of the last hidden layer of

the two specialized networks.

The results of the experimentation showed that, in this task, image–based

models perform better than models based only on anamnestic features. This

corresponds to the standard medical practice in the diagnosis of melanoma,

which is mainly based on the visual inspection of the lesion. The modu-

larity of the model allows to better combine the two approaches, with the

anamnestic features helping the decision of the CNN classifier.



Chapter 9

Conclusions and Future

Developments

This thesis is focused on GNNs and their applications in molecular data.

A software framework for designing and deploying GNNs for research ap-

plications has been developed (see Chapter 4). Three applications, relevant

both from the point of view of drug discovery and from that of DL, and

implemented with our software framework, are presented and discussed. In

particular, GNNs are employed for generating molecular graphs (see Chap-

ter 5), predicting the side–effects of drugs (see Chapter 6), and identifying

protein–protein interfaces (see Chapter 7). Some specific conclusions on each

of these works are drawn at the end of the respective chapters, and summa-

rized in the following.

MG2N2, a sequential model for molecular graph generation, is proposed in

Chapter 5. Its principal advantage with respect to other sequential models,

mainly based on RNNs or RL, is that it exploits a graph representation of the

molecule under construction, which is more informative than the sequence

of previous actions. The advantage of using a sequential generator, with

respect to VAE–based generators, is that sequential models are more inter-

pretable (f.i. errors can be precisely located in the generation steps). The

modularity of MG2N2 guarantees an easier training procedure, even more

precise interpretability (we know which module produced an atom or bond),

and the possibility to modify and re–train each module without having to

re–train the other ones. Moreover, exploiting the sequential nature of the

generative model, it could be possible to take into account the chemical re-

actions involved in the process, training the model to build only compounds

111
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that can be produced with known chemical reactions. Interpretability has a

major role in this scope, as it would become a necessary feature of the model,

boosting the usability of sequential models in general, and of modular ap-

proaches like MG2N2 in particular. Our approach has two main limitations,

from which future research directions unfold. On the one hand, MG2N2

and similar approaches cannot generate large molecules efficiently: this is-

sue can be addressed with the development of hierarchical generators based

on MG2N2, that could build larger molecules, such as proteins or polymers.

On the other hand, the model generates molecules without specific condi-

tions, which are usually required for the purpose of drug discovery studies.

Therefore, an interesting topic of future work is to produce model versions

specialized on conditional generation, in which specific features of the com-

pounds to be generated are required in input to the generator.

DruGNN, a GNN–based DSE predictor, is discussed in Chapter 6. Com-

bining data from heterogeneous sources into a relational dataset allows to

represent the complex features and interactions involved into the occurrence

of DSEs. CGNNs are ideal to process this kind of dataset, following a mixed

inductive–transductive learning scheme, and produce accurate predictions

in this multi–class multi–label node classification task. Moreover, DruGNN

is modular: data can be added without having to re–train the model, and

robust to ablation. The proposed method can be easily used to predict the

side–effects of a candidate drug, by inserting the molecule and its interac-

tion data. A future research direction consists of specializing the predictor,

by taking into account tissue specific data and DSE supervisions, obtaining

more accurate and informative insights. Moreover, DruGNN is currently a

black–box approach, like many methods based on DNNs. Producing a more

interpretable and trustworthy future version of the model would boost the

usability of the approach. Another drawback consists of the approxima-

tion of structural information introduced by fingerprints. On the one hand,

structural embeddings could be extracted with a GNN from the structural

formulas of drug molecules. On the other hand, it is a very interesting matter

of future work to develop a similar predictor that takes in input the struc-

tural formulas of molecules, exploiting the full chemical graph information.

Features and interactions can then be added in the same shape used for

DruGNN, exploiting an approach based on a graph (the relational dataset)

of graphs (the structural formulas of drugs).

GNNs were also employed for predicting protein–protein interfaces, as de-
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scribed in Chapter 7. This task was formulated as a maximum clique search

on the correspondence graph derived from the secondary structures of each

pair of proteins. The approach showed very promising results, individuating

the secondary structures that participate in each interface, and providing in-

teresting insights for future research. A first limitation is that current results

are preliminary: an improved version of the model could be developed based

on a more extensive experimentation, also taking into account more possi-

ble GNN models and architectures. The second drawback is represented by

the coarse scale of the interface representation predicted. In fact, the same

analysis could be refined to the amino acid scale, or even at the atom level,

more precisely identifying the residues that take part into protein–protein

interfaces.

These three applications constitute demonstrations of the capabilities of

GNNs for molecular data in different settings, relevant to the field of drug

discovery, such as graph generation, node classification in a classical yet im-

balanced setting, and node classification on a complex, heterogeneous rela-

tional dataset. Moreover, the properties of recurrent GNNs were made easily

available for research through the development of a software framework that

allows an easy Keras–based implementation. As a general conclusion, the

demonstrations obtained of GNN properties on these testing grounds, and

the general growth of the scientific interest and community related to graph–

based models, suggest that GNNs will continue to improve. New theories

and models will certainly be proposed, also concerning the possibility of

non–local GNNs, capable of reaching higher computational power (f.i. sim-

ulating higher order Weisfeiler–Lehman tests). New application fields, and

even more complex data settings, will be addressed with GNNs in the fu-

ture, providing fundamental contributions to many scientific fields, ranging

a wide variety of disciplines, such as biology, physics simulations, weather

prediction, and social network analysis.
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[94] R. Gómez-Bombarelli, J. N. Wei, D. Duvenaud, J. M. Hernández-

Lobato, B. Sánchez-Lengeling, D. Sheberla, J. Aguilera-Iparraguirre,

T. D. Hirzel, R. P. Adams, and A. Aspuru-Guzik, “Automatic chemi-

cal design using a data-driven continuous representation of molecules,”

ACS central science, vol. 4, no. 2, pp. 268–276, 2018.

[95] W. Jin, R. Barzilay, and T. Jaakkola, “Junction tree variational au-

toencoder for molecular graph generation,” in International conference

on machine learning, pp. 2323–2332, PMLR, 2018.
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